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An Experimentation of the Use of Oracle PL/SQL with 

Genetic Algorithms for Bulk Resource Scheduling 
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Abstract: This paper investigates the use of 

Oracle PL/SQL and Genetic Algorithms for 

performing bulk resource scheduling tasks. To 

achieve this current theory and information from 

literature were examined, in order to select a 

suitable set of methods and algorithms. The 

findings of this paper are that PL/SQL and 

Genetic Algorithms when combined with 

knowledge bases provides an acceptable level of 

accuracy and speed when scheduling multiple of 

constrained resources. 

Keywords: Oracle PL/SQL, Nearest-Neighbour, 

Genetic Algorithm, Knowledge Database, 

Recourse Scheduling, Appointments 

1.0 Introduction 

Computerised scheduling applications are used 

within a variety of different businesses. These 

applications help to improve schedule accuracy 

and free office resources from time intensive 

tasks.  One such application that the author has 

industry experience performs a scheduling 

routine on a night basis. The general 

performance of this routine suffers during peaks 

in the business during the winter months. Given 

that the inputs and outputs of this routine are 

known the author began to investigate possible 

methods within the companies infrastructure that 

could over a routine with better performance.  

This paper therefore seeks to answer the 

question: Can a scheduling system based on 

Oracle utilizing PL/SQL outperform that of a 

‘black box’ solution that is already in use in 

terms of bulk resource scheduling? 

Through a detailed review of the current theory 

published by Oracle and methods and algorithms 

published in current literature a PL/SQL 

application was developed and comparable tests 

were conducted for this paper.  The rest of the 

paper will present Oracle PL/SQL, genetic 

algorithm, knowledge base, PL/SQL pseudo code 

used, results, discussions, and conclusions. 

2.0 Oracle PL/SQL 

Oracle Procedural Language extensions to SQL 

(PL/SQL) is a database technology that was 

developed by Oracle for use with their various 

database products and can be found in many of 

their other products and applications. PL/SQL 

contains key programming features such as 

simple IF, ELSE conditions, variables, loops, 

functions and procedures. PL/SQL also supports 

more advanced programming concepts such as 

different types of arrays, advanced loops as well 

as many concepts found in object-oriented 

programming languages. 

(Oracle, 2015) states that the PL/SQL engine 

accepts procedural statements as well as standard 

SQL statements in the form of PL/SQL blocks. 

Statements are then processed either by the 

Procedural Statement Executor or the SQL 

Statements Executor.   

PL/SQL programmes are often compiled and 

stored within the database itself; this is a key 

feature of this programming language.  The 

purpose of this is to lower Input/output (I/O) 

calls and increase portability with other Oracle 

products. Although it is possible to store PL/SQL 

within the database it is also possible to run a 

PL/SQL script or application against the database 

without storing it. 

The application in this paper is stored within a 

database package. Packages allow for a group of 

statements to be contained within a single entity. 

3.0 Genetic Algorithm 

Genetic Algorithms (GA) are a form of meta-

heuristic algorithms. (Brezulianu, et al, 2009) 
demonstrates the use of GA to solve a constraint 

based scheduling problem for employees 

working within a retail environment which 

includes multiple different shift patterns. By 

placing each of the resources and their individual 

constraints into arrays (Chromosomes) it allows 
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the information to be quickly accessed and stored 

in a single location. (Brezulianu, et al, 
2009)further details the construction of a custom 

chromosome for use in their project needs, 

containing the following values: 

• Shift start time 

• Shift duration 

• First free day 

• Second free day 

• Employee Department. 

The ability to customize chromosomes towards a 

specific problem is very advantageous. 

3.1  Generations 

Generations refers to the number of iterations the 

genetic algorithm will run or loop for. New 

populations are created for each iteration and 

then discarded, only retaining the 'elitist' 

chromosomes which are stored in a constant 

population. Discovering the correct or optimum 

number of iterations used in the ‘generations' 

loop is a time consuming practise; it relies 

heavily on the size of the population. The 

number of generations should either be increased 

or decreased depending on the population size. 

(Gotshall et al) details various experiments with 

an increasing and decreasing population size and 

a varying generation size.  This researcher states 

that it is difficult to find an optimum size for 

both the generation and population variables. 

Given more generations, there is a greater chance 

of a probability events occurring such as 

crossover or mutation. The number of 

generations is not always a fixed value; multiple 

sources in literature including (Raja et al, 2013) 
and (Gotshall et al) discuss the exploration and 

the benefits of a fixed generation size versus a 

dynamic generation size.  

3.2 Chromosome 

A chromosome represents a grouping of values 

held within a single structure much like an array.  

Each chromosome could be considered as a 

potential solution to a problem statement. As 

previously detailed by (Brezulianu et al, 2009) 
the structure can be customized to suit the needs 

of a specific problem. Given this, the designing 

of a chromosome is an extremely important 

process when designing a genetic algorithm 

(GA). The process of populating these structures 

is known as encoding. The structures of the 

chromosomes used in this paper are detailed 

below:- 

• CHROMO_ID – Unique identifier used as 

the primary key allowing the database to 

quickly read the chromosome from 

memory. 

• TOTAL_DIST – Individual chromosomes 

total distance based on appointments. 

• FITNESS - Individual chromosomes 

fitness. 

• APPT_ID_1 – Appointment slot 1. 

• APPT_ID_2 – Appointment slot 2. 

• APPT_ID_3 – Appointment slot 3. 

• APPT_ID_4 – Appointment slot 4. 

• APPT_ID_5 – Appointment slot 5. 

• APPT_ID_6 – Appointment slot 6. 

• APPT_ID_7 – Appointment slot 7. 

• APPT_ID_8 – Appointment slot 8. 

3.3 Encoding 

Encoding is the name given to the process of 

creating the individual chromosomes. The type 

of encoding that this paper makes use of is 

known as 'permutation encoding'. It is reported 

(Obitco, 1998) that this form of encoding is 

quicker for scheduling problems than non-

permutation encoding. This type of encoding 

lowers the overall search space of the GA. This 

statement has evidence in current literature and is 

discussed by (Anderson, 2011), that it increases 

overall throughput significantly. 

The problem that this paper addresses involves 

appointments which could either be AM (in the 

morning) or PM (afternoon and evening).  An 

example of a chromosome structure is shown in 

the Table 1. 

 

Table 1 Basic Chromosome Design 
AM PM 

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6 Slot 7 Slot 8 

8 - 9 am 9 - 10 am 10 - 11 am 11 - 12 am 12 - 13 pm 13 - 14 pm 15 - 16 pm 16 - 17 pm 

 

In order to further optimise the encoding process 

the PL/SQL application treats the AM and PM 

separately by splitting the chromosome into two 

separate sections. These are shown in Table 1: 
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appointments slots 1 to 4 are treated as AM 

appointments only and appointment slots 5 to 8 

are treated as PM appointment only. This allows 

the chromosomes to handle the problem 

constraints of appointment slots for different 

periods of the day. 

The research further optimises this process by 

using a simple nearest-neighbour search heuristic 

that attempts to weigh appointments based on 

their distance from one another. The purpose of 

this process is to lower the search space as much 

as possible. This is known as a greedy algorithm, 

meaning that they will use the majority of the 

best solutions on a first come first served basis.  

A later grouping will have a poorer choice of 

appointments to attempt to schedule. (Johnson, 

2008) states that nearest-neighbour is typically 

found in a well-defined search space. This paper 

uses a data set of pre-processed distance 

information held in a database table. By 

structuring this information this manner all 

known answers are readily available and quickly 

accessible. 

There are negative aspects from the use of a 

nearest-neighbour algorithm. Previously 

reference was made that it could be considered a 

greedy algorithm. A further negative aspect 

documented by (Roeva et al, 2013)is that there is 

a requirement for creating several instances in 

order to find the true optimum result.  By making 

use of a pre-defined data set such as a knowledge 

base that contains all possible results, this 

problem is removed; there is no need for multiple 

instances. 

3.4 Population 

Like generations, population size is an important 

factor to any GA. If the population size is too 

low then non-desirable results may be returned; 

and if the population size is too large then the 

time taken to produce results can greatly 

increase. 

Like generations, it is important to find a good 

balance. (Roeva et al, 2013) explains that given a 

large enough initial population; doubling this 

population may not increase the chances of 

producing better results. Through a series of 

experiments, (Roeva et al, 2013)  gives the detail 

that finding an optimum population size is not a 

trivial task. 

(Ma et al, 2008) investigates different methods of 

producing an optimum populating size. One of 

the recommendations from this paper is a method 

known as ‘Random Fluctuation Population’. This 

method either increases or decreases the size of 

the population depending on the problem size; 

this paper will make use of this method. (Ma et 

al, 2008) concludes that fixed sized populations 

are wasteful as the optimum may be found at an 

early stage of the GA.  

3.5 Natural Selection 

After the creation of the population the first of a 

group of different operators is performed against 

this initial population. The first of these is 

referred to as ‘Natural Selection’ which involves 

selecting the ‘fittest’ chromosomes from the 

population. Individual fitness values are 

calculated for each chromosome. 

A selection method is then applied to the 

population as it stands, making use of the 

previously calculated fitness value; the purpose 

of the selection method is to select chromosomes 

with an acceptable level of fitness and add them 

to a new population selected by fitness. (Koenig, 

2002) explores the choice of selection methods; 

this paper makes use of ‘Roulette Wheel 

Selection’ which is described below. 

3.6 Roulette Wheel Selection 

Roulette wheel selection is based on probability. 

A chromosome is selected a random based on a 

randomly generated value between 0 and 1; any 

chromosome that fall in this group may be 

selected at random. This process is repeated until 

the number of iterations is equal to the total 

population.  

At the end of this process a further population 

has been created of the fittest chromosomes from 

the initial population. 

3.8 Crossover 

A further operator is then applied to this newly 

created population, this is known as ‘Crossover’. 

Crossover operators are triggered based on a 

probability calculation; they do not occur on 

every iteration of the GA. This paper makes use 

of a method known as ‘Single Point Crossover’ 

and is explained below. 

3.9 Single Point Crossover 

Single Point Crossover works by selecting a 

random point in a randomly selected 

chromosome that is then referred to as the parent 

1. 
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As illustrated in Table 2, the appointments held in slots 5 to slot 7 are selected. 

 

Table 2 Crossover Parent 1 
Not Selected Selected 

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6 Slot 7 Slot 8 

1001 1002 1003 -- 1005 1006 1007 -- 

 

A second chromosome is then randomly selected 

from the same population, although in this case 

the other half of the chromosome is selected for 

crossover.  This is illustrated below in Crossover 

Parent 2 (Table 3):  

 
Table 3 Crossover Parent 2 

Selected Not Selected 

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6 Slot 7 Slot 8 

1001 -- 1003 1004 1005 1010 1008 -- 

 

From this selection two possible child 

chromosomes will be created.  These are 

illustrated below in Tables 4 and 5.

 
Table 4 Child 1 

Parent 2 Parent 1 

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6 Slot 7 Slot 8 

1001 -- 1003 1004 1005 1006 1007 -- 

 
Table 5 Child 2 

Parent 1 Parent 2 

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6 Slot 7 Slot 8 

1001 1002 1003 -- 1005 1010 1008 -- 

 

After the creation of both child chromosomes, 

the total distance of each is calculated. If these 

distances are less than that of their parent 

chromosomes then the newly created child 

chromosomes are then written to the selection 

population, otherwise they are discarded. 

3.10 Mutation 

Mutation is another type of operator.  Again this 

is triggered on the basis of probability 

calculation. Mutation adds randomness to the 

selected population. By adding a form of 

randomness it allows the GA to explore results 

that had not occurred during the initial or 

selection population creation, or which are 

unlikely to occur during crossover. 

This paper makes use of 'Single Point' mutation. 

A single point is randomly selected within a 

given chromosome and switched with its 

neighbour to the right. The mutation operator 

handles the time constraints of AM or PM 

appointments by treating the two halves of the 

chromosome as separate areas. This process is 

shown in before and post mutation diagrams 

(Tables 6 and 7) 

The total distance cost of this mutated 

chromosome is again compared with the original 

chromosome. If the mutation has produced a 

chromosome with a lower overall cost it is 

written to the 'natural selection population'; 

otherwise it is discarded. 
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Table 6 before Mutation 

Mutation   Mutation 

Slot 5 Slot 6 Slot 7 Slot 8 

1005 1006 1007 1009 

 

Table 7 post Mutation 

Mutation   Mutation 

Slot 5 Slot 6 Slot 7 Slot 8 

1009 1006 1007 1005 

 

There are many approached to mutation 

operators, and interesting example that was not 

explored in this paper was put forward by 

(Libelli and Alba, 2000).  This author 

recommends the use of an 'adaptive mutation' 

based on the fitness of the individual 

chromosome rather than a probability 

calculation.  The method detailed performs 

multiple mutations to a single chromosome to 

lower the requirement for a larger population. 

3.11 Elitism 

The elitism operator is the final stage within the 

generation iteration; it occurs for each and every 

generation. This operator selects the best or 

fittest chromosomes and stores them in another 

new ‘elite population’. Once all iterations are 

complete the best result from this population 

could be considered the closest to optimum 

solution. 

4.0 Knowledge Base 

This paper details the use of a knowledge base or 

a store of information. A knowledge base can be 

defined simply as a store of structured and 

unstructured information. This concept is 

detailed in other papers such as New Operators 

of Genetic Algorithms for Travelling Salesman 

Problem (Ray et al, 2004), Section of Good 

Practices for Small Software Development 

Teams: A Knowledge Based Approach (Castro 

et al, 2013) and A Knowledge-Based Multiple -

Sequence Alignment Algorithm (Nguyen and 

Pan, 2013). The application of simple pre-

defined rules or data gathering techniques allow 

for data to be modelled and stored in a 

meaningful structure; this structure is a 

knowledge based. 

Such a structure was developed for this paper. It 

contained details of pre-calculated distances 

between a starting location and each possible end 

destination as shown in Table 8 as An Example of 

a Knowledge Base. 

By building up such a store of data the 

application was able to utilize this information 

using simple select query statements, and 

removing any need for a further calculation. 

Table 8 An Example of a Knowledge Base 

Starting Post 

Code 

Destination Post Code Distance 

G1 1ZE G1 1ZE 0.00 

G1 1ZE G1 5DB 2.12 

G1 1ZE G1 4RJ 1.84 

G1 5DB G1 1ZE 2.12 

G1 5DB G1 5DB 0 

… ... … 

 

To gather this data a suitable distance formula 

was required and the chosen method is known as 

the Harversine formula. The Harversine formula 

is a formula that allows for distances between 

two locations to be calculated, providing latitude 

and longitude values; both locations are known. 

The Harversine formula can be found in 

published literature including Info Sphere 

Streams for Scalable, Real-time, Transportation 

Services by (Bienn et al, 2010).  These detail 

the use of the Harversine formula to calculate all 

possible distances in the Stockholm road 

network. 

It is noted that the formula is resource intensive, 

as this project will make use of a central store of 

information.  These calculations will only need to 

be conducted once with the results stored in a 
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simple indexed structure. Due to this and the ease 

of storing information within a database 

application, the negative performance 

implications found by (Bienn et al, 2010) can 

be overlooked for this paper. 

The Harversine formula is defined as an equation 

that is used to calculate the distance between two 

points using longitude and latitude values. (Igis 
Map) details the Harversine formula as: 

 

a = sin²(ΔlatDifference/2) + 

cos(lat1).cos(lt2).sin²(ΔlonDifference/2) 

c = 2.atan2(√a, √(1−a)) 

d = R.c 

5.0 PL/SQL Pseudo code used  

The pseudo code for the PL/SQL GA used in this 

paper is detailed below:- 

• Per Resource loop 

• Create initial population with Nearest-

Neighbour Heuristic from Knowledge base 

• Encoding of problem specific 

chromosomes 

• While generation count < I do Loop 

o Roulette wheel selection 

o Single point cross overcome 

o Swap Mutation 

o Elitism 

• End Loop 

• End Loop 

 

Each of the operations used in this GA has been 

previously discussed throughout this paper. This 

GA was created for the sole purpose of 

answering the given research question: Can a 

scheduling system based on Oracle utilizing 

PL/SQL outperform that of a ‘black box’ solution 

that is already in use in terms of bulk resource 

scheduling? 

6. Results  

The following experiments were conducted using 

the PL/SQL against known results created from 

the industry standard scheduling application. All 

data used in these experiments were created from 

the application and had no manual interaction. 

Experiment 1: Measure time taken scheduling 

appointments from the front end of the standard 

scheduling system. 

This experiment attempts to identify the delay 

between the various comportments that make up 

the scheduling system. This data was also used 

against the PL/SQL GA. 

Table 9 Experiment 1 Summary 

 Standard PL/SQL GA 

Mean 7.9 0.4 

Standard Deviation 9.4 0.0 

Variance 119% 1% 

 

Results from Experiment 1 summary (Table 9) 

show that industry standard scheduling system 

takes on average takes 7.9 seconds to schedule a 

appointment. Conversely, the PL/SQL GA took 

0.4 seconds to perform this task. The standard 

deviation of times in the standard application is 

9.4 seconds whereas the deviation in the PL/SQL 

GA is 0. The variance of results from standard 

shows a variance of 119%, whereas in the 

PL/SQL GA variance is 1%. 

Experiment 2: Compare time taken scheduling a 

known schedule from standard scheduling 

system. 

This experiment compared the speed of the 

PL/SQL GA against completed scheduling runs 

of the standard scheduling system. Measures of 

time in the standard scheduling system are in 

whole seconds, whereas the PL/SQL application 

shows time in tenths of seconds. 

Table 10 Experiment 2 Summary 

 Standard PL/SQL GA 

Mean 1788.7 11.3 

Standard Deviation 1190.9 2.50 

Variance 67% 22% 

 

Experiment summary 2 (Table 10) shows that 

industry standard scheduling system on average 

takes 1788.7 seconds to produce a schedule. 

Whereas PL/SQL GA takes on average 11.3 

seconds, 158 times slower with comparable data 

sets. The standard deviation of the standard 

application is 1190.9 seconds whereas the 

PL/SQL GA is 2.50 seconds. The variance in the 

results from standard application 67% and 

variance from PL/SQL GA is 22%.  

Experiment 3: Compare routing accuracy 
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against known routes prepared by the standard scheduling system. 

 

 
Figure 1: Total Distance Chart 

 

The Total Distance Chart (Figure 1) displays the 

total distance of 20 test routes. Routes contain 2 

or more sets of appointments; of the 20 data sets 

tested the following results have been concluded: 

 Standard Application  - 2 

 PL/SQL GA - 8 

 Same Result – 10 

Both methods created the same results for 

exactly half of the given test set. The PL/SQL 

GA created 8 results that were better than that of 

standard application, and finally the standard 

application created 2 results that improved that of 

the GA. 

7. Discussions 

The results from the first experiment clearly 

show that there are noticeable delays between the 

various components that make up the standard 

application; the PL/SQL GA is contained in a 

single layer within the database. This gives the 

PL/SQL application a clear benefit on overall 

speed; this advantage on overall speed is not only 

shown in the first experiment it is also clearly 

visible in the following experiment. 

The second experiment only compares time 

taken by either application to produce an 

acceptable result. It is not known how the 

industry standard application calculates its 

schedules but it is apparent that this application 

is vastly slower than the one created by this 

research using Oracle and GA. It could be stated 

that the standard application is conducting an 

exhaustive search. (Thomas, et al) states that this 

is a fruitless search as it is on average 158 times 

slower than a comparable application using the 

same data set and performing the same task. If 

time taken is not a factor then the accuracy by 

either application is a deciding factor. 

The third set of experiments show that on half of 

all tests conducted both applications obtained the 

same result, whereas the PL/SQL got a better 

result 8 of the remaining 10 tests. This could be 

explained that the applications are using a 

different method to calculate distances as the 

differences are small. However the method used 

in this paper is very accurate for calculating as 

the crow flies. 

8. Conclusions 

In conclusion this paper has demonstrated that a 

database technology when combined with 

modern algorithms and methods can outperform 

an industry standard application. Further research 

and design should be given to the nearest-

neighbour algorithm to limit its greedy nature. 
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Abstract: Cancer is a serious disease that occurs 

as a result of genetic mutation in the body. It 

happens due to the formation of mass tissue 

known as tumor in the body. This paper develops 

a fuzzy logic prediction system which serves as a 

platform for detection of any occurrence of breast 

cancer in women. The patient’s medical history 

and some risk factors are collected and the results 

are displayed to show any trace of breast cancer 

in women.  The predictions are made based on 

the risk factors’ inputs which are used to 

determine the patient’s risk.  

Keywords: Cancer, Breast Cancer, Risk Factors, 

Expert System, Fuzzy Logic 

1.0 INTRODUCTION 

Cancer is a dangerous disease which is inherently 

caused by environmental factors that mutate 

genes encoding critical cell-regulatory proteins 

(Malcom, 2001). The pathogens that cause cancer 

are also known as carcinogens which can be seen 

in the air, food, water, chemicals and also 

sunlight that people are exposed to. The World 

Health Organization (WHO) recorded that 24.6 

million people live with cancer. 

Breast cancer is a disease that can be easily or 

commonly found in women today in the world. 

Numerous women undergo different tests if they 

have any trace of cancer. These tests are mostly 

used to ascertain if these women have the Breast 

Cancer 1 (BRCA1) and Breast Cancer 2 

(BRCA2) cancer genes.  BRCA1 and BRCA2 are 

human genes that produce tumor suppressor 

proteins. These proteins help restore damaged 

DNA and therefore, play a vital role in ensuring 

the stability of the cell’s genetic material. When 

either of these genes is mutated, such protein 

product is either not made or does not function 

correctly. 

 

However, since mutations in these genes account 

for only a little fraction of all breast cancers, a 

negative test result does not mean the women 

who go for these tests are free from cancer. 

Likewise, testing positive does not guarantee that 

the woman will have a breast cancer in the future. 

According to Fatimah (2009), 650,000 people out 

of the estimated 965 million are diagnosed with 

cancer annually and the lifetime risk of an 

African woman dying from cancer is two times 

higher than the risk of a woman in a developed 

country. 

Figure 1: An estimate of cancer incidence, (adapted 

from Globocan, 2012) 

Figure 1 shows the cases of cancer incidents in 

Nigeria ranging from number of new cancer 

cases to the five prominent ones that are common 

in both sexes in this African region.  

Cancer is not only disease that exists; it is just a 

common disease out of a set of more than 200 

different diseases that exist. It can be in a widely 

accepted sense described as an uncontrolled 
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growth and spread of abnormal cells in the body. 

A cell is the basic or fundamental unit of life. 

Cells in living thing breaks-up to yield more cells 

when the living thing accommodating them 

requires it. At some points, cells keep on splitting 

or dividing without control thus creating excess 

cells which are not required by the body. This in 

turn causes the formation of mass tissue also 

known as a tumor. Tumors can be discovered in 

tissues of different types. These tumors can either 

be benign or malignant.  

Benign tumor is one in which the tumor does not 

penetrate its surrounding tissue or spread round 

the body while malignant tumor is one that may 

penetrate its surrounding tissue or spread round 

the body (Artem, 2006). Benign tumors are not 

regarded as a cancer. They have a slower growth 

rate than malignant tumors and are usually 

removed and do not re-occur. Benign tumors are 

not usually a threat to life. Examples of benign 

tumors are moles (nevi) and uterine fibroids.  

Malignant tumors are cancerous and can be a 

dangerous threat to life. They invade and damage 

organs and tissues near them. Malignant tumors 

develop rapidly, without control and 

independently from the tissue it emanated from. 

Examples of malignant tumors include breast 

cancer, lung cancer and prostate cancer. 

Cancer can take place among the people of all 

ages. It is mostly common in people of over 60 

years old and records have shown that one of 

every people will develop cancer at a particular 

time in their lives. Cancer has a couple of 

symptoms. Some of them are listed below: 

 Unexplainable weight loss 

 Strange bleeding or discharge 

 Tenacious indigestion 

Detecting the occurrence or traces of cancer early 

enough can go a very long way in increasing the 

chances of survival. Some of the techniques for 

detecting cancer are listed below: 

 Self-examinations 

 Biopsy  

 Ultrasound 

 Magnetic Resonance Imaging (MRI) 

 Computed Tomography (CT) 

There are many proven reasons that make cancer 

prevail. These reasons can vary from increased 

ability to take care of diseases which will cause a 

delay in their progression to inability to diagnose 

and treat a disease which leads to death and 

disability (Crimmins, et al., 1994). Predicting the 

future occurrence of cancer is a very much 

wanted technique which will be a very great help 

in providing early detection of cancer and in like 

manner increase the rate of survivability.  

This paper aims at using fuzzy logic to predict 

the risk of breast cancer occurring in humans 

based on certain factors therefore increasing the 

early detecting and the rate of survivability. 

The paper is implemented using the Mamdani 

fuzzy logic approach in MATLAB. A Graphical 

User Interface (GUI) is also developed using 

Microsoft Visual Studio 2012. The GUI is 

powered by a Fuzzy Logic Library and the 

application uses a Visual C# as its programming 

language. 

The rest of the paper is organized as follows: 

related works are presented in section 2; section 3 

presents the methodology; section 4 presents 

results and discussions; and conclusions and 

recommendations are drawn in section 5. 

2.0 RELATED WORKS 

Research has shown that breast cancer is the most 

common cancer among women; excluding non 

melanoma skin cancers. This cancer affects one 

in eight women during their lives. It occurs in 

both men and women, although male breast 

cancer is rare and not common. Breast cancer is a 

malignant tumor that has grown from cells of the 

breast. Although scientists know some of the risk 

factors (i.e. ageing, genetic risk factors, family 

history, menstrual periods, not having children, 

obesity) that increase a woman’s chance of 

developing breast cancer, they are yet to find out 

the actual cause of breast cancer or exactly how 

some of these risk factors cause cells to become 

cancerous. Research is ongoing to learn more and 

scientists are making numerous efforts in 

understanding how certain changes in DNA can 

cause normal breast cells to become cancerous. 

Early detection of breast cancer improves the 

chances of a curative treatment and a lot of 

progress has been made in this field during the 

last decade. Screening and diagnosis techniques 

have enhanced early detection of breast cancer 

over the years. Some of these screening and 

diagnostics techniques include: 
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Breast self-examination: The American Cancer 

Society (ACS) stated that every woman should 

start monthly breast self-examination at the age 

of 20. An analysis carried out on 12 studies 

involving 8,118 patients with breast cancer 

correlated the performance of breast self-

examination with tumor size and regional lymph 

node status. Women who performed breast self-

examination were more likely to have smaller 

tumors and less likely to have axillary node 

metastases than those who did not. This 

technique has been flawed due to the fact that it 

is rarely performed well. 

Clinical breast examination: Women are urged to 

begin clinical breast examination at age 20. This 

was stated by the American Cancer Society. They 

are also advised to have an examination every 3 

years between ages 20 and 39.   

Mammography: The American Cancer Society, 

the American College of Radiology, and the 

American Medical Association each has since 

updated their guidelines since 1997 and 

recommended annual mammography beginning 

at age 40. The National Cancer Institute (NCI) 

also updated their guidelines in 1997. They 

recommended that women should undergo 

screening mammography every 1-2 years 

beginning in their 40s. 

There are many models that have been developed 

and used to predict the risk of breast cancer in 

women in the world today. The Gail model is one 

of such models. 

Gail’s model was developed by Dr. Mitchell 

Gail, a senior investigator in the Biostatistics 

Branch of NCI’s Division of Cancer 

Epidemiology and Genetics (Gail et al.,n.d). 

Gail’s model uses a woman’s own personal 

medical history, her own reproductive history, 

and the history of breast cancer among her first 

degree relatives (mother, sisters and daughters) to 

estimate her risk of developing invasive breast 

cancer over specific periods of time. The Gail 

model has been mainly used to test large 

populations of white women and has been shown 

to provide accurate estimates of breast cancer 

risk. The model has also been tested with data 

gotten from the Women’s Health Initiative for 

African American women. Besides the 

outstanding performance of the Gail model, its 

functionality has been limited to white women, 

and was recently been updated to predict risks for 

African-American and Asian-American women. 

The Gail model is not really functional for other 

racial/ethnic groups apart from the ones given 

above.  

A system that contains three basic modules has 

been proposed namely; the diagnostic module, 

the staging module and the treatment 

recommendation module (Marco et al., 2014). In 

order to detect patient disease, the patient inputs 

his/her signs and symptoms to the diagnostic 

module, which detects what type of cancer the 

patient has. Once the type of the cancer is 

established, the staging module finds the current 

stage of the cancer based on the cancer type and 

the signs and symptoms provided by the patient. 

Based on the determined cancer type and cancer 

stage, the treatment recommendation module can 

recommend a specific treatment for the case at 

hand. 

Four types of filtering for pre-processing had 

been developed which mainly concentrate on the 

means square error (MSE), peak signal to noise 

ratio (PSNR), Structural (SC) and normalized 

absolute error (NAE) (Ramani et al., 2013). The 

authors compared the simulated output 

parameters such as image quality, mean square 

error, peak signal to noise ratio, structural content 

and normalized absolute error. The comparison 

of four types of filters is tested for 322 

mammogram images (MIAS), from the output 

observation. They concluded that the adaptive 

median filter is a more appropriate method for 

detecting breast cancer while compared with 

other filters, because image quality of adaptive 

median filter is better than others. 

2.1 Fuzzy Logic 

Fuzzy logic was introduced by Zadeh (1965), a 

professor of Computer Science at the University 

of California in Berkeley. It is aimed at a 

formalization of modes of reasoning which are 

approximate rather than exact (Zadeh, 2004). 

Essentially, fuzzy logic is a multivalued logic 

that allows intermediate values to be defined 

between conventional evaluations like true/false 

and high/low. (Hellman, 2001). Fuzzy logic 

attempts to systematically and mathematically 

emulate human reasoning and decision making. It 

represents an excellent methodology to draw 

acloseness with computational logic and the 

human mode of reasoning (Navjot, et al., 2013). 

Zadeh (1994) stated that fuzzy logic is a logical 

system that aims at a formalization of 

approximate reasoning which is rooted in 

multivalued logic.  

12



                                                                                                                                                                                                                         

2.2 Fuzzy Logic as a Prediction Tool 

Prediction according to the Encarta dictionary is 

defined as the statement about the future i.e. a 

statement of what somebody thinks will happen 

in the future. Predicting the occurrence of an 

event requires imprecise and uncertain 

knowledge. Predicting a system is normally done 

by getting knowledge from past events for which 

historical data is gotten and analyzed to get to 

know the resulting sequence or pattern (Justin 

and Eric, 2006). Knowledge from the past is 

applied mainly to acquire the patterns that 

formerly existed. Getting knowledge about the 

past can provide to some extent knowledge about 

the future.  

Fuzzy logic has emerged over_time as a 

valuable technique in predicting the occurrence 

of future events (Vaidehi et al., 2013). It has been 

used and still is being used as a prediction tool 

for many systems since its inception in 1965. 

Fuzzy logic is almost perfect for the prediction of 

an event because prediction requires knowledge 

that is rather imperfect and uncertain. The 

accuracy of a fuzzy logic prediction system is 

highly dependent on the variables which include 

the system, expert rules and the membership 

functions (Michael, 2010). A fuzzy model 

operates on the level of linguistic terms and it 

also represents and processes uncertainty. There 

are many areas in which fuzzy logic has been 

used; some of these areas are discussed in the 

next section.  

2.1.1 Benefits of Fuzzy Logic as a Prediction 

System 

According to Yilmaz and Ayan (2011), fuzzy 

logic has the following benefits as a prediction 

system: 

 Flexible because it helps in representing 

knowledge in an environment of 

uncertainty and imprecision 

 Tolerant of imprecise data 

 Suitable to determine bottlenecks within 

a system 

 Models nonlinear functions of arbitrary 

complexity 

 Can be built on top of the experience of 

experts 

 Provides real-time results 

 Conceptually easy to understand and is a 

more intuitive approach 

 Based on natural language i.e. built on 

the structures of qualitative description 

used in everyday language therefore 

making it easy to apply 

2.1.2 Applications of Fuzzy Logic for 

Prediction 

Water Consumption Prediction of Istanbul City 

Some authors conducted a research using the 

Takagi Sugeno fuzzy method to predict future 

water consumption of Istanbul city in Turkey 

using three antecedent water consumption 

amounts (Abdusselam et al., 2005). The fuzzy 

model used in this research was made up of three 

input variables and one output variable. The input 

variables consisted of the three water 

consumption values and the output variable 

indicated the current water consumption variable.  

Data was gotten from the Sugeno fuzzy time 

series analysis which was applied to the monthly 

water consumption data of Istanbul city. There 

was a nine years’ period of uninterrupted 

monthly water consumption records. This nine 

years period ranged from 1995 to 2004. The 

record period was separated into two periods 

namely, training periods and prediction periods. 

The training periods ranged from 1995-2002 

while the prediction periods lasted for 18 months. 

Development of a Fuzzy Logic Based Rainfall 

Prediction Model  

A research work was carried out on the ability of 

fuzzy logic in modeling rainfall for South 

Western Nigerian. The fuzzy logic model that 

was developed comprised of two functional 

components which are the fuzzy reasoning and 

the knowledge base (Agboola, et al., 2013). The 

fuzzy model was used to perform the 

fuzzification and defuzzification operations. The 

outputs the model predicted were compared with 

actual rainfall data. After simulation, it was 

shown that the results which were predicted were  

in a good sync with the measured data. 

Hotel Booking Prediction by Means of Fuzzy 

Logic Prediction  

In this research, Michael (2010) used price and 

web traffic to model the prediction system. These 

variables were later subdivided into other 

variables. Data was collected over a period of 
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three years on a monthly basis. The following 

variables were contained in the model: 

  Percentage of month average price over 

the three years 

  Percentage of month average year visits 

  Percentage of month average year 

bounce rate (ratio between the number of 

times a visitor of the site immediately 

leaves the site after entering and the 

number of times the site is visited) 

  Percentage of month average year new 

visits 

  Percentage of month average year time 

on site 

  Percentage of month average pages per 

visit 

The above variables are the input variables which 

were used to predict the output variable 

“percentage of month average reservations over 

the three years”. 

3.0  METHODOLOGY 

3.1 Proposed Fuzzy Logic Model 

The proposed fuzzy logic model uses the 

Mamdani fuzzy logic approach. The Mamdani 

approach was chosen because it is widely 

accepted for capturing expert knowledge, 

flexible, uses defuzzification technique, and has 

output membership functions.  

Fuzzification is the technique of transforming 

crisp values into grades of membership for 

linguistic terms of fuzzy sets. The membership 

function is used to connect a grade to each 

linguistic term (Straszecka, 2003; Nagarajan and 

Thyagharajan, 2004; Ibrahim and Elnady, 2013).  

Fuzzification of the data is done on the 

transformed data by entering the selected input 

parameter into the horizontal axis and projecting 

vertically to the upper boundary of the 

membership function to determine the degree of 

membership. 

In this paper, triangular fuzzy number (TFN) is 

employed. The membership function µx(TFN) is 

defined below in equation (1) by (Foley and 

McGrory, 2011). 

                  (1) 

where:l is taken to be lower boundary; n is 

median point and k is upper boundary, n≠l, k≠n; 

Defuzzification is quite optional and suitable 

only when there is a need to convert the derived 

fuzzy number to the numeric data in the real 

world domains. That is the process by which a 

non-fuzzy (crisp) output is obtained from the 

fuzzy set. 

The Mamdani model in this paper was designed 

based on various potential breast cancer risk 

factors. Some potential breast cancer risk factors 

include: 

3.1.1 Age 

The risk of developing breast cancer increases 

with age. It has been found that the risk rates are 

generally low in women younger than 40. This 

risk_rate increases after age 40 and are highest in 

age 70 and above. 

3.1.2 Sex 

Majority of breast cancer cases are normally 

associated with females. Breast cancer also 

occurs in males but it is very rare. 

3.1.3 Family History 

Women who have relations like a mother or sister 

with breast cancer have a greater risk of getting 

breast cancer. The risk is multiplied if the woman 

has multiple relatives who have the disease. 

3.1.4 Alcohol 

Women who take less than one drink a day have 

a lower risk of being diagnosed with breast 

cancer (one drink can be a glass of wine, can of 

beer, or a shot of hard liquor). It is possible for 

alcohol to raise the level of hormones in the 

body. Increased level of hormones after 

menopause in a woman can cause cells in the 

breast to become cancerous. 

3.1.5 Menarche Age 

Early menstruation in a woman can increase the 

risk of breast cancer. This is possible because an 

early period exposes a woman’s body to greater 

amounts of estrogen (reproductive hormone in a 

woman) over her lifetime. Increased levels of 

estrogen in a woman over a long period of time 

can increase the risk that cells in the breast will 

become cancerous. 

3.1.6 Age at Menopause 

Women who have menopause at a later age have 

higher risk of being diagnosed with breast cancer. 
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This is possible because an early period exposes 

a woman’s body to greater amounts of estrogen 

(reproductive hormone in a woman) over her 

lifetime. Increased levels of estrogen in a woman 

over a long period of time can increase the risk 

that cells in the breast will become cancerous. 

3.1.7 Number of Births 

Women who have less than 2 children have a 

higher risk of breast cancer. The reason is that 

pregnancy changes hormone levels and breast 

tissue in a way that helps protect breast cells from 

becoming cancerous. The more pregnancy a 

woman has, the more her breast tissue changes 

and the more protection she gets. 

3.1.8 Birth Weight 

A woman who weighs more when she gives birth 

has a higher risk of breast cancer before 

menopause.  

Researchers are not sure yet why this occurs but 

studies are being conducted on different 

influences like pregnancy hormones and other 

prenatal factors to learn more about breast cancer 

development. 

3.1.9 Tumor Size 

Tumors occur as a result of formation of mass 

tissue which is caused by the continuous splitting 

and dividing of cells without control thus creating 

excess cells which are not needed. Tumor size 

measured in centimeters (cm) ranges from 0.1to 

5.0cm. Women with tumor size < 1.0cm have 

lower risk than women with tumor size >= 

5.0cm.  

 

Figure 2.0: Architecture of the Breast Cancer 

Fuzzy Inference System 

After reviewing the above potential risk factors, a 

few factors were chosen to be incorporated in the 

model. These factors are: age, menarche age, 

family history, alcohol intake, and tumor size. In 

accordance to these chosen factors, membership 

functions were created using the Triangular 

Membership Function. Figure 2. shows the 

architecture of the breast cancer system which 

involves the input variables, membership 

functions, rules and the defuzzification process 

which produces the crisp value. 

3.2 Linguistic Variables 

The Linguistic labels used to represent each 

parameter are represented in Table 3.0. 

Table 3.0: Linguistic Labels for Fuzzy Variables 

No Parameters Linguistic labels 

1 Age Range one(R1), range 

two(R2), range three(R3), 

range four(R4) 
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2 Menarche Age Early(EL), normal(NM), 

late(LT) 

3 Family History YES, NO 

4 Tumor Size Small(SM), medium(MD), 

large(LG) 

5 Alcohol Intake Less(LS), more(MR) 

6 Breast Cancer 

Risk 

Low risk(LR), risky(RS), 

high risk(HR) 

 

Table 3.1 shows the numerical variation interval 

for input variables.  

Table 3.1: Numerical Variation Interval for Input 

Variables 

Input Variables Min Value Max Value 

Age  40 100 

Menarche Age 10 15 

Family History 0.1 1.0 

Tumor size 0.1 5.0 

Alcohol intake 0.1 1.0 

 

Table 3.2 shows the numerical variation interval 

for output variables. 

Table 3.2: Numerical Variation Interval for Output 

Variables 

Output Variables Min Value Max Value 

Breast cancer risk 0% 100% 

 

Table 3.3 shows the Linguistic labels and the 

range used for each of the parameter.  

Table 3.3:  Linguistic Labels and Their Ranges 

No Parameters Range 

1 Age Range one: 40 – 49 

Range two: 50 - 59 

Range three: 60 - 

100 

2 Menarche age Early: 10 – 11 

Normal: 12 - 13 

Late: 14 - 15 

3 Family History Yes: 0 - 0.5 

No: 0.6 - 1 

4 Tumor size Small: 0.1 - 1.0 

Medium: 1.1 - 2.0 

Large: 2.1 - 5.0 

5 Alcohol intake Less: 0.0 - 0.5 

More: 0.6 - 1 

6 Breast cancer 

risk 

Low risk: 1 –  

33.3% 

Risky: 33.4 – 

66.6% 

High risk: 66.7 – 

100% 

 

An example is using the ranges of fuzzy values in 

table 3.3. The linguistic values in table 3.3 are mapped 

to their respective membership functions using the 

triangular membership formula which is defined in 

equation (1). 

Low risk will output a value x, where 1 x<33.3 

     (2) 

The median point (n) = 17.15, the lower boundary (l) 

=1 and the upper boundary (k) = 33.3. 

Risky will output a value x, where 33.4 x<66.6 

      (3) 

The median point (n) = 50, the lower boundary (l) 

=33.4 and the upper boundary (k) = 66.6. 

High risk will output a value x, where 

66.7 x<100 

   (4) 

The median point (n) = 83.35, the lower boundary (l) 

= 66.7 and the upper boundary (k) = 100. 

3.3 Rule Base 

The rule-based used for the proposed system is 

depicted in Table 3.4.  

Table 3.4: Defined Rules for the Fuzzy Model 
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Rule 

number 

Age Tumor 

size 

Menarche age Alcohol intake Family History Output: breast cancer 

risk 

1 R1 SM EL LS YES LR 

2 R1 SM EL LS NO LR 

3 R1 SM EL MR YES RS 

4 R1 SM EL MR NO LR 

5 R1 SM NM LS YES LR 

6 R1 SM NM LS NO LR 

7 R1 SM NM MR YES RS 

8 R1 SM NM MR NO LR 

9 R1 SM LT LS YES LR 

10 R1 SM LT LS NO LR 

11 R1 SM LT MR YES RS 

12 R1 SM LT MR NO LR 

13 R1 MD EL LS YES HR 

14 R1 MD EL LS NO RS 

15 R1 MD EL MR YES HR 

16 R1 MD EL MR NO HR 

17 R1 MD NM LS YES RS 

18 R1 MD NM LS NO RS 

19 R1 MD NM MR YES HR 

20 R1 MD NM MR NO RS 

… … … … … … … 

60 R2 MD LT MR NO RS 

61 R2 LG EL LS YES HR 

62 R2 LG EL LS NO HR 

63 R2 LG EL MR YES HR 

64 R2 LG EL MR NO HR 

65 R2 LG NM LS YES HR 

66 R2 LG NM LS NO RS 

67 R2 LG NM MR YES HR 

68 R2 LG NM MR NO HR 

69 R2 LG LT LS YES HR 

70 R2 LG LT LS NO RS 

71 R2 LG LT MR YES HR 

72 R2 LG LT MR NO HR 

73 R3 SM EL LS YES RS 

74 R3 SM EL LS NO RS 

75 R3 SM EL MR YES HR 
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76 R3 SM EL MR NO RS 

77 R3 SM NM LS YES RS 

78 R3 SM NM LS NO RS 

79 R3 SM NM MR YES HR 

80 R3 SM NM MR NO RS 

 

4.0 RESULTS AND DISCUSSIONS 

The proposed Breast Cancer Prediction System 

was developed using the Visual C# programming 

language and the chosen software development 

kit is Microsoft Visual Studio 2012. C# is a 

programming language that is designed for 

building a variety of applications that run on the 

.NET framework.  

Figure 3.0:  FUZZY MODEL RULE EDITOR 

From figure 3.0, the fuzzy rule model interpretes 

such that if (Age is rangeOne) and (TumorSize is 

Small) and (MenarchialAge is early) and 

(AlcoholIntake is Less) and (FamilyHistory is 

No) then (Breast_Cancer_risk is lowRisk)"); and 

also if (Age is rangeOne) and (TumorSize is 

Small) and (MenarchialAge is Normal) and 

(AlcoholIntake is More) and (FamilyHistory is 

Yes) then (Breast_Cancer_risk is risky)"). 

This section presents the interfaces of the BCRES 

(Breast Cancer Risk Expert System) application. 

 

Figure 4.0:  START UP FORM 

Figure 4.0 describes the Start Form that is first 

shown to the user when he/she opens the 

application. The form acts like a splash screen. 

When the user clicks the ‘check risk’ button, the 

user is then redirected to the main form which is 

the risk analysis form. 

The Risk Analysis Form is the form that is used 

to determine the breast cancer risk of a patient. 

The form is powered using a fuzzy logic library. 

Users are required to fill in all fields 

appropriately. 

After all fields have been filled appropriately, the 

user is then required to click the ‘Get Risk’ 

button which shows the user the risk value of the 

patient being analyzed as shown in Figure 5.0. 
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Figure 5.0: RISK ANALYSIS FORM 
 

The system uses the inputs such as the age of the 

individual which starts from 40 years and above, 

tumor size which ranges from 0.0 to 5.0, 

menarche which is a sign of a menstrual period of 

a woman which starts from 10 to 15. 

Furthermore, alcohol intake of the person and 

lastly, the presence or absence of any sign of 

breast cancer in the family background. All these 

inputs are matched and the risks are displayed as 

shown in figure 6.0. Figure 6.0 shows the result 

of a person who has a risk of 57.9% after all the 

inputs are matched and the result shows that the 

person has a higher risk of breast cancer. This is 

validated from the results collected from an 

expert which states that low risk starts from 1 to 

33%, risky ranges from 33.4 to 66.6% and high 

risk ranges from 66.7 to 100%.The system was 

tested and validated with few individuals while 

some showed traces of breast cancer, the other 

ones showed lower risk of the ailment. One of the 

individuals is shown in figure 6.0  

 

Figure  6.0:  RISK ANALYSIS FORM TEST 

 

5.0 CONCLUSIONS AND 

RECOMMENDATIONS 

5.1 Conclusion 

Breast cancer has been discovered as one of the 

most popular cause of cancer death in the whole 

world today. Hence, early detection of breast 

cancer is one of the most important means or 

tools for successful treatments. In this research 

work, a desktop based medical expert system 

using the Mamdani fuzzy logic approach for 

standardized prediction has been developed and 

implemented to predict the presence of breast 

cancer in a woman. The system alongside other 

medical examinations and tests would help 

medical practitioners predict the presence of 

breast cancer. 

5.2 Recommendation 

This research work has been designed to help its 

users to predict the future occurrence of breast 

cancer in women but it is still dependent on some 

other medical examinations. The fuzzy logic 

model used in this research work utilizes only a 

few risk factors for its prediction. The system can 

be improved further by considering other relevant 

risk factors which can be beneficial to the 

improvement of the system. Other models for 

prediction such as Artificial Neuro-Fuzzy 

Inference System (ANFIS) can also be used to 

enhance this research work.  
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Abstract: With the application of various smart 

technologies, industrial changes have taken place. 

This paper presents how improvements in 

technology widely change cities with special 

analysis of its effect on communication, 

infrastructure, networking, transportation, 

education and populace,  It is proposed that 

research work in the future should investigate new 

strategies and policies that can bring about 

successful implementation of smart city 

technologies, putting into consideration the human 

factor, governance and technology required to 

create a positive change in making a city smart 

compliant. 

Keywords: Smart, Cities, Technology 

1.0. INTRODUCTION 

Technology is and has become a global trend. The 

terms “smart” and “intelligent” are used as tools to 

market new products, nonetheless much thought is 

not always given as to what these really mean. A 

city where available public functions are 

networked by means of cutting-edge information 

and communication technologies is termed a smart 

city. Functions necessary for the realization of 

ICT-based smart city include concepts of sensor-

based global environment and intelligence (Seong-

Hoon and Dong-Woo, 2015). Smart city started as 

Internet-based virtual city in computers and has 

progressed to the present status. The framework of 

smart city consists of the six elements: smart 

government, smart building, smart mobility, smart 

energy, environment and smart service.  Various 

products might include the topmost of great 

technology as available today but the defining 

question is, are they really capable of bringing to 

the fore a consciousness of their position and do 

they possess the required ability of responding to 

this awareness? Attributes like these are significant 

and required for an existing technology to be 

categorized as truly smart. 

Smart people, smart governance, smart economies, 

smart homes, smart environments and smart 

devices are a few of the numerous component 

dimensions that are often associated with the 

concept of a smart city as outlined by Madakam 

et.al (2014). These know-hows are orchestrated by 

intelligent inventions which possess capabilities 

that allow for the sensing of variations in their 

environments with abilities to implement measures 

that improve their functionalities with respect to a 

change in these circumstances and according to 

Worden et.al (2003) these inventions massively 

aid proficiency, performance, productivity and the 

economics of operations.  

Arising from the need to understand the depth and 

breadth of the concept of smart cities development 

and acceptance, it has become necessary to gain a 

significant appreciation of the elements that 

combine to make such urban developments. It is 

also equally important to understand the roles 

played by these individual elements with the aim 

of extracting appreciation on the subject matter.  

Smart technologies are intended to be engrafted 

into every aspect of our lives as human beings 

since these technologies are aimed to make 

structures like sanitation, social amenities, 

transportation, housing, land use and land 

reclamation better monitored, more maintained 

and more economical. The Internet of Things (IoT) 

was concerted to enable structural entities with 

individual responsibilities out of the most 

mundane things and enable humans to access these 

data and take decisions from the comfort of their 

smart gadgets without necessarily visiting the 
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control centre as the case was in the recent past. 

Amazingly, SMART is an acronym which 

means Self-Monitoring Analysis and 

Reporting Technology.  What this really 

means is object embedded with the ability to 

record data, analyze them, and make a 

decision based on either a programmed 

response, or the most preferably used options 

from its database of actions. The smartness of 

these devices could also be applied to the 

ability to make intelligent decisions from the 

information that has been imputed into them 

by the user or from the information gotten 

from the internet. These devices are capable of 

anticipating occurrences before they happen 

and take the predetermined precautions. The 

history of smart technology could be traced 

back to IBM, when they created software that 

helped predict when their hard drives were 

going to fail. The capability of smart devices 

has since transcended to possess high level 

capacities ranging from simple tasks such as 

lighting bulbs at specified times, to keeping 

space craft in orbit of intended travel. 

Smart City: There are various ways a smart city 

can be defined. It could mean a city that has smart 

and user-friendly technology entrenched through 

all city functions; a city where all sectors are being 

driven by technology. 

Smart city could also suggest sustainability of a 

population in the areas of economic activities and 

employment, irrespective of their education, 

abilities or revenue levels. 

Figure 1: An illustration of a typical smart city 

Source: 

http://blog.ideas4all.com/es/files/2013/01/Smart-

city.jpg 

The concept of a smart city is active and on-going, 

not static. Smart cities can be described as a 

process by which cities become better places to 

live in with favourable and user-friendly 

conditions. It can also be described as a city that 

identifies the physical restrictions to its 

advancement without affecting the value of life of 

the present–day and upcoming generations. 

Technology: Technology includes products or 

methods that make life more enjoyable and stress 

free for the people. A typical smart city has 

products of technology like: Wi-Fi, video 

surveillance, traffic control lights, electric street 

lights, and lots more which distinguish the smart 

cities from the local countryside. The Smart City 

Technology impacts on the following aspects of 

the environment: 

 Communication and Networking 

 Infrastructural Design 

 Economy and businesses 

 Transportation and Landscape 

 Education 

2.0 AIM: The purpose of this paper is to 

investigate how Smart Technologies create a 

reliable change in the society and how it 

transforms the health, socio-economic life, 

business, education, transport, energy, landscape 

sectors, and other diverse aspects of modern 

society.  It also aims to propose areas for further 

research. 

3.0. THEORY REVIEW 

As identified by Frost & Sullivan (2014) there are 

eight important features of a smart city: smart 

energy, smart building, smart governance, smart 

infrastructure, smart healthcare, smart mobility, 

smart citizen and smart technology. 

New technology has impacted businesses in three 

major ways which are defense, efficiency and 

winning. In defense, when the advancement in 

technology is ignored, the impact is that one loses. 

It was opined that there are no choices but to carry 

on. Another factor is that of efficiency. 

Functionally, technology saves costs, it produces 

efficiencies, and it delivers better communication. 
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Technology gives you a head start in dealing with 

your clients and customers as well as your 

products and services. The third aspect is winning. 

You can use technology to distinguish yourself, 

and make your products better than that of 

competitors. 

The five cities on the verge of achieving the dream 

of becoming smart cities include: London, Bristol, 

Manchester, Glasgow and Birmingham. These 

cities are achieving this by relative 

interconnectedness of various parts of the cities 

ranging from door locks to power grids (Doorn, 

2014). These cities have become actively engaged 

in intelligent maneuvers such as collating data that 

are inputted by the diverse types of sensors that 

have been embedded inside them. Of the many 

possible applications that the interaction enabled 

platforms that smart technology could provide, the 

most evolved and closest to reality are itemized 

below:  

a). Intelligent Transportation Systems (ITS) 

includes a wide variety of digital technologies 

which help to develop better efficiency in the 

transport sector. The use of ITS on vehicles, 

public transportation network and roads can 

surely aid reduction in traffic congestions, 

improve mobility, save lives, and optimize 

other existing infrastructures. This innovation is 

gradually changing our outlook and adding a 

new dimension to travelling which includes but 

not limited to: 

 Providing end users with parking space 

information, real-time traffic locations, 

transit and navigation info; 

 Improving highway and vehicle safety; 

 Minimizing traffic congestion and incident 

response times; 

 Reducing energy emissions and use; 

 Improving supply chain efficiency and 

shipment;  

 Enabling advanced financing substitutes 

such as dynamic pricing and mileage-

based user fees. (smart Transportation 

Technology Showcased on Capitol Hill 

held in June 26, 2013) 

b) With the outcry by the UN on global warming, 

many cities are striving hard to transfer their 

insatiable energy demands from the exhaustible 

fossil fuels to more environmental and greener 

sources of energy. Smart technology designed 

with the goal to study and proffer the most 

efficient way to achieve this based on the 

weather data could be engaged to tackle this 

disturbing challenge as seen in the San José 

Green vision being implemented in California, 

United States. Intel and San Jose are creating a 

“sustainability lens” by installing a network of 

air quality, sound and microclimate sensors. 

The “sustainability lens” uses IoT (Internet of 

Things) technology to measure characteristics 

such as particulates in the air, noise pollution, 

and traffic flow. With this information, the city 

management can work on air quality 

improvements, noise, efficiency in 

transportation, health, energy and also 

environmental sustainability (see 

www.smartamerica.org). 

The goals to be achieved via this program are 

surmised below:  

 Charging stations for electric vehicles 

conveniently located just off freeways. 

 Smart Meters in homes and businesses that 

regulate energy consumption throughout 

the day 

 Photovoltaic solar panels on every roof 

allowing owners to independently produce 

energy. 

 Recycled rain water containers on every 

roof that provide water for domestic use, 

ensuring water conversion 

 Personalized digital signs that provide 

relevant and personalized information for 

people passing by 

 M2M (motorist-to-motorist) technology 

that provides drivers with up to the 

moment information about traffic delays 

and the most effective routes. 

 Biometric technology that confirms 

identity and allows users to open 

buildings, vehicles, computers and other 

secure areas with a simple touch of their 

fingertip 

 Super speed train systems offering reliable 

wireless Long Term Evolution (LTE) 4G 
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access providing users with constant 

access to networks anywhere 

 Efficient bicycle lanes to assist the 

growing number of zero-emission vehicle 

users 

c) The ever growing abuse of weapons and gun-

related violence in major cities has risen to 

catastrophic heights in recent times. A way to 

curb this resulted in an innovation in Europe by 

Armatix, a German company which created a 

line of smart guns which can only be fired by 

authorized personnel whose biometric data are 

accessed before the security protocols of the 

gun could be unlocked. Another innovation is 

the use of unmanned drones by the US 

government in military expenditures as a tool 

for reconnaissance which performed well 

without the unnecessary loss of human life. 

This ever evolving and highly secretive 

technology are programmed to make cities 

safer. The civilian end of this smart security 

technology includes:  

 Burglary protection, which uses smart 

alarms and auto-call features. 

 Home automation technology, which uses 

individual living patterns to detect 

suspicious developments. 

 Fire and carbon monoxide monitors which 

look out for rise in the level of smoke and 

CO2 gas before they rise to toxic 

proportions. 

 In case of accidents, at home or the road, 

the cars or the house would make 

emergency calls to the necessary 

authorities (Smart home services, 2014). 

d) The use of smart technology in health care 

cannot be over emphasized. The devices such 

as pacemakers and dialysis machine have been 

very efficient in their jobs. The use of 

technology has helped to reduce the number of 

human-related dangers posed in many of these 

disciplines. There are no limitations to 

possibilities which eventually encompass food 

production in agriculture and production lines. 

4.0. THEORETICAL FRAMEWORK 

4.1  INFRASTRUCTURE DESIGN 

The way cities are designed and operated have 

always been bordered on the transformative effect 

of technology. Spreading suburban areas were 

stimulated by the invention of automobiles; the 

invention of elevator resulted in multistory and 

skyscraper developments; a global economy 

nurtured in municipal clusters is possible due to 

shipping and affordable air travel; also 

infrastructural developments including networks of 

public transport and systems managing waste 

collection and furnished mega cities of huge 

populations with the motivation to continue 

growing.  

In times past, local constructions have been driven 

by issues such as sanitation, fire or flooding. The 

reaction has been to engineer systems (under the 

powers of centralized, state-led planning and 

public funding) that solve a single problem at a 

particular time. Not much consideration has been 

given to future conditions. Nowadays, and 

especially with the advent of Information and 

Communication Technology (ICT), a major wave 

of development with respect to technology is 

sweeping through cities resulting in developmental 

changes, inspiring new city experiences and  

stimulating their functionality. 
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Figure 2: Directions of Smart City, figure adapted 

from Nam and Pardo (2011, p. 288) 

4.2 TRANSPORTATION AND LANDSCAPE 

A city cannot be called a smart technology city if it 

does not have digitalized road networks with street 

lights, Wi-Fi cameras, surveillance video and the 

like. 

Movement supports all we do individually; as 

groups and global economies.  

Individuals want to move about to achieve simple 

social necessities, but movement is an amenity, 

adding to value of life by allowing study, 

relaxation and reformation. High value movement 

in the city is essential for the realization of other 

municipal sectors and the establishment of jobs, 

and acts a key part in refining a good-looking 

environ for inhabitants and businesses.  

Hitherto mobility is extensively referred to as one 

of the greatest inflexible and global challenge 

tackled by cities worldwide. With an increase in 

urban populations, present and developing 

metropolises face the task of meeting growing 

needs for effective mobility in unfinished physical 

groundwork capacity. Concurrently, inhabitants’ 

hopes are fluctuating recurrently, due to 

continuing modernisms around low carbon and 

proficient means of transportation technologies 

and developments in infrastructure organization. 

(Arup 2010).Smart cities now employ more 

sophisticated technologies in the planning and 

development of settlements with such 

considerations as traffic flow, pedestrian access, 

and commercial heavy duty trucks and 

machineries movement in consideration from the 

basic design stage. This allows for the 

incorporation of required sensors and aiding 

devices to be installed as at when due with 

minimal cost implications. 

4.3  EDUCATION 

The advent of the Internet brought with it the 

possibility of expansion on learning from a 

distance which has been in practice for decades 

now. Expansion in terms of coverage and better 

delivery of instruction as a result of Information 

and Communication Technology (ICT) as 

compared to the days of old. Texts are now easily 

combined with audio and video pieces of 

information for the purpose of maximizing time 

and getting the best out of education. Teachers and 

students in smart cities now have the ease of 

interacting via social media, e-mail and discussion 

groups. Teachers and students alike readily have 

access to education audiovisuals online anytime 

and irrespective of location. A teacher in a smart 

city can teach a student in another smart city over 

the internet; this would be impossible with 

traditional teaching methods.  

The essence of distance learning via the Internet is 

to complete and complement teaching methods 

that are already existent instead of competing with 

these traditional methods of learning as existed 

before ICT. 

A smart city is one that would capitalize on the 

availability of technology and direct it for the 

betterment of education processes which is the 

foundation for technology and innovation. 

Resulting from the advantages of access to internet 

and the suitability for its use in learning as well as 

the convenience of learning from a remote 

location, there is expected to be a rise in the 

demand for distance learning programs which will 

subsequently metamorphose to development and 

advance in the commerce of education. 

4.4 POPULACE 

Towards advanced smart cities, the starting point 

should be from human assets, instead of just 

trusting that IT itself can spontaneously change 

and develop cities (Hollands, (2008). The serious 

factor in any efficacious city is its people and how 

they interrelate. Sturdier approaches to education, 

responsiveness, and control offer services that are 

reachable to all, barriers associated with language, 

culture, education, disabilities, skills and 

development should be gotten rid of (Coe et al, 

(2001). For those who might be lagging behind 

with respect to the use of latest technologies, 

social learning addresses this concern. Teaching 

and training activities should improve IT skills, 

cultivate information workers, enable the environs 

of social learning, and develop IT training in 

institutes, societies and businesses (Cairney & 

Speak, (2000). 

4.5 COMMUNICATION AND 

NETWORKING 
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Owing to continuous advancements in the smart 

phone technology which focuses on its unceasing 

and more reliable connection to the internet, 

processing and storage functionality 

improvements, better computing abilities, 

advancements in sensing and modeling capabilities 

and the Internet of Things (IoT), the economics of 

cities and the dynamic nature of urban settlements 

are being reshaped in a collective fashion. These 

machineries symbolize an important prospect for 

cities and their administrations to craft more 

effective, operational and promising urban 

settlements. 

The ability to converse in ways similar to 

traditional face to face conversations is made 

available by computers and associated 

communication technologies. Smart technologies 

allow for collaboration between people who do not 

have to meet in person. This suggests that there are 

plenty of activities including, but not limited to, 

conferencing, teaching, learning, attending a 

function, judging a case, and many more that can 

be done by smart proxy, instead of in person 

saving time and resources that might otherwise 

have been spent.  

4.5.1. COMMUNICATION: SMART 

PHONES IN SMART CITIES 

The concept of computing, amalgamated with or 

infused in communication for consumers who use 

mobile smart technologies like tablets and mobile 

phones, is on a progression path, directed towards 

achieving interoperability with its corresponding 

influence on functional facilities from each and 

every industry. 

Taking the lead in this union are smart phone 

devices which play an ever important role as the 

universal mobile terminal. This process of 

convergence is made possible by the incorporation 

of smart phones which can be defined in real sense 

as a mobile phone that performs many of the 

functions of a computer due to its advanced 

operating system and features that enables 

possibilities beyond traditional functionalities like 

calling or texting. These devices are a common 

sight in every smart city and serve as a handy 

substratum for the interphase with applications, 

devices and systems within a smart city. 

There is also the concept of smart phones 

functioning with existing platforms to enable users 

to communicate with systems in such a manner as 

to derive convenience and save costs. Hence the 

communication between these smart mobile 

devices and sensors or applications could be 

helpful for example in avoiding real-time traffic or 

an overloaded bus. Also smart devices could be 

used as sensors to share information gathered by 

the device for the purpose of improving a system. 

This act of sharing termed as “participatory 

sensing” ensures communication between the 

developers of a system and the end users with the 

information gathered being used for improving 

city services.  

On the flip side, as a marketing strategy, 

smartphones of various specifications and 

functions are becoming increasingly affordable. 

This comes with its corresponding nuisance effect 

and could be seen by many city dwellers as a 

distraction. The habitual tendencies associated 

with the use of smart phones could result in lack of 

awareness and be detrimental to user’s safety. In 

these circumstances, it is arguable that a smart city 

can be a dangerous city. Our smart phones, when 

combined with the infrastructures and technology 

available within the cities, could have the ability to 

unquestionably change our world. The big and 

debatable question is: what is the direction of 

change? 

4.6 BIOROBOTICS 

Many claim that the challenge that is faced in 

urban cities is inadequate investment in robotics. 

Robotics generally involves the use of a computer 

aided robot to perform specific tasks as designed.  

Industrial robots are reputable for repetitive and 

routine tasks mostly in mass production facilities. 

Service robot development is an area of robotics 

yet to be maximized. 

With some connectivity and innovation robots are 

capable of making our cities smarter than they 

currently are. Unlike robots in the industrial world, 

service robots are designed to carry out specific 

tasks that would normally be taking place in an 

unstructured setting with the likelihood of direct 

human-robot interface. There is the concept of co-

worker robots, designed to assist human beings in 

carrying out a number of different tasks but this 

has not found full use in numerous countries 
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owing to the expenses associated with owning and 

operating them and the fear of resulting 

unemployment due to robots taking human jobs. 

Whereas the prospects of having robots assist with 

routine tasks within the home are very promising, 

their use in cleaning floors has been the most 

successful application, especially in Korea. 

The lack of a universally accepted standard as well 

as costs and acceptability in some opinion is 

responsible for the slow pace of development in 

these fields. 

5.0. CONCLUSION 

Smart technologies in cities function to make 

existing structures more efficient. Since the aim of 

smart technologies is to eliminate the gargantuan 

problem and the grotesque odds facing survival in 

the city life, a city would only be referred to as 

“smart” if there are technologies in place that 

amongst other things, help people move around 

freely, make services and amenities identifiable 

and reachable, be aware of happenings around 

with the aim of staying safe and most importantly 

be readily accessible. This progress is not without 

its oddities, the easier it is for the individual to 

survive in the city, and the quicker it is for such 

city to be over-populated, which in itself is a 

challenge not easily managed. With smart cities 

comes the urge to urbanize indiscriminately which 

is also another huge challenge for humanity. Smart 

cities open the possibility to commit smarter 

crimes by personalities who understand the 

sophistication required to break many of the 

security codes. Another pitfall is that a minute 

computer error could be a devastating moment for 

residents of such cities. An example was when an 

American communication satellite went out of 

orbit rendering pagers useless for a long while. But 

as with all human achievements that has come to 

stay, its advantages grossly outweigh the 

disadvantages. 

It is quite easy to see the benefits of smart cities 

but the question to be answered is: where do we 

ultimately find ourselves with the adoption of 

smarter cities and technologies? We imagine that 

the expounded concept of smart city in this write-

up will add to future studies. The idea brings to the 

fore that there is a linking among technical, social, 

and institutional factors. Today the use of “smart” 

captures advanced and transforming changes 

driven by innovative technologies. Nevertheless, 

communal issues other than smart tools are central 

to smart cities. In this regard, a socio-technical 

opinion on smart city is required. A broad 

understanding of the connections between social 

and technical aspects of the environment is 

important. Research should be carried out on the 

roles governments, private sectors and policies 

play in the adoption of smart technologies as it is 

evident that there must be a complete buy-in for 

substantial developments to manifest as regards 

building smart cities. To this close, we will carry 

on with the study on smart city by concentrating 

on smart city creativities, bearing in mind the 

subtleties of several key stakeholders in those 

initiatives, and conferring policy improvement in 

urban administrations.  Lastly, I would also 

recommend that an investigation on how smart 

cities affect control and freedom of citizens be 

carried out for a richer understanding of the 

concept. 
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