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Abstract. This paper develops the necessary tools to understand the re-

lationship between eigenvalues of the Laplacian matrix of a graph and the
connectedness of the graph. First we prove that a graph has k connected

components if and only if the algebraic multiplicity of eigenvalue 0 for the

graph’s Laplacian matrix is k. We then prove Cheeger’s inequality (for d-
regular graphs) which bounds the number of edges between the two subgraphs

of G that are the least connected to one another using the second smallest

eigenvalue of the Laplacian of G.
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1. Introduction

We can learn much about a graph by creating an adjacency matrix for it and then
computing the eigenvalues of the Laplacian of the adjacency matrix. In section three
this paper shows that the multiplicity of the second smallest eigenvalue indicates
how many connected components exist in the graph. Recall that there are no edges
between any two connected components of a graph. Often, however, a graph has
subgraphs that are almost connected components but for a few edges between them.
In this case the machinery used to identify connected components in section three
no longer works. This more subtle problem is addressed by Cheeger’s Inequality.
In section four we develop the idea of the expansion of a graph. The expansion
of a graph is, roughly speaking, a real number which indicates how close G is
to having two connected components (the expansion approaches zero as G gets
closer to having connected components). Cheeger’s Inequality puts lower and upper
bounds on the expansion of the graph, which is useful because the expansion of a
graph can be difficult to compute. This paper proves Cheeger’s Inequality for
only two connected components. However, recent research has developed Cheeger’s
Inequality for k connected components [1]. These results are very important in the
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analysis of Markov chains, mixing time of random walks, graph partitioning, image
segmentation and more [2].

2. Spectral Theorem for Real Matrices and Rayleigh Quotients

Let Mn(R) denote the ring of n by n matrices with entries in R. For this paper,
unless otherwise noted, all vectors are assumed to be column vectors.

Definition 2.1. A matrix A ∈Mn(R) is symmetric if A = AT

Lemma 2.2. If A ∈Mn(R) is symmetric then A has a real eigenvalue.

The proof is omitted.

Definition 2.3. A matrix C is orthogonal if CCT = CTC = I

Note that for an orthogonal matrix C, CT = C−1. Note also that an n × n
matrix whose columns form an orthonormal basis of Rn is an orthogonal matrix.

Theorem 2.4 (Spectral Theorem). For every symmetric matrix A ∈Mn(R) there
exists an orthogonal matrix C whose columns are eigenvectors of A which form an
orthonormal basis of Rn so that C−1AC is a diagonal matrixλ1 . . . 0

...
. . .

...
0 . . . λn


where λ1, . . . , λn are the corresponding eigenvalues of A.

Proof. We prove by induction on k. The k = 1 case is clear. Now suppose it holds
for any matrix in Mk(R). Then consider A ∈ Mk+1(R). By Lemma 2.2, A has at
least one real eigenvalue λ1. Take the corresponding eigenvector v1 and form an
orthonormal basis

{v1, . . . , vk+1}

using Gram-Schmidt method starting with v1. Let U be a matrix whose columns
are the vectors in this orthonormal basis. That is,

U =

 | . . . |
v1 . . . vk+1

| . . . |


One can compute that

(2.5) UTAU =

[
λ1 x1×k

0k×1 A2

]

where x1×k is some row vector, 0k×1 is a column vector of all zeros, and A2 ∈

Mk(R). But UTAU is symmetric since

(2.6) (UTAU)T = (AU)T (UT )T = UTATU = UTAU

Therefore x1×k = 01×k and so now we have,
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(2.7) UTAU =

[
λ1 01×k

0k×1 A2

]

A2 ∈Mk(R) so by inductive hypothesis there exists an orthogonal matrix C whose

columns form an orthonormal basis of eigenvectors of A2. Denote these column
vectors as w1, . . . , wk. Then we claim that{

v1, U

(
0
w1

)
, . . . , U

(
0
wk

)}
forms an orthonormal basis of eigenvectors of A. We must show for all i,

(2.8) AU

(
0
wi

)
= λiU

(
0
wi

)

where λi is the corresponding eigenvalue for wi. But this is true if and only if,

(2.9) UTAU

(
0
wi

)
= λi

(
0
wi

)

One can confirm (2.9) by using the equality given by (2.7). That is,

[
λ1 01×k

0k×1 A2

] [
0
wi

]
= λi

[
0
wi

]
So now it remains to show that{

v1, U

(
0
w1

)
, . . . , U

(
0
wk

)}
forms an orthonormal basis. It suffices to show that the vectors are orthogonal to
each other since this implies that they are linearly independent. Furthermore, if
there are k+ 1 linearly independent vectors in Rk+1 then they must be a spanning

set and so they must form a basis. If we write

[
0
wi

]
as


0
wi1
wi2

...
wik

 we can compute that

for all i,

(2.10) U


0
wi1
wi2

...
wik

 =
∑
j

wijvj+1

where the vj+1 are the vectors in the orthonomal basis forA created at the beginning
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of the proof. Then for all i we have,

(2.11) 〈v1, U
(

0
wi

)
〉 = 〈v1,

∑
j

wijvj+1〉 =
∑
j

wij〈v1, vj+1〉 = 0〉

and for any i 6= k we have,

(2.12) 〈U(0, wi), U(0, wk)〉 = 〈
∑
j

wijvj+1,
∑
k

wikvk+1〉 = 〈wi, wk〉 = 0

�

Corollary 2.13. If an eigenvalue λ of a symmetric matrix A has algebraic multi-
plicity k then there are k linearly independent eigenvectors of A with corresponding
eigenvalue λ

Proof. The characteristic polynomials of A and C−1AC are the same since

det(xI−C−1AC) = det(C−1(xI−A)C) = det(C−1)det(xI−A)det(C) = det(xI−A)

Then the algebraic multiplicities of the eigenvalues of A and C−1AC must also
be the same. This means that if λi has algebraic multiplicity k it appears as a
diagonal entry k times in C−1AC. In the proof of Spectral Theorem we showed
that for each diagonal entry of C−1AC we can find a corresponding eigenvector of
A that is linearly independent of the rest. Then if λi appears k times in C−1AC
we can find k linearly independent eigenvectors of A with eigenvalue λi. �

Definition 2.14. Let A be an n × n matrix. The Rayleigh Quotient of a vector

x ∈ Rn with respect to this matrix A is defined to be xTAx
xT x

. It is sometimes written
as RA(x) [5].

Note that Theorem 2.4 implies that all the eigenvalues of a real symmetric matrix
are real, so it makes sense to order them.

Theorem 2.15. For any symmetric matrix A ∈ Mn(R) with eigenvalues λ1 ≤
λ2 ≤ . . . ≤ λn, we have λ1 = min

x∈Rn
RA(x)

Proof. By Spectral Theorem, there exists an orthonormal basis {v1, . . . , vn} of
eigenvectors of A (where vi is the eigenvector with eigenvalue λi). Then for

any x ∈ Rn, x =
∑
i

βivi. Thus xTAx =

(∑
i

βivi

)T
A

(∑
i

βivi

)
=
∑
i

β2
i λi and

xTx =
∑
i

β2
i . By definition of λ1, for any i λ1 ≤ λi. Then

(2.16)
∑
i

β2
i λi ≥

∑
i

β2
i λ1 = λ1

∑
i

β2
i

Therefore for all x ∈ Rn we have,
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(2.17)
xTAx

xtx
≥ λ1

∑
i

β2
i∑

i

β2
i

= λ1

It remains to show that an x such that xTAx
xtx = λ1 indeed exists. Pick x = v1, then

vT1 Av1 = vT1 λ1v1 = λ1 and vT1 v1 = 1 so
vT1 Av1
vT1 v1

= λ1. �

3. The Laplacian and the Connected Components of a Graph

For a graph G we let E denote the set of all edges in G and V denote the set of
vertices in G. An edge that connects vertex i to vertex j is denoted as [i, j]. We do
not allow multiple edges to be between the same pair of vertices. We assume G is
an undirected graph, which means an edge that connects vertex i to vertex j also
connects vertex j to vertex i so that [i, j] = [j, i].

Definition 3.1. Let I = {k ∈ V |[i, k] ∈ E}. The degree of vertex i is equal to the
cardinality of set I.

Definition 3.2. G is a d-regular graph if and only if the degree of each vertex in
G is d.

Definition 3.3. Let G be a graph with n vertices. An adjacency matrix of G is
an n× n matrix (aij) such that

aij =

{
1, if [i, j] ∈ E
0, otherwise

}
Definition 3.4. The Laplacian matrix L is defined to be D − A where D =deg(1) . . . 0

...
. . .

...
0 . . . deg(n)

 and A is the adjacency matrix of the graph.

Note that for an undirected graph the adjacency matrix and the Laplacian matrix
are symmetric.

Lemma 3.5. Let G be a d-regular graph. Then 0 is an eigenvalue for the Laplacian
matrix of G.

Proof. If G is a d-regular graph the sum of the entries in row i gives the degree of
vertex i so we have,

A


1
1
...
1

 =


d
d
...
d


Then one can see that

(D −A)


1
1
...
1

 =


d− d
d− d

...
d− d

 =


0
0
...
0

 = 0


1
1
...
1


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�

Lemma 3.6. Let x ∈ Rn where x =

 x1
...
xn

. Let L denote the Laplacian matrix

of graph G and E denote the set of edges in G. Then xTLx =
∑

[i,j]∈E
(xi − xj)2

Proof. By definition of the Laplacian we have,

xTLx = xT (D −A)x = xTDx− xTAx

Expanding this out we get

(
x1 . . . xn

)deg(1) . . . 0
...

. . .
...

0 . . . deg(n)


 x1

...
xn

− ( x1 . . . xn ) (aij)

 x1
...
xn

 =

∑
i

deg(i)x2i −
(
x1 . . . xn

)
(aij)

 x1
...
xn


Recall that aij = 1 if there is an edge between vertex i and j and aij = 0

otherwise, so
(
x1 . . . xn

)
(aij)

 x1
...
xn

 =
∑

[i,j]∈E
aijxixj =

∑
[i,j]∈E

2xixj. Thus

xTLx =
∑
i

deg(i)x2i −
∑

[i,j]∈E
aijxixj =

∑
[i,j]∈E

(x2i −2xixj+x2j ) =
∑

[i,j]∈E
(xi−xj)2 �

Lemma 3.7. Let B be a block diagonal matrix with block matrices A1, A2 . . . , An.
Then detB = detA1detA2 . . . detAn.

The proof is omitted because the lemma is rather intuitive and the proof is
technical.

Definition 3.8. A connected component of an undirected graph is a connected
subgraph such that there are no edges between vertices of the subgraph and vertices
of the rest of the graph.

Theorem 3.9. Let G be a d-regular graph. The algebraic multiplicity of eigenvalue
0 for the Laplacian matrix is exactly 1 iff G is connected.

Proof. We prove the first direction by contrapositive. Suppose G is not connected.
Then it is possible to write G’s adjacency matrix so that it is block diagonal. To do
this, label vertices contained in the same connected component of G consecutively
so that vertices {1, 2, . . . , a − 1, a} are part of one connected component; vertices
{a+ 1, a+ 2, . . . , a+ b− 1, a+ b} are part of another connected component and so
on. Let A1 denote the adjacency matrix for the connected component with vertices
{1, 2, . . . , a− 1, a}, A2 denotes the adjacency matrix for the connected component
with vertices {a + 1, a + 2, . . . , a + b − 1, a + b}, and so on. Then our adjacency
matrix for G can be written as
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A1 . . .
... A2 . . .

...
. . .

. . .
...

. . . Ar


Since there are no edges between these connected components, all values outside the
Ais will be 0, so the matrix is block diagonal. Note that the Laplacian is also block
diagonal. Let the blocks be denoted L1, . . . , Lr. By Lemma 3.5 each block matrix
in the Laplacian has eigenvalue 0. That is, for any i, det(xI − Li) has a (x − 0)
term. By Lemma 3.7 det(xI − L) = det(xI − L1) . . . det(xI − Lr), so det(xI − L)
has more than one (x−0) term so the algebraic multiplicity is greater than 1. Now
we prove the second direction by contradiction. Suppose G is connected but the
algebraic multiplicity of eigenvalue 0 is greater than 1. Then by Corollary 2.13,
there exist at least two linearly independent eigenvectors v1, v2 with eigenvalue 0.
Then vT1 Lv1 = 0 and vT2 Lv2 = 0 so by Lemma 3.6,∑

[i,j]∈E
(vi1 − vj1)2 = 0

and ∑
[i,j]∈E

(vi2 − vj2)2 = 0

Since all entries in the sum are positive, this can only be zero when ∀[i, j] ∈ E,
vi1 = vj1 and vi2 = vj2. This also implies that if there is a path between two
vertices m and n, then vm1 = vn1 and vm2 = vn2 even if [m,n] /∈ E. But if G is
connected there is a path between any pair of vertices. Therefore v1 and v2 are
constant vectors (every entry is the same). Thus v1 and v2 are scalar multiples of
each other. But v1 and v2 are linearly independent which is a contradiction. �

Theorem 3.10. A graph G has k connected components iff the algebraic multiplic-
ity of 0 in the Laplacian is k

Proof. G has k connected components iff its adjacency matrix can be block diagonal
with k blocks iff its Laplacian matrix has k blocks. Let the blocks be denoted
L1, . . . , Lk. By Lemma 3.5 each block matrix in the Laplacian has eigenvalue 0. By
Theorem 3.9 each block matrix has eigenvalue 0 with multiplicity exactly one. By
Lemma 3.7 det(xI−L) = det(xI−L1) . . . det(xI−Lk), so the algebraic multiplicity
of 0 for the entire Laplacian matrix is the sum of the algebraic multiplicity of 0 of
each Li. If G has k connected components then this sum is 1 + · · ·+ 1 k times, so
k. For the other direction, if the algebraic multiplicity of the Laplacian is k then
the sum is k so there must be k blocks in the Laplacian, and so G must have k
connected components. �

4. Cheeger’s Inequality

For this section the following notation will be used. Let V be the set of vertices
of a graph G. We will assume |V | = n. Let S denote any subset of V where |S| ≤ n

2

and SC be its complement so that S ∪ SC = V and S ∩ SC = ∅. Let E(S, SC) =
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[i, j] ∈ E|i ∈ S, j ∈ SC or j ∈ S, i ∈ SC

}
so |E(S, SC)| gives the number of edges

between S and SC

Definition 4.1. The expansion of set S ⊆ V is |E(S,SC)|∑
i
deg(i) . We will often write the

expansion of set S as φS .

We will let φG be defined as min
S⊆G

|E(S,SC)|∑
i
deg(i)

I now present Cheeger’s Inequality. I present the theorem for a d-regular graph
for simplicity. However, there is a version of the theorem for graphs that are not d
regular [1]

Theorem 4.2. (Cheeger’s Inequality) Let λ2 be the second smallest eigenvalue of
the Laplacian matrix for a graph G (i.e., λ1 ≤ λ2 ≤ . . . ≤ λn). Then λ2

2 ≤ φG ≤
2
√

λ2

d

Lemma 4.3. Let λ2 be the second smallest eigenvalue for some real symmetric
matrix L (like the Laplacian), let K be a two dimensional vector subspace of Rn.

Then λ2 = min
dimK=2

max
x∈K

xTLx
xT x

Proof. L is real symmetric so by Spectral Theorem we can find an orthonormal
basis of eigenvectors of L. Denote this basis u1, u2, . . . , un. Consider the vector
subspace K = span(u1, u2). Since ∀x ∈ K, x = α1u1 + α2u2 we have that

xTLx
xT x

= (α1u1+α2u2)
TL(α1u1+α2u2)

(α1u1+α2u2)T (α1u1+α2u2)
=

α2
1λ1+α

2
2λ2

α2
1+α

2
2
≤ α2

1λ2+α
2
2λ2

α2
1+α

2
2

= λ2

This shows that there exists a two dimensional vector space K such that

λ2 = max
x∈K

xTLx
xT x

and so it follows that

λ2 ≥ min
dimK=2

max
x∈K

xTLx
xT x

Now we show that λ2 ≤ min
dimK=2

max
x∈K

xTLx
xT x

. First note that for any K such that

dimK = 2 we have,

K ∩ span(u2, u3, . . . , un) 6= ∅

If this were not true then K = span(u1) and so it would no longer be two dimen-
sional. Then since

K ∩ span(u2, . . . , un) ⊆ K

it follows that,

max
x∈K

xTLx
xT x

≥ max
x∈K∩span(u2,...,un)

xTLx
xT x

Now for any x ∈ span(u2, . . . , un) one can see that

xTLx
xT x

≥ λ2

so it follows that for any x ∈ K ∩ span(u2, . . . , un) we have,
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xTLx
xT x

≥ λ2

Thus for any K, max
x∈K

xTLx
xT x

≥ λ2 and so it follows that

min
dimK=2

max
x∈K

xTLx
xT x

≥ λ2

Then since

λ2 ≥ min
dimK=2

max
x∈K

xTLx
xT x

and

min
dimK=2

max
x∈K

xTLx
xT x

≥ λ2

we have our result. �

Now we prove the first part of Cheeger’s Inequality, that is λ2

2 ≤ φG. We prove
this for for d-regular graphs.

Proof. Choose some S such that φS = φG. We will create two vectors in Rn using
this S. Define x1 to be a column vector where xi1 = 1 if i ∈ S and xi1 = 0
otherwise. Define x2 to be a column vector where xi2 = 1 if i ∈ SC and xi2 = 0

otherwise. Consider
xT
1 Lx1

xT
1 x1

; using Lemma 3.6, this is equal to

∑
[i,j]∈E

(xi1−xj1)
2

∑
i
x2
i1

Note that (xi1 − xj1)2 will be 0 if i, j ∈ S since xi1 = xj1 = 1 and it will be 1 if
i, j is an edge between S and SC . Thus the numerator is equal to the number of
edges between S and SC , which we will denote as |E(S, SC)|. One can see that the
denominator is equal to |S|. Thus we have shown so far that,

xT
1 Lx1

xT
1 x1

=

∑
[i,j]∈E

(xi1−xj1)
2

∑
i
x2
i1

= |E(S,SC)|
|S|

Since φG = φS = |E(S,SC)|
d|S| it follows that

(4.4)
1

d

xT1 Lx1
xT1 x1

= φS = φG

Now consider span(x1, x2). We claim that for any x ∈ span(x1, x2),

max
x∈span(x1,x2)

xTLx
xT x

≤ 2φG

Note that {x1, x2} is a linearly indepedent set so dim(span(x1, x2))=2. Then by
Lemma 4.3 this would prove that λ2 ≤ 2φG. For x ∈ span(x1, x2), we write

x = α1x1 + α2x2

so
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xTLx
xT x

=

∑
[i,j]∈E

((α1xi1+α2xi2)−(α1xj1+α2xj2))
2

∑
i
(α1xi1+α2xi2)2

=

α2
1(xi1−xj1)

2+2α1α2(xi1−xj1)(xi2−xj2)+α
2
2(xi2−xj2)

2

α2
1

∑
i
x2
i1+α

2
2

∑
i
x2
i2+α1α2

∑
xi1xi2

One can see that∑
[i,j]∈E

α1α2(xi1 − xj1)(xi2 − xj2) = −|E(S, SC)|

This is true because α1α2(xi1 − xj1)(xi2 − xj2) = 0 if edge [i, j] is either in S or
SC and α1α2(xi1 − xj1)(xi2 − xj2) = 1 if edge [i, j] is between S and SC . One can
also see that∑

[i,j]∈E
(xi1 − xj1)2 = |E(S, SC)| and

∑
[i,j]∈E

(xx2 − xj2)2 = |E(S, SC)|

So the numerator becomes

|E(S, SC)|(α2
1 − 2α1α2 + α2

2) = |E(S, SC)|(α1 − α2)2

For the denominator note that α1α2

∑
xi1xi2 = 0 since xi1 = 1 iff i ∈ S iff i /∈ SC

iff xi2 = 0. The same reasoning shows that xi1 = 0 iff xi2 = 1. So the denominator
is

α2
1|S|+ α2

2|SC |

Therefore

xTLx
xT x

= E(S,SC)|(α1−α2)2
α2

1|S|+α2
2|SC |

We want to show that this is less than or equal to 2φG. By Eq. 4.4 we can do this
by showing

|E(S,SC)|(α1−α2)2
α2

1|S|+α2
2|SC | ≤ 2 |E(S,SC)|

|S| = 2φG

For simplicity sake we will prove this with different notation. Let a = |E(S, SC)|,
b = |S|, c = |SC |. We aim to show that

a(α1−α2)2
α2

1b+α
2
2c
≤ 2ab

To prove this first recall that |S| ≤ n
2 so b ≤ n

2 . Then 3b ≤ 3n2 and since 3n2 ≤ 2n

we know 3b ≤ 2n so b ≤ 2n− 2b so 1 ≤ 2(n−b)
b . Since c = |SC | and |SC |+ |S| = n

we have c = (n− b). Then 1 ≤ 2c
b so 0 ≤ 2c

b − 1. Since we know

0 ≤ (α1 + α2)2 = α2
1 + 2α1α2 + α2

2

then since 0 ≤ 2c
b − 1 we have,

0 ≤ α2
1 + 2α1α2 + ( 2c

b − 1)α2
2

Adding α2
1 − 2α1α2 + α2

2 to both sides we get,

α2
1 − 2α1α2 + α2

2 ≤ 2α2
1 + 2c

b α
2
2

We can rewrite this as,

(α1 − α2)2 ≤ 2
b (α2

1b+ α2
2c)



EIGENVALUES OF THE LAPLACIAN AND THEIR RELATIONSHIP TO THE CONNECTEDNESS OF A GRAPH11

Since 0 < α2
1b+ α2

2c we can divide to get

(α1−α2)
2

α2
1b+α

2
2c
≤ 2

b

Since 0 ≤ a we can multiply each side by a to get

a(α1−α2)2
α2

1b+α
2
2c
≤ 2ab

Which is what we wanted to show. This shows that for any x ∈ span(x1, x2),

max
x∈span(x1,x2)

xTLx
xT x

≤ 2φG. As previously mentioned, by Lemma 4.3 this proves that

λ2 ≤ 2φG. �

Now we present a few preliminary definitions and lemmas required to prove the
right side of Cheeger’s Inequality for d-regular graphs.

Definition 4.5. LetX be a discrete random variable which can take values x1, x2, . . . , xn
with corresponding probabilities p1, p2, . . . , pn. The expectation of X is denoted as
E[X] and is defined to be

∑
i

xipi

Lemma 4.6. Suppose X1 can take on values {x11, x12, . . . , x1k} where each x1i ∈
R+ and X2 can take on values {x21, x22, . . . , x2l} where each x2i ∈ R+. Let β ∈ R.

If E[X1]
E[X2]

≤ β then there exists some x1i, x2j such that x1i

x2j
≤ β.

Proof. We prove by contradiction. Suppose for any x1i ∈ {x11, x12, . . . , x1k} and
for any x2j ∈ {x21, x22, . . . , x2l} we have

x1i

x2j
> β so x1i > βx2j

Let x1r = min{x11, x12, . . . , x1k} and x2s = max{x21, x22, . . . , x2k}. We have x1r >
βx2s. Let p1i denote the probability that X1 = x1i and p2j denote the probability
that X2 = x2j . Then ∑

i

p1i =
∑
j

p2j = 1

so now

x1r
∑
i

p1i > βx2s
∑
j

p2j

Since x1r = min{x11, . . . , x1k} and x2s = max{x21, . . . , x2k} we have that∑
i

x1ip1i ≥ x1r
∑
i

p1i > βx2s
∑
j

p2j ≥ β
∑
j

x2jp2j

This implies that ∑
i

x1ip1i > β
∑
j

x2jp2j

By definition of expectation this is the same as

E[X1] > βE[X2]

Which implies that

E[X1]
E[X2]

> β
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This is a contradiction since E[X1]
E[X2]

≤ β. �

Lemma 4.7. Let 1 be the column vector in Rn defined by 1 =

 1
...
1

. Let x be a

column vector in Rn such that < x,1 >= 0. Let α ∈ R and let L be some Laplacian

matrix. Then (x+α1)TL(x+α1)
(x+α1)T (x+α1)

≤ xTLx
xT x

.

Proof. By Lemma 3.6,

(x+α1)TL(x+α1)
(x+α1)T (x+α1)

=

∑
[i,j]∈E

[(xi+α)−(xj+α)]
2

∑
i
(xi+α)2

Note that ∑
[i,j]∈E

[(xi + α)− (xj + α)]2 =
∑

[i,j]∈E
[xi − xj ]2 = xTLx

So the numerator of (x+α1)TL(x+α1)
(x+α1)T (x+α1)

is equal to the numerator of xTLx
xT x

. Then we

must show that the denominator of (x+α1)TL(x+α1)
(x+α1)T (x+α1)

is greater than the denominator

of xTLx
xT x

, i.e. (x+ α1)T (x+ α1) ≥ xTx. One can see that

(x+α1)T (x+α1) =
∑
i

(xi+α)2 =
∑
i

x2i + 2
∑
i

xi+
∑
α2 = xTx+ 2〈x,1〉+α2〈1,1〉

Since 〈x,1〉 = 0 we get that,

(x+ α1)T (x+ α1) = xTx+ α2〈1,1〉

And

α2〈1,1〉 ≥ 0 so xTx+ α2〈1,1〉 ≥ xTx

This implies that

(x+ α1)T (x+ α1) ≥ xTx

�

Note that this lemma explains why we take the second smallest eigenvalue. By
Lemma 3.5 x = 1 is an eigenvector with eigenvalue 0, which is the smallest eigen-
value for the Laplacian. By Spectral Theorem we have a basis of eigenvectors that
are orthogonal to each other so the eigenvector that corresponds to λ2 must be
orthogonal to 1. So the eigenvector corresponding to λ2 satisfies our lemma above,
which is necessary to prove Cheeger’s Inequality.

Lemma 4.8. Let RL(x) denote xTLx
xT x

. For any α ∈ Rn\{0} it is true that RL(αx) =
RL(x).

Proof. By Lemma 3.6,

RL(αx) =

∑
[i,j]∈E

(αxi−αxj)
2

∑
i
(αxi)2

=
α2 ∑

[i,j]∈E
(xi−xj)

2

α2
∑
i
x2
i

=

∑
[i,j]∈E

(xi−xj)
2

∑
i
x2
i

= RL(x)

[4] �
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Lemma 4.9. For a, b ∈ R, it is true that a2 + b2 ≥ 2ab

Now we prove that for a d-regular graph G, φG ≤ 2
√

λ2

d . This proof assumes we

know the eigenvector that corresponds to λ2 and aims to show that there exists a

subset of vertices S of the graph G such that φS ≤ 2
√

λ2

d which would imply that

φG ≤ 2
√

λ2

d since φG ≤ φS .

Proof. Suppose we are given an eigenvector

x =


x1
x2
...
xn


that corresponds to λ2, that is Lx = λ2x. From discussion above we know that

this x must satisfy < x,1 >= 0 and note that xTLx
xT x

= λ2. Pick α ∈ R such that
{(x1 + α, x2 + α, . . . , xn + α} has median value 0. By Lemma 4.7 it follows that

(4.10)
(x+ α1)TL(x+ α1)

(x+ α1)T (x+ α1)
≤ xTLx

xTx
≤ λ2

Although it may not be apparent at present, we shift our eigenvector to have median

value 0 to ultimately ensure that the subset of vertices S has less than n
2 vertices.

Let

y =


y1
y2
...
yn


denote x+ α1. Then by Eq. 4.10 we know RL(y) ≤ λ2.

Define y+ = (y+i ) where y+i = yi if yi ≥ 0 and y+i = 0 otherwise. Define
y− = (y−i ) where y−i = yi if yi ≤ 0 and y−i = 0 otherwise. We claim that either
RL(y+) ≤ 2RL(y) or RL(y−) ≤ 2RL(y). By Lemma 3.6,

RL(y+) =

∑
[i,j]∈E

(y+i −y
+
j )∑

i
(y+i )2

and

RL(y−) =

∑
[i,j]∈E

(y−i −y
−
j )∑

i
(y−i )2

In this form one can see that∑
[i,j]∈E

(y+i − y
+
j ) ≤

∑
i

(yi − yj) so numRL(y+) ≤ numRL(y)

Similarly,
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[i,j]∈E

(y−i − y
−
j ) ≤

∑
i

(yi − yj)

so numRL(y−) ≤ numRL(y). Now we must consider the denominators. Note that
denomRL(y+) denotes the number of yi ≥ 0, denomRL(y−) denotes the number of
yi ≤ 0, and denomRL(y) denotes the total number of yi. Thus

denomRL(y+)+ denomRL(y−) =denomRL(y)

Suppose

denomRL(y+) ≥denomRL(y−)

then

2denomRL(y+) ≥denomRL(y)

Then it follows that

RL(y+) ≤ 2RL(y)

The same argument shows that if

denomRL(y−) ≥ denomRL(y+)

then

RL(y−) ≤ 2RL(y)

For the rest of the proof suppose without loss of generality that denomRL(y+) ≥
denomRL(y−) so that RL(y+) ≤ 2RL(y). Recall that RL(y) ≤ λ2. Thus RL(y+) ≤
2λ2. Now we scale y+ by some β ∈ R so that

{βy+1 , βy
+
2 , . . . , βy

+
n } ⊆ [0, 1]

By Lemma 4.8,

RL(βy+) = RL(y+)

Therefore,

RL(βy+) ≤ 2λ2

We construct S as follows: Pick t ∈ [0, 1] at random and let S = {i, s.t. (βy+i )2 ≥
t} (Recall that i denotes a vertex in our graph G). We will now show that with
this construction of S it is true that

E[|(S,SC)|]
dE[|S|] ≤

√
2
dRL(y+)

so that

E[|(S,SC)|]
dE[|S|] ≤ 2

√
λ2

d

Let Y[i,j] = 1 if i ∈ S and j ∈ SC or if j ∈ S and i ∈ SC , and Y[i,j] = 0 otherwise.

Then if [i, j] is an edge between S and SC we get that Y[i,j] = 1 (but note that the
converse is not necessarily true). Then

E[|E(S, SC)|] ≤ E[
∑

[i,j]∈E
Y[i,j]]
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By linearity of expectation this is equal to
∑

[i,j]∈E
E[Y[i,j]]. Note that Y[i,j] = 1 iff

(y+i )2 ≤ t ≤ (y+j )2 since this implies that i ∈ S and j ∈ SC . So now we have that∑
[i,j]∈E

E[Y[i,j]] =
∑

[i,j]∈E
P ((y+i )2 ≤ t ≤ (y+j )2)

To get this probability, recognize that each (y+i )2 ∈ [0, 1], so the probability that
our random t is between (y+i )2 and (y+j )2 is the distance between them which is

|(y+i )2 − (y+j )2|. Now,

E[|E(S, SC)|] ≤
∑

[i,j]∈E
|(y+i )2 − (y+j )2| =

∑
[i,j]∈E

|y+i − y
+
j ||y

+
i + y+j |

By the Cauchy-Schwarz Inequality this is less than or equal to√ ∑
[i,j]∈E

(y+i − y
+
j )2
√ ∑

[i,j]∈E
(y+i + y+j )2

By Lemma 4.9 this is less than or equal to√ ∑
[i,j]∈E

(y+i − y
+
j )2
√ ∑

[i,j]∈E
2(y+i )2 + (y+j )2

Note that this sum is over all edges [i, j] of G and so in
∑

[i,j]∈E
(y+i )2 + (y+j )2 each

(y+i )2 term will appear d(i) times (where d(i) denotes the degree of vertex i). For
a d-regular graph we get

2
∑

[i,j]∈E
(y+i )2 + (y+j )2 = 2

[i,j]∈E

∑
d(y+i )2 = 2d

∑
[i,j]∈E

(y+i )2

So we’ve shown that

E[|E(S, SC)|] ≤
√ ∑

[i,j]∈E
(y+i − y

+
j )2
√

2d
∑

[i,j]∈E
(y+i )2

This is a great step towards showing

E[|(S,SC)|]
dE[|S|] ≤

√
2
dRL(y+)

but now we must consider the denominator. Let Zi = 1 if i ∈ S and ZI =
0 otherwise. With this construction we have E[|S|] = E[

∑
i

Zi]. By lineary of

expectation this is equal to
∑
i

E[Zi] which is just
∑
i

P (t ≤ (y+i )2). To get this

probability, recognize that each (y+i )2 ∈ [0, 1], so the probability that our random
t is less than or equal to (y+i )2 is given by (y+i )2 itself. So

E[|S|] =
∑
i

P (t ≤ (y+i )2) =
∑
i

(y+i )2

Thus

E[|(S,SC)|]
dE[|S|] ≤

√ ∑
[i,j]∈E

(y+i −y
+
j )2

√
2d

∑
[i,j]∈E

(y+i )2

d
∑
i
(y+i )2

=
√

2
d

√√√√ ∑
[i,j]∈E

(y+i −y
+
j )2∑

i
(y+i )2

=
√

2
dRL(y+) ≤√

2
d2λ2 = 2

√
λ2

d
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By Lemma 4.6 this implies there exists some S such that |(S,S
C)|

d|S| ≤ 2
√

λ2

d .

Therefore φG ≤ 2
√

λ2

d .

[4] �
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