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Chapter 1

Week1

1.1. Wednesday
Recommended Reading.
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of Mathematical Analysis-McGraw-Hill (1976).

4. Terence Tao, Analysis I,II-Hindustan Book Agency (2006)

5. (Cornerstones) Anthony W. Knapp, Basic real analysis-Birkhäuser (2005)

1.1.1. Introduction to Set

For a set A = {1,2,3}, we have 23 = 8 subsets of A. We are interested to study the

collection of sets.

Definition 1.1 [Collection of Subsets] Given a set A, the the collection of subsets of A

is denoted as 2A. ⌅

We use Candinal to describe the order of number of elements in a set.

Definition 1.2 Given two sets A and B, A and B are said to be equivalent (or have

the samecandinal) if there exists a 1-1 onto mapping from A to B. ⌅
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Definition 1.3 [Countability] The set A is said to be countable if A⇠N = {1,2,3, . . .};

an infinite set A is uncountable if it is not equivalent to N. ⌅

R Note that the set of integers, i.e., Z = {· · · ,�2,�1,0,1,2, · · · } is also countable;

the set of rational numbers, i.e., Q = {p/q | p,q 2Z,q 6= 0} is countable.

We skip the process to define real numbers.

Proposition 1.1 The set of real numbers R is uncountable.

For example,
p

2 /2Q. Some inrational numbers are the roots of some polynomials,

such a number is called algebraic numbers. However, some inrational numbers are

not, such a number is called transcendental. For example, p is not algebraic. We will

show that the collection of algebraic numbers are countable in the future.

There are two steps for the proof for proposition(1.1):

Proof. 1. 2N is uncountable:

Assume 2N is countable, i.e.,

2N = {A1, A2, . . . , Ak, . . .}

Define B := {k 2N | k /2 Ak}, it is a collection of subscripts such that the subscript

k does not belong to the corresponding subsets Ak.

It follows that B 2 2N =) B = An for some n. Then it follows two cases:

• If n 2 An, then n /2 B = An, which is a contradiction

• Otherwise, n 2 B = An, which is also a contradiction.

The proof for the claim 2N is uncountable is complete.

2. R ⇠ 2N:

Firstly we have R ⇠ (0,1). This can be shown by constructing a one-to-one

mapping:

f : R 7! (0,1) f (x) = 1
p arctan x + 1

2 ,8x 2R

2



Secondly, we show that 2N
⇠ (0,1). We construct a mapping f such that

f : 2N
7! (0,1),

where for 8A 2 2N,

f (A) = 0.a1a2a3 . . . , aj =

8
><

>:

2, if j 2 A

4, if j /2 A

This function is only 1-1 mapping but not onto mapping.

Reversely, we construct a 1-1 mapping from (0,1) to 2N. We construct a mapping

g such that

g : (0,1) 7! 2N

where for any real number from (0,1), we can write it into binary expansion:

binary form: 0.a1a2 . . . where aj = 0 or 1.

Hence, we construct g(0.a1a2 . . . ) = {j 2N | aj = 0}✓N, which implies g(·) 2 2N.

R Our intuition is that two 1-1 mappings in the reverse direction will lead

to a 1-1 onto mapping. If this is true, then we complete the proof. This

intuition is the Schroder-Bernstein Theorem.

⌅

Defining Binary Form. However, during this proof, we must be careful about the

binary form of a real number from (0,1). Now we give a clear definition of Binary

Form:

For a real number a, to construct its binary form, we define

a1 =

8
><

>:

0, if a 2 (0,
1
2
)

1, if a 2 [
1
2

,1).

3



After having chosen a1, a2, . . . , aj�1, we define aj to be the largest integer such that

1
2

a1 +
1
22 a2 + · · ·+

aj

2j  a

Then the binary form of a is a := 0.a1a2 . . . .

Theorem 1.1 — Schroder-Bernstein Theorem. If f : A 7! B and g : B 7! A are both

1-1 mapping, then there exists a 1-1 onto mapping from A to B, i.e., card #A equals

to card #B.

Exercise: Show that (0,1) and [0,1] have 1-1 onto mapping without applying Schroder-

Bernstein Theorem.

The next lecture we will take a deeper study into the proof of Schroder-Bernstein

Theorem and the real number.

4



1.2. Quiz
1. Show that the sequence {xn} is convergent, where

xn =
sin1

2
+

sin2
22 + · · ·+

sinn
2n .

2. Compute the following limits:

(a)

lim
x!0

✓
sin x

x

◆1/(1�cos x)

(b)

lim
n!•

Z 1

0

xn

1 +
p

x
dx

3. Justify that the natural number e is irrational, where

e := lim
n!•

✓
1 +

1
n

◆n

4. Every rational x can be written in the form x = p/q, where q > 0 and p and q are

integers without any common divisors. When x = 0, we take q = 1. Consider the

function f defined on R1 by

f (x) =

8
><

>:

0, x is irrational
1
q

, x = p
q .

Find:

(a) all continuities of f (x);

(b) all discontinuities of f (x)

and prove your results.

5



1.3. Friday
Before we give a proof of Schroder-Bernstein theorem, we’d better review the defini-

tions for one-to-one mapping and onto mapping.

Definition 1.4 [One-to-One/Onto Mapping] If f : A 7! B, then

• f is said to be onto mapping if

8b 2 B,9a 2 A s.t. f (a) = b;

• f is said to be one-to-one mapping if

8a,b,2 A, f (a) = f (b) =) a = b.

⌅

The Fig.(1.1) shows the examples of one-to-one/onto mappings.

1.3.1. Proof of Schroder-Bernstein Theorem
Before the proof, note that in this lecture we abuse the notation f g to denote the

composite function f � g, but in the future f g will refer to other meanings.

Intuition from Fig.(1.2). The proof for this theorem is constructive. Firstly Fig.(1.2)

gives us the intuition of the proof for this theorem. Let f : A 7! B and g : B 7! A be two

one-to-one mappings, and D,C are the image from A, B respectively. Note that

if the set B \ D is empty, then D = B = f (A) with f being the one-to-one

mapping, which implies f is one-to-one onto mapping. In this case the

proof is complete.

Hence it suffices to consider the case B \ D is non-empty. Thus B \ D is the “trouble-

maker”. To construct a one-to-one onto mapping from A, we should study the subset

g(B \ D) of A (which can also be viewed as a trouble-maker). Moreove, we should study

6



(a) A one-to-one but not onto mapping (b) A one-to-one onto mapping

(c) A onto but not one-to-one mapping (d) Neither a one-to-one nor onto mapping

Figure 1.1: Illustrations of one-to-one/onto mappings

Figure 1.2: Illustration of Schroder-Bernstein Theorem
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the subset g f [g(B \ D)] (which is also a trouble-maker)... so on and so forth. Therefore,

we should study the union of these trouble makers, i.e., we define

A1 := g(B \ D), A2 := g f (A1), · · · , An := g f (An�1),

Then we study the union of infinite sets

S := A1
[

A2
[

· · ·
[

An
[

· · ·

Define

F(a) =

8
><

>:

f (a), a 2 A \ S

g�1(a), a 2 S

We claim that F : A 7! B is one-to-one onto mapping.

F is onto mapping. Given any element b 2 B, it follows two cases:

1. g(b) 2 S. It implies F(g(b)) = g�1(g(b)) = b.

2. g(b) /2 S. It implies b 2 D, since otherwise b 2 B \ D =) g(b) 2 g(B \ D) ✓ S,

which is a contradiction. b 2 D implies that 9a 2 A s.t. f (a) = b.

Then we study the relationship between g f (S) and S. Verify by yourself that

S = g(B \ D)
[

g f (S)

With this relationship, we claim a /2 S, since otherwise a 2 S =) g f (a) 2 S, but

g f (a) = g(b) /2 S, which is a contradiction.

Hence, F(a) = f (a) = b.

Hence, for any element b 2 B, we can find a element from A such that the mapping for

which is equal to b, i.e., F is onto mapping.

F is one-to-one mapping. Assume not, verify by yourself that the only possibility is

that 9a1 2 A \ S and a2 2 S such that F(a1) = F(a2), i.e., f (a1) = g�1(a2), which follows

g f (a1) = a2 2 S = A1
[

A2
[

· · · (1.1)

8



We claim that Eq.(1.1) is false. Note that g f (a1) /2 A1 := g(B \ D), since otherwise

f (a1) 2 B \ D, which is a contradiction; note that g f (a1) /2 A2, since otherwise g f (a1) 2

g f g(B \ D) =) a1 2 g(B \ D) = A1 ✓ S, which is a contradiction.

Applying the similar trick, we wil show that g f (a1) /2 Ak for k � 1. Hence, Eq.(1.1)

is false, the proof is complete.

⌅ Example 1.1 Given two sets A := (0,1] and B := [0,1). Now we apply the idea in the

proof above to construct a one-to-one onto mapping from A to B:

• Firstly we construct two one-to-one mappings:

f :A 7! B

f (x) =
1
2

x

g :B 7! A

g(x) = x

• It follows that B \ D = ( 1
2 ,1), g f (B \ D) = ( 1

4 ,1), so on and so forth.

S = (
1
2

,1)
[
(

1
4

,1)
[

· · ·

• Hence, the one-to-one onto mapping we construct is

F(x) =

8
><

>:

1
2

x, x 2 A \ S

x, x 2 S

• Conversely, to construct the inverse mapping, we define

f (x) = x g(x) = 1
2 x

• It follows that D = (0,1), B \ D = {1}. Then

S =

⇢
1
2

�[
· · · =

⇢
1
2

,
1
4

, · · ·
�

9



• Hence, the function we construct for inverse mapping is

F(x) =

8
><

>:

x, x 6=
1

2m

2x, x =
1

2m

(m = 1,2,3, . . . )

⌅

1.3.2. Connectedness of Real Numbers
There are two approaches to construct real numbers. Let’s take

p
2 as an example.

1. The first way is to use Dedekind Cut, i.e., every non-empty subset has a least

upper bound. Therefore,
p

2 is actually the least upper bound of a non-empty

subset

{x 2Q | x2 < 2}.

2. Another way is to use Cauchy Sequence, i.e., every Cauchy sequence is con-

vergent. Therefore,
p

2 is actually the limit of the given sequence of decimal

approximations below:

{1,1.4,1.41,1.414,1.4142, . . .}

We will use the second approach to define real numbers. Every real number r essentially

represents a collection of cauchy sequences with limit r, i.e.,

r 2R =)
n
{xn}

•
n=1

��� lim
n!•

xn = r
o

Let’s give a formal definition for cauchy sequence and a formal definition for real

number.

Definition 1.5 [Cauchy Sequence]

• Any sequence of rational numbers {x1, x2, · · · } is said to be a cauchy sequence if

for every e > 0, 9N s.t. |xn � xm| < e, 8m,n � N

10



• Two cauchy sequences {x1, x2, . . .} and {y1,y2, . . .} are said to be equivalent if for

every e > 0, there 9N s.t. |xn � yn| < e for 8n � N.

• A real number is a collection of equivalent cauchy sequences. It can be represented

by a cauchy sequence:

x 2R ⇠ {x1, x2, . . . , xn, . . .},

where xj is a rational number.

⌅

R Let xQ denote a collection of any cauchy sequences. Then once we have

equivalence relation, the whole collection xQ is partitioned into several disjoint

subsets, i.e., equivalence classes. Hence, the real number space R are the

equivalence classes of xQ.

The real numbers are well-defined, i.e., given two real numbers x ⇠ {x1, x2, . . .}

y ⇠ {y1,y2, . . .}, we can define add and multiplication operator.

x + y ⇠ {x1 + y1, x2 + y2, . . .}

x · y ⇠ {x1 · y1, x2 · y2, . . .}

We will show how to define x > 0 in next lecture, this construction essentially leads to

the lemma below:

Proposition 1.2 Q are dense in R.

In the next lecture we will also show the completeness of R:

Theorem 1.2 R is complete, i.e., every cauchy sequence of real numbers converges.

Recommended Reading:

Prof. Katrin Wehrheim, MIT Open Course, Fall 2010, Analysis I Course

Notes, Online avaiable:
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https://ocw.mit.edu/courses/mathematics

/18-100b-analysis-i-fall-2010/readings-notes/MIT18_100BF10_Const_of_R.pdf
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Chapter 2

Week2

2.1. Wednesday

2.1.1. Review and Announcement
The quiz results will not be posted.

In this lecture we study the number theories.

The office hour is 2 - 4pm, TC606 on Wednesday

2.1.2. Irrational Number Analysis

Definition 2.1 [Algebraic Number] A number x 2R is said to be an algebraic number

if it satisfies the following equation:

anxn + an�1xn�1 + · · ·+ a1x + a0 = 0 (2.1)

where an, an�1, . . . , a0 are integers and not all zero. We say x is of degree n if an 6= 0 and

x is not the root of any polynomial with lower degree. ⌅

Definition 2.2 A number x 2R is transcendental if it is not an algebraic number. ⌅

The first example is that all rational numbers are algebraic, since rational number
p
q satisfies qx � p = 0. Also,

p
2 is algebraic. We leave an exericse: show that e and

p are all transcendental. In history Joseph Liouville (1844) have constructed the first

transcendental number. Let’s look at the insights of his construction in this lecture:

13



Proposition 2.1 The set of all algebraic numbers is countable.

Proof. 1. Let Pn denote the set of all polynomials of degree n (Here we assert

polynomials have all integer coefficients by default.), i.e.,

Pn = {anxn + an�1xn�1 + · · ·+ a1x + a0 | aj 2Z}

The set Pn have the one-to-one onto mapping to the set {(an, an�1, . . . , a0) | aj 2

Z} ✓Zn+1, which implies Pn is countable.

2. Let Rn denote the set of all real roots of polynomials in Pn. Since each polynomial

of degree n has at most n real roots, the set Rn is a countable union of finite sets,

which is at most countable. It is easy to show Rn is infinite, and thus countable.

3. Hence, we construct the set of all algebraic numbers
S•

n=1Rn, which is countable

since countably union of countable sets is also countable.

⌅

How fast to approximate rational numbers using rational numbers? How fast to

approximate irrational numbers using rational numbers? How fast to approximate

transcendental numbers using rational numbers? We need the definition for the rate of

approximation first to answer these questions.

Definition 2.3 A real number x is approximable by rational numbers to order n if 9

a constant K = K(x) such that the inequality

����
p
q
� x

���� 
K
qn

has infinitely many solutions p
q 2Q with q > 0 and p,q are integers without any common

divisors. ⌅

Intuitively, a rational number is approximable by rational numbers. Now we study

its rate of approximation by applying this definition.

14



⌅ Example 2.1 Suppose a rational number is approximable to oder a (which is a

parameter). To calculate the value of a, it suffices to choose (pk,qk) such that

����
pk
qk
�

p
q

���� 
K
qa

Note that

����
pk
qk
�

p
q

���� =
����

pkq� pqk
qkq

���� �
1

qqk
=

1/q
qk

,

•
p
q is approximable by rational numbers to order 1:

If we construct (pk,qk) = (kp� 1,kq), it follows that

����
pk
qk
�

p
q

���� =
1
kq

=
1
q1

k

•
p
q is approximable by rational numbers to order no higher than 1:

Otherwise suppose it is approximable to order n > 1. The inequality holds for infinitely

many (pk,qk):
1/q
qk


����
pk
qk
�

p
q

���� 
K
qn

k
=)

1
q

qn�1
k  K (2.2)

Since infinite (pk,qk) satisfy the inequality (2.2), we can choose a solution such that

qk is arbitrarily large, which falsify (2.2).

In summary, any rational number p
q is approximable by rational numbers to order 1 and no

higher than 1. ⌅

Liouville had shown that the transcendental number has the higher approxiamtion

rate than rational and algebraic numbers, which is counter-intuitive. Let’s review his

process of proof:

Theorem 2.1 — Liouville, 1844. A real algebraic number x of degree n is not approx-

imable by rational numbers to any order greater than n.

We can show some numbers is not algebraic, i.e., transcendental by applying this

15



theorem:

⌅ Example 2.2 [1st Constructed Transcendental Number] Given a number

x :=
1

101! +
1

102! + · · · ,

we aim to show it is transcendental. Assume that it is an algebraic number of order n,

then we construct the first n tails of x:

xn =
1

101! +
1

102! + · · ·+
1

10n!

It follows that

|xn � x| =
1

10(n+1)! +
1

10(n+2)! + · · ·

=
1

10(n+1)!


1 +

1
10n+2 +

1
10(n+2)(n+3) + · · ·

�


1

10(n+1)! · 2 =
2

(10n!)n+1 =
2

qn+1

which implies |x � p
q | 

K
qn+1 has one solution xn.

We can construct infinitely many solutions from this solution:

xn,1 = xn +
1

10n+2 , xn,2 = xn +
1

10(n+2)(n+3) , · · · ,

Hence, this number is approximable by rational numbers to order n + 1, which contra-

dicts the fact that it is an algebraic number of degree n. ⌅

Proof. Given an algebraic number x of degree n, there exists a polynomial whose roots

contain x:

f (x) ⌘ anxn + · · ·+ a1x + a0 = 0.

We fix an interval around x, i.e, Il = [x � l,x + l] (with l = l(x) 2 (0,1)) such that Il

contains no other root of f except x.
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Hence, the value of f at any rational number p
q inside Il is given by:

���� f (
p
q
)

���� =
����an

pn

qn + · · ·+ a1
p
q
+ a0

���� =
����
an pn + an�1 pn�1q + · · ·+ a0qn

qn

���� 6= 0

Hence,
��� f ( p

q )
��� � 1

qn , which implies that

1
qn 

���� f (
p
q
)

���� (2.3a)

=

���� f (
p
q
)� f (x)

���� (2.3b)

 | f 0(h)||x �
p
q
| (2.3c)

 M|x �
p
q
| (2.3d)

with M := maxh2Il
f (h). Note that from (2.3b) to (2.3c) is due to mean value theorem.

Or equivalently, |x � p
q |�

1/M
qn applies for any rational number p

q inside the interval

Il.

• Verify by yourself that x is not approximable by rational numbers inside the

interval Il to any order greater than n.

• For any rational number p
q /2 Il, we have

����
p
q
� x

���� � l(x) �
l(x)

qn

for q � 1,n � 1. It is obvious that x is not approximable by rational numbers

outside the interval Il to any order greater than n.

The two cases above complete the proof. ⌅

It’s hard to determine which order the transcendental number is approximable

by rational numbers. However, we can assrt that there is a “fast” approximation to

transcendental numbers by applying countinued faction expansion.
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Continued Fraction Expansion. Let x be irrational, then intuitively x could be

represented as an infinite continued fraction as below:

a0 +
1

a1 +
1

a2 +
1

a3 + · · ·

(2.4)

We denote the continued fraction (2.4) as [a0; a1, a2, . . . ]. Let’s define the rigorous process

of continued fraction expansion, i.e., how to find ai:

• We set a0 = bxc, which implies that

x := a0 + x0 = a0 +
1
1
x0

for 0 < x0 < 1.

• We set a1 = b
1
x0
c, which implies that

x := a0 +
1

a1 + x1
= a0 +

1
a1 +

1
1

x1

• After n + 1 steps we obtain the continued fraction of x:

[a0; a1, a2, . . . , an + xn]

We continue this process iteratively with

1
xn

= an+1 + xn+1

with xn+1 2 (0,1).

Such a process will continue without end as x is irrational. After n + 1 steps alterna-

tively, we write

x = [a0; a1, . . . , an, a0n+1] with a0n+1 := an+1 + xn+1.

18



Observations from continued fraction expansion.

1. For x = [a0; a1, . . . ] /2Q, consider its nth convergent term

pn
qn

:= [a0; a1, . . . , an], n � 0

note that pn and qn can be computed iteratively:

p0 = a

p1 = a1a0 + 1

...

pn = an pn�1 + pn�2

q0 = 1

q1 = a1

...

qn = anqn�1 + qn�2

Note that (pn,qn) have no common divisors. (exercise)

Corollary 2.1 qn � n for 8n.

Proof. Note that qn�1  qn for 8n � 1; and that qn�1 < qn for 8n > 1. ⌅

2. From the first observation, x := [a0; a1, . . . , a0n+1] can be written as

x =
pn+1

qn+1
=

a0n+1 pn + pn�1

a0n+1qn + qn�1

Corollary 2.2 If pn
qn
(n � 0) is the nth convergent term of x, then

����x�
pn

qn

���� <
1

qnqn+1

Proof. First note that for k � 2,

pk�1qk � pkqk�1 = pk�1(akqk�1 + qk�2)� (ak pk�1 + pk�2)qk�1

= �(pk�2qk�1 � pk�1qk�2)
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After computation,

����x�
pn

qn

���� =
����

pn+1

qn+1
�

pn

qn

����

=

����
a0n+1 pn + pn�1

a0n+1qn + qn�1
�

pn

qn

���� =
����

pn�1qn � pnqn�1

qn(a0n+1qn + qn�1)

����

=

����
(�1)n p1q0 � p0q1

qn(a0n+1qn + qn�1)

���� =
1

qn(a0n+1qn + qn�1)

<
1

qnqn+1

⌅

Corollary 2.3 Furthermore, for the convergent term pn
qn
(n � 0) of x, we have

����x�
pn

qn

���� <
1
q2

n

3. The sequence {[a0, a1, . . . , an]} is a Cauchy sequence. (Exercise)

btw, p is approximable by rational number of order 42.

20



2.2. Friday

2.2.1. Set Analysis
This lecture will discuss different kinds of sets. Now recall our common sense:

Definition 2.4 [Interval]

• Open interval:

(a,b) = {x 2R | a < x < b}

• Closed interval:

[a,b] = {x 2R | a  x  b}

• Half open intervals:

[a,b) = {x 2R | a  x < b}

(a,b] = {x 2R | a < x  b}

⌅

Definition 2.5 [Open sets] A set AAA is open if 8x 2 AAA, there exists (a,b) ✓ AAA such that

x 2 (a,b). ⌅

Theorem 2.2 1. An open set in R is a disjoint union of finitely many or count-

ably many open intervals.

2. The union of any collection of open sets is open.

3. The intersection of finitely many open sets is open.

The proof is omitted, check Rudin’s book for reference.

R Note that the intersection of countably many open sets may not be nessarily

open.
•[

n=1

✓
�

1
n

,1 +
1
n

◆
= [0,1]
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Definition 2.6 [Neighborhood] A neighborhood N of a point a 2R is an open interval

containing a. ⌅

Definition 2.7 [Limit Point] x is a limit point of the set AAA if for any neighborhood N

of x, N contanins a point a 2 A such that a 6= x. ⌅

Definition 2.8 [Closed Set] A set AAA is closed if AAA contains all of its limit points. ⌅

Proposition 2.2 AAA is closed of and only if R \ AAA is open.

2.2.2. Set Analysis Meets Sequence

Definition 2.9 [Limit Point of sequence] Given a sequence {an}, i.e.,

a1, a2, a3, . . . ,

a point x is said to be the limit point of {an} if there exists a subsequence {xn1,xn2 , . . .}

converging to x. ⌅

Does there exist a sequence of rational numbers such that every irrational number is a

limit point? Yes, and we use an example as illustration.

⌅ Example 2.3 {q1,q2, . . .} is a sequence of all rational numbers. For example, to

construct a subsequence with limit
p

2, we pick:

qm1 2 (
p

2� 1,
p

2 + 1) \ (
p

2�
1
2

,
p

2 +
1
2
)

qm2 2 (
p

2�
1
2

,
p

2 +
1
2
) \ (
p

2�
1
3

,
p

2 +
1
3
)

· · ·

qmk 2 (
p

2�
1
k

,
p

2 +
1
k
) \ (
p

2�
1

k + 1
,
p

2 +
1

k + 1
)
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The same argument works for all irrational numbers, also for all rational numbers. ⌅

2.2.3. Completeness of Real Numbers
Now we use Cauchy sequence to construct the completeness of real numbers. First

let’s give a proof of three important theorems. Note that the proof and applications of

these theorems are mandatory.

Theorem 2.3 — Bolzano-Weierstrass. Every bounded sequence has a convergent

subsequence.

Theorem 2.4 — Cantor’s Nested Interval Lemma. A sequence of nested closed

bounded intervals I1 ◆ I2 ◆ · · · has a non-empty intersection, i.e.,
T•

k=1 Ik 6= ∆.

Theorem 2.5 — Heine-Borel. Any open cover {U} of a bounded closed set EEE consists

of a finite sub-cover, i.e, EEE ✓ the union of {U}.

Proof for Bolzano-Weierstrass Theorem.

• Suppose {a1, a2, . . .} is a bounded sequence, w.l.o.g., {a1, a2, . . .} ✓ [�M, M]. We

pick an1 = a1.

• w.l.o.g., assume that [0, M]
T
{a1, a2, . . .} is infinite (otherwise [�M, 0]

T
{a1, a2, . . .}

is infinite), then we pick an2 6= an1 such that an2 2 [0, M].

• w.l.o.g., assume that [0, M
2 ]
T
{a1, a2, . . .} is infinite, then we pick an3 6= an1 , an2 such

that an3 2 [0, M
2 ].

In this case, {an1 , an2 , . . .} is Cauchy (by showing |ank � anl | < e for large k, l), hence

converges. ⌅

Proof for Cantor’s Nested Interval Lemma.

1. Pick ak 2 Ik for k = 1,2, . . . , thus the sequence {a1, . . . , ak, . . .} is bounded. By

Theorem (2.3), there exists a convergent sub-sequence {akl} (with limit a). It

suffices to show a 2
S•

m=1 Ik.
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2. For fiexed m, there exists index j such that akl 2 Im for all l � j. Since Im is closed,

it must contain akl ’s limit point, i.e., a 2 Im.

3. Our choice is arbitrary m and hence a belongs to the intersection of all nested

closed intervals. The proof is complete.

⌅

Before the proof of third theorem, let’s have a review for open cover defini-

tions:

Definition 2.10 [Open Cover] Let EEE be a subset of a metric space X. An open cover

{Ua}a2A of EEE is a collection of open sets in X whose union contains EEE, i.e., EEE✓
S

a2A Ua.

A finite subcover of {Ua}a2A is a finite sub-collection of {Ua}a2A whose union still

contains EEE. ⌅

For example, consider EEE := [ 1
2 ,1) in metric space R. Then the collection

{In}
•
n=3, where In := (

1
n

,1�
1
n
)

is a open cover of EEE. Note that the finite subcover may not necessarily exist. In this

example, the finite subcover of {In}
•
n=3 does not exist.

Proof for Heine-Borel Theorem.

Suppose EEE := [0, M] is a bounded closed interval with an open cover {U}. The trick

of this proof is to construct a sequence of nested closed bounded intervals.

• Base case We choose I1 = EEE = [0, M]

• Inductive step For example, Assume that EEE cannot be covered by finitely many

open sets from {U}, then at least one sub-interval [0, M
2 ] or [M

2 , M] cannot be

covered. Let I2 be one of these sub-intervals that cannot be covered by finitely

many elements of {U}.

Repeating this process, we attain a nested bouned closed intervals I1 ◆ I2 ◆ · · · ◆,

which implies
T•

k=1 Ik 6= ∆ (suppose a 2
T•

k=1), and |Ik| =
M
2k ! 0.
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Note that a 2 EEE implies that there exists an open set x in {U} such that a 2 x. Thus

(a� e, a + e) 2 x for small e. Note that there exists sufficiently large k such that M
2k < 2e,

and a 2 Ik, which implies Ik ✓ x, which is a contradiction. ⌅

These theorems have simple applications:

Proposition 2.3 Let f (x) = Â•
k=0 akxk with the series convergent for |x| < 1. If for

8x 2 [0,1), there exists n := n(x) such that Â•
k=n akxk = 0, then f is a polynomial (that

is independent from x, i.e., n does not depend on x.)

In next lecture we will continue to study the completeness of real numbers and

will speed up.
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Chapter 3

Week3

3.1. Tuesday

3.1.1. Application of Heine-Borel Theorem

Theorem 3.1 Let f (x) = Â•
k=0 akxk which converges in |x|< 1. If for every x 2 [0,1),

there exists n(= n(x)) such that Â•
n+1 akxk = 0, then f is a polynomial, i.e., n does

not depend on x.

The idea is to construct a sequence of points {xn} satisfying f (xk) = a0 + · · ·+ amxm
k ,

i.e., infinite points coincide f (x) with a polynomial, which implies f is a polynomial.

Proof. Construct EN := {x 2 [0, 1
2 ] | Â•

k=N+1 akxk = 0}. It follows that

[0,
1
2
] =

•[

N=1
EN ,

which implies that at least one EN is uncountable, say, Em is uncountable. In particular,

Em is infinite

By Bolzano-Weierstrass Theorem, there exists a sequence {xk}⇢ Em with limit x0 in

Em as Em is closed. Hence, f (x) = a0 + a1x + · · ·+ amxm holds for the sequence {xm}.

Intuitively we conclude the power series and the analytics function coincide each other

for every point x 2 (�1,1).

f (x) ⌘ a0 + a1x + · · ·+ amxm
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⌅

However, the proof above does not show why a sequence coincide f (x) with a

polynomial could imply f is a polynomial for every point. We summarize this induction

as the proposition(3.1) and give a proof below. Before that we formulate what we want

to prove precisely:

Let f be analytic, i.e., f (x) = a0 + a1x + · · ·+ anxn + · · · on (�1,1); and

f (xk) = Âm
i=1 aixi

k for all k � 1, where {xk} is a sequence with limit x0. Then

f (x) = Âm
i=1 aixi on (�1,1).

To show this statement, we construct

g(x) = f (x)�
m

Â
i=1

aixi =) g(xk) = 0,8k � 1

It suffices to show g ⌘ 0 on (�1,1). Moreover, if we construct yk := xk � x0, and set

f (x) = a0 + a1(x� x0) + · · · , then it suffices to prove the proposition given below:

Proposition 3.1 Let g be analytic, i.e., g(x) = b0 + b1x+ · · ·+ bnxn + · · · on (�1,1); and

g(xk) = 0 for all k � 1, where {xk}! 0. Then g ⌘ 0 on (�1,1) (i.e., b0 = b1 = · · · = 0)

Proof. • Note that g(0) = 0 due to continuity property. Also, g(0) = b0 = 0, which

follows that

g(x) = x(b1 + b2x + · · ·+ bnxn�1 + · · · (3.1)

• Substituting x with xk in Eq.(3.1), we derive

0 = g(xk) = xk(b1 + b2xk + · · ·+ bnxn�1
k + · · · (3.2)

Taking limit both sides for (3.2), we derive b1 = 0.

• By applying the same trick, we conclude b0 = b1 = · · · = 0 (the rigorous proof

requires induction).

⌅

Now we talk about some advanced topics in Analysis.
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3.1.2. Set Structure Analysis

Definition 3.1 [Nowhere Dense] A set BBB is said to be nowhere dense if its closure B

contains no non-empty open set. ⌅

For example,

B = {1,
1
2

,
1
3

, . . . ,
1
n

, ..} =) B = B
[
{0},

which contains no non-empty open set.

Definition 3.2 [1st category] A set of BBB is said to be of 1st category if it can be written

as the union of finitely many or countably many nowhere dense sets. ⌅

Definition 3.3 [2rd category] A set is said to be of 2rd category if it is not of 1st category

⌅

Theorem 3.2 — Baire-Category Theorem. • R is of 2rd category, i.e.,

• R cannot be written as the union of countably many nowhere dense sets, i.e.,

• if R =
S•

n=1 An, then at least one An whose closure contains a non-empty open

set.

Proof. • Assume R =
S•

n=1 An such that all An’s are nowhere dense. It follows that

R \ A1 is open,

since A1 is closed and its complement is open.

• We construct an open set N1 such that N1 ✓ R \ A1. (e.g., there exists # and

x 2R \ A1 such that N1 := B(x, #) ✓ N1 ✓R \ A1.)

• Since A2 is nowhere dense, we imply A2 does not contain N1, i.e., N1 \ A2 is

open.
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• By applying similar trick, we obtain a sequence of nested sets

N1 ◆ N1 � N2 � N2 · · ·

The cantor’s theorem implies that
T•

k=1 Nk 6= ∆.

• On the other hand,
T•

k=1 Nk ✓R \
Sm

n=1 An for any finite m.

• Therefore, ∆ 6=
S•

k=1 Nk ✓R \
S•

n=1 An = ∆, which is a contradiction.

⌅

R R is of 2nd category, i.e., if R =
S•

n=1 Am, then at least An whose closure

contains a non-empty open sets; The theorem also holds if we replace R by a

complete metric space (essentially the same proof).

Most proof for R can be generalized into metric space, the proof for which is

essentially the same. Now let’s introduce the metric space informally.

Metric Space. A metric space is an ordered pair (M,d), where M is a set and d is a

metric on M, i.e., d is a distance function defined for two points on M. Here we list

several examples:

The Real Line. For R, d(x,y) = |x � y|. Note that (Q,d) and (R \ Q,d) are also

metric spaces, but not complete.

n-Cell Real Space. Rn, with d(xxx,yyy) = |xxx� yyy| is a metric space.

Bounded Sequences. The set of all bounded sequences on R is a metric space, with

d defined as:

d({xn},{yn}) = sup{|xi � yi| | i = 1,2, . . .}

Bounded Functions. Similarly, the set of all bounded continuous functions on R

(different domains), with

d1( f , g) = sup{| f (x)� g(x)| | x 2R},
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or

d2( f , g) = (
Z 1

0
| f (x)� g(x)|2 dx)1.2

is a metric space. Note that (C[0,1],d1) is complete, and (C[0,1],d2) is not complete.

(exercise)

R

Different distance definition corresponds to different metric spaces.

Recall that a metric space is complete if all Cauchy sequence of which

converge.

3.1.3. Reviewing

Definition 3.4 [Sequence] A sequence is defined as a kind of function f : N!R, denoted

as { f (0), f (1), . . .}. Conventionally we denote it as x1, x2, . . . ⌅

Definition 3.5 [Limit] A number a is the limit of {x1, x2, . . .} if 8e > 0, there 9N = N(e)

such that |xk � a| < e for 8k � N, denoted by an! a ⌅

Definition 3.6 [liminf & limsup]

lim inf
k!•

xk := lim
n!•

inf
k�n

xk

which is the smallest limit point of the sequence

lim sup
k!•

xk := lim
n!•

sup
k�n

xk

which is the largest limit point of the sequence. ⌅

A sequence always has liminf and limsup.
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Definition 3.7 [Partial Sum] Given the sequence {an}, its n-th partial sum are defined

as:

sn = a1 + · · ·+ an,

the series Âi ai is defined as the limit of the partial sum, ⌅

Next lecture we will show that most continuous function is nowhere differentiable,

by applying the Baire Category Theorem on (C[0,1],d1)
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3.2. Friday

“Our first quiz is at 1:30-2:20pm on September 30th. That is next Sunday. There will be around

5 questions.” the Grandpa said breezily,

3.2.1. Review
This lecture will review the continuty of function. Let’s start with some easy examples:

f (x) =

8
><

>:

x, x 2Q

�x, x /2Q

This function is continuous nowhere expect for x = 0.

Definition 3.8 [Continuous] Given a function f : D 7!R ,

• we say f is continuous at x0 2 D if for 8# > 0, 9d := d(#, x0) > 0 s.t. | f (y)�

f (x0)| < # for 8|y� x0| < d
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• f is continuous on D if it is continuous at every point in D.

• If d := d(#), i.e., d is independent of x0 2 D, then f is said to be uniformly

continuous on D.

⌅

R The following statements are equivalent, you should show by yourself.

1. f is continuous

2. If {xn}! x0 as n!•, then { f (xn)}! f (x0) as n!•.

3. f�1(AAA) is open/closed if the set AAA is open/closed.

Definition 3.9 [Compact] A set K is compact (cpt) if for evey open cover of K, there

exists a finite sub-cover. ⌅

R The compactness has an important connection with continuity, e.g., the

continuous function f maps compact sets to compact sets.

There is a useful way to determine whether a point is continuous at f , which will be

discussed in this lecture.

3.2.2. Continuity Analysis
Let’s raise some examples first. From these examples we can see that the proof of

continuousness is non-trival.

⌅ Example 3.1 1. Given a funciton

f (x) =

8
><

>:

sin
1
x

, x 6= 0

0, x = 0

From the graph we can see that f oscillates heavily near zero point.
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Figure 3.1: Graph for f

It is easy to show that supx,y2Nd(0) | f (x)� f (y)| = 2 however small d is.

2. For another function

g(x) =

8
><

>:

x sin
1
x

, x 6= 0

0, x = 0

Conversely, it oscillates weakly near the zero point.

Figure 3.2: Graph for g
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It is easy to show that supx,y2Nd(0) |g(x)� g(y)| = 0 as d! 0.

⌅

Definition 3.10 [oscillation]

• The oscillation of a function f on E is defined as

w( f ; E) := sup
x,y2E

| f (x)� f (y)|

• The oscillation of f at a single point x0 is defined as

lim
d!0

w( f , Nd(x0)) := w( f ; x0)

⌅

R

• Here we abuse the notation to denote the oscillation at x0 with w( f ; x0),

but note that w( f ; x0) 6= w( f ;{x0}).

• The well-definedness of w( f ; x0) is because w( f , Nd(x0)) is non-incresing

as d decreases and has a lower bound 0.

• A function f is continuous at x0 iff w( f , x0) = 0. (verify by yourself)

An classical example that illustrates a function can have continuous points in R \ Q is

shown below. We have faced this example in the diagnostic quiz:

⌅ Example 3.2 The Dirichlet function is defined for R \ {0}:

f (x) =

8
><

>:

0, x /2Q

1
q

, x =
p
q

,q > 0, (p,q) = 1

The function f is continuous at x iff x /2Q. The set of all discontinuous points of f is Q.

⌅
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Now the question turns out:

Does there exists a function g of which the set of all discontinuous points of g

is R \ Q?

Applying Baire-Category Theorem, we will show the answer to this question is no.

Proposition 3.2 Suppose f is continuous on a dense set in R. Then the set of all

discontinous points of f , denoted as T, must form a set of first category, i.e., (a

countably union of nowhere dense sets)

R R \ Q is of second category, otherwise assume

R \ Q =
•[

i=1
Ii

for nowhere dense sets Ii, which implies R = [[•
i=1 Ii]

S
[[q2Q{q}] is a count-

ably union of nowhere dense sets. Thus by applying proposition(3.2), the

irrational number space cannot be the set of discontinuities.

The idea of the proof is to express T as countably union of sets, and argue that at

least one of which must be nowhere dense.

Proof. We construct Dn = {x 2R | w( f ; x) � 1
n}, which follows that

T =
•[

n=1
Dn.

It suffices to show that Dn is nowhere dense for every n by contradiction.

Assume for some fixed n, Dn is not nowhere dense, i.e., Dn contains an open

interval III. Note that the set of continuous points is dense, we conclude that there exists

a point a inside the interval III such that f is continuous at a. (why?) Also, there exists a

sequence {bk} ✓ Dn with limit a. (since you can verify Dn is closed)

Since f is continuous at a, there exists d > 0 such that

| f (x)� f (a)| <
1

4n
for |x� a| < d. (3.3a)
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At the same time {bk} ✓ (a� d, a + d) for all large k, i.e., w( f ;bk) �
1
n . Hence, there

exists a sequence {ckl}with limit bk, such that the difference | f (ckl)� f (bk)| is at least

greater than 1
2n (why not 1

n ?), i.e.,

| f (ckl � f (bk)| �
1

2n
(3.3b)

Meanwhile, for large l, note that ckl is close to a, i.e., from (3.3a) we have

| f (ckl)� f (a)| <
1

4n
(3.3c)

Also, note that bk is close to a for large k, i.e.,from (3.3a) we have

| f (bk)� f (a)| <
1

4n
(3.3d)

Three inequalities (3.3b) to (3.3d) show a contradiction:

| f (ckl)� f (bk)|  | f (ckl)� f (a)|+ | f (bk)� f (a)| <
1

4n
+

1
4n

=
1

2n

⌅

Theorem 3.3 Let f be the pointwise limit of a sequence of continuous functions

{ fn}, i.e., f (x) = limn!• fn(x). Then the set if all discontinuous points of f must be

a set of first category.

R Review the uniform limit version of this theorem;

Proof. We claim D# = {x 2R | w( f , x) � #} is nowhere dense for any # > 0. (fixed #).

Assume D# contains an open set, or equivalently, D# contains an open set U (since

D# is closed, i.e., D# = D#). Define

Amn =
n

x 2U | | fm(x)� fn(x)| 
#

4

o
.

Proposition 3.3 The set Amn is closed.
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The proof of proposition is moved in the end.

Set Am =
T

n�m Amn, which is also closed, and

Am ✓
n

x 2U | | fm(x)� f (x)| 
#

4

o

For every x 2 U, as limn!• fn(x) = f (x), we have x 2
S•

m=1 Am, which implies

U ✓
S•

m=11 Am. Applying the Baire Category Theorem, there exists one Am containing

an open set W.

For x0 2W ✓ U ✓ D#, pick {xn} ✓W with limit x0 such that

| f (xn)� f (x0)| �
3
4

# (3.4a)

At the same time, since xn, x0 2W, it follows that

| fm(xn)� f (xn)| 
#

4
(3.4b)

| fm(x0)� f (x0)| 
#

4
(3.4c)

From (3.4a) to (3.4c), we conclude that

3
4

#  | f (xn)� f (x0)|

 | fm(xn)� f (xn)|+ | fm(xn)� fm(x0)|+ | fm(x0)� f (x0)|


1
2

# + | fm(xn)� fm(x0)|

Or equivalently,

| fm(xn)� fm(x0)| �
#

4
,8n (3.4d)

which implies w( fm; x0) � #
4 , which implies fm is discontinuous at x0, which is a

contradiction. ⌅

R

• The proof for Amn is closed is easy: pick any sequence {xk} ✓ Amn with
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limit x, it suffices to show x 2 Amn, i.e.,

lim
k!•

| fm(xk)� fm(xk)| 
#

4

• The applications of Baire Category Theorem give us an estimation of

how large and how small a set is. In next lecture we will see how large

is the set of continuous but nowhere differential functions.
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Chapter 4

Week4

4.1. Wednesday
This lecture will talk about the applications of Baire-Category Theorem and continuity

analysis.

4.1.1. Function Analysis

In last lecture we have studied that given a analytic function f , if f can be expressed

as a partial sum of its series for each x, then f is a polynomial:

Proposition 4.1 Let f (x) = Â•
k=0 akxk in |x| < 1. If for every x 2 (�1,1), there exists

n(= n(x)) such that Â•
k=n+1 akxk = 0, then f is a polynomial, i.e., n is independent of x.

The idea of the proof is to construct a sequence of points such that f coincide with

a polynomial over these points, which implies f is indeed a polynomial.

Now we study its stronger version, i.e., f may not be analytic, it only needs to be

infinitely differentiable:

Proposition 4.2 Suppose f 2 C•[�1,1]. If for every |x| 1, there exists n(= n(x)) such

that f (n)(x) = 0, then f is a polynomial.

R Note that an analytic function (i.e., can be expressed as power series) is

always infinitely differentiable, but the reverse direction is necessarily not.
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For example, recall we have learnt a function

f (x) =

8
>><

>>:

exp
✓
�

1
x2

◆
, x 6= 0

0, x = 0
,

such that it is infinitely differentiablem but f (n) = 0 for n = 1,2,3, . . . . Hence,

this function is not analytic at x = 0.

Proof. Construct a sequence of set

En = {x 2 [�1,1] | f (n)(x) = 0} =) [�1,1] =
•[

n=1
En,

with En closed (Exercise #1). Applying Baire-Category Theorem to [�1,1], at least one

EN1 contains a non-empty open interval, say I1 (Exercise #2).

1. On I1, f (N1) ⌘ 0, which implies f is a polynomial of degree N1 � 1(Exercise #3).

2. If I1 = (�1,1), the proof is complete.

3. Otherwise, [�1,1] \ I1 6= ∆. Applying Baire-Category Theorem on the set [�1,1] \

I1 :=
S•

n=1 En \ I1, we conclude that at least one EN2 \ I1 contains a non-empty

open interval, say I2, on which f is a polymial of degree N2 � 1.

4. Each time applying the same trick to construct I1, I2, . . . , and make sure these are

the maximal intervals with the desired properties. Finally, we reach the stage

that:

f |x2Ij is a polynomial of order Nj � 1 for j = 1, . . . ,• and
S•

j=1 Ij is

dense on [�1,1] (Exercise #4).

5. Construct and claim that

H = [�1,1] \
•[

j=1
Ij = {�1,1}.(Exercise #5)

6. Combining (4) and (5), we derive f satisfies the condition in Proposition(4.2), and

therefore is a polynomial. (Exercise #6)
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⌅

Verification. Here we give some hints for the exercises above:

1. Since the inverse image of {0} is closed for continuous functions, and f (n)(·) is

continuous, we derive En’s are closed.

2. The Baire-Category Theorem asserts that for a non-empty complete metric space

X, or any subsets of X with non-empty interior, if it is the countably union of

closed sets, then one of these closed sets has non-empty interior.

3. By integrating f (N1) for N1 times, e.g.,

f (N1) = 0 =) f (N1�1) =
Z

f (N1) dx = a0 =) · · · =) f = aN1�1xN1�1 + · · ·+ a0

4. Let I ✓ [�1,1] be any open interval. Its clousure can be expressed as:

I =
•[

n=1
I
\

En

Applying Baire category theorem to I, at least one I
T

En0 contains an open

interval I0. Thus, I0 ✓ I and I0 ✓ En0 , which implies I0 2
S•

j=1 Ij (recall that Ij’s are

picked maximally). This means that
S•

j=1 Ij
T

I is non-empty for arbitrary open

interval I, which implies
S•

j=1 Ij is dense.

5. We have seen that
S•

j=1 Ij is an open, dense proper subset of [0,1], which means H

is non-empty, closed, and nowhere dense in [0,1]. In order to show H = {�1,1},

it suffices to show H does not contain open intervals. Otherwise applying Baire-

Category Theorem to H =
S•

n=1 En
T

H again, for some fixed n⇤, En⇤ \ H contains

an open interval I⇤. Thus, I⇤ ✓ En⇤ and I⇤ ✓ H =) I⇤ ✓ (
S•

j=1 Ij)c, which leads

to a contradiction as Ij’s are picked maximally.

6. Hence,
S•

j=1 Ij = (�1,1), i.e., f (x) = Â•
k=0 akxk in |x| < 1.

A simpler and more clear proof is presented in the website

https://mathoverflow.net/questions/34059/

if-f-is-infinitely-differentiable-then-f-coincides-with-a-polynomial
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We have seen some examples of nowhere differentiable functions. Now we show that

almost functions are nowhere differentiable.

Notations. We denote C[0,1] as the set of all continuous functions on [0,1]. One

corresponding metric is defined as:

d( f , g) = supx2[0,1] | f (x)� g(x)|, 8 f , g 2 C[0,1].

Remember that (C[0,1],d) is complete.

Theorem 4.1 The set of all nowhere differentiable functions in (C[0,1],d) is dense,

i.e., forms a 2nd Category.

The trick is to show the complement of the set of nowhere differentiable functions, i.e.,

the set of functions that have a finite derivative at some point, forms a 1st Category.

Proof. Construct

En =

8
>><

>>:
f 2 C[0,1]

��������

80 < h < 1� x,
����

f (x + h)� f (x)
h

����  n,

for some 0 x  1� 1
n

9
>>=

>>;

Thus the union of all En will contain all functions having a finite right hand

derivative at some point in [0,1).

Proposition 4.3 En is closed, i.e., for a sequence of function { fm} ✓ En such that

fm! f , we have f 2 En.

Proposition 4.4 En is nowhere dense, i.e., (C \ En is dense):

After showing these two propositions, we conclude that the set of functions, with a

right derivatives at some point, is a set of the first category. Similarly, we can repeat

these steps for left derivatives. In summary, the set of functions with a well-defined

derivatives forms a 1st Category. The proof is complete. ⌅

Proof of Proposition(4.3). Since { fm} ✓ En, there exists a sequence of {xm} such that for
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each m,

0 xm  1�
1
n

| fm(xm + h)� fm(xm)|  hn,

for 80 < h < 1� xm. As {xm} is bounded, there exists a subsequence {xm,k} of {xm}

with limit x 2 [0,1� 1
n ].

For 80 < h < 1� x, we have that 0 < h < 1� xm,k for large k. Applying triangle

inequality, we obtain:

| f (x + h)� f (x)|  | f (x + h)� f (xm,k + h)|+ | f (xm,k + h)� fm(xm,k + h)|

+ | fm(xm,k + h)� fm(xm,k)|+ | fm(xm,k)� f (xm,k)|+ | f (xm,k)� f (x)|

 | f (x + h)� f (xm,k + h)|+ d( f , fk) + nh + d( fk, f ) + | f (xk)� f (x)|.

Taking k!•, we find all terms in RHS goes to zero except nh:

| f (x + h)� f (x)|  nh =) f 2 En.

⌅

Proof of Proposition(4.4). In order to show En is nowhere dense, by using the fact that

En is closed, it suffices to show that an arbitrary open neighborhood B( f , #) will contain

elements from the set C[0,1] \ En, i.e., it suffices to create a function in B( f , #) that

cannot be in En for fixed #.

• Construct a piecewise linear function fN(x) on [0,1] first:

fN(x) =

8
><

>:

N(x�
k
N
),

k
N
 x 

k + 1
N

, k = 0,2, . . . , N

�N(x +
k + 1

N
),

k
N
 x 

k + 1
N

, k = 1,3, . . . , N � 1
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Figure 4.1: Plot of function fN(x)

As we can see, N is the maximum slope of the piecewise linear function fN .

• Let M be the maximum slope of the piecewise linear function f , and pick a

positive even integer m such that

1
2

mN# > M + n.

Then we construct function

g(x) = f (x) +
1
2

#fmN(x)

As we can see, d( f , g) = 1
2 # < #, thus g 2 B( f , #). Also note that

����
g(x + h)� g(x)

h

���� �
����
1/2#(fmN(x + h)� fmN(x))

h

�����
����

f (x + h)� f (x)
h

����

�
1
2

#

����
(fmN(x + h)� fmN(x))

h

�����M

=
1
2

mN#�M > n

for x in (0,1� 1
mN ) and some h 2 (0,1� x). Hence, g /2 En. The proof is complete.

⌅

4.1.2. Continuity Analysis
Recall the definition for continuity:
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• A function f is said to be continuous at x0 2 I if 8# > 0, there exists d > 0 (d

depends on x0 and #) such that

| f (x)� f (x0)| < #, 8|x� x0| < d

• A function f is continuous on I if it is continuous at every point in I.

Definition 4.1 [Uniform] We say f is uniformly continuous on I if 8# > 0, there exists

d (depend only on #, but independent of x 2 I) such that

| f (y)� f (x)| < #, if |x� y| < d

⌅

R It is useful to note that the uniform continuity places a upper bound on the

growth of the function at every point, i.e., the function cannot grow too fast.

⌅ Example 4.1 Given a function f (x) = x2,

1. Is it uniformly continuous on [0,1]?

Yes, intuitively the growth of x2 is limited within bounded interval.

2. Is it uniformly continuous on R?

No, intuitively the growth of x2 tends to infinite as x!•.

Proof: For fixed x, if |y� x| < d, if we choose |x| � #
2d +

d
2 , then

| f (y)� f (x)|
| {z }

#

= |y2
� x2

| = |y + x| |y� x|
| {z }

d

� (|2x|� |x� y|)|y� x| � (
#

d
+ d� d)d = #

which is a contradiction.

⌅
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Figure 4.2: The proof and application for the Theorem(4.2) is Mandatory. If you don’t
know how to do it in the exam, Prof.Ni will fail you without hesitation.

Theorem 4.2 Suppose that f is continuous on a compact set D. Then f is uniformly

continuous on D.

Proof. For given # > 0, since f is continuous at x, there exists dx > 0 s.t.

| f (y)� f (x)| < #
2 , if |y� x| < dx.

Construct an open cover {Bdx(x) | x 2 D} of D with

Bdx(x) = {y 2 D | |y� x| <
1
2

dx}.

The set D is compact implies there exists a finite subcover:

D ✓ Bdx1
(x1)

[
Bdx2

(x2)
[

· · ·
[

Bdxk
(xk). (4.1)

Construct d > 0 such that Bd(x) must be contained entirely in one of the ball, say

Bdxj
(xj) (Exercise #7)

Therefore given |y� x| < d we imply x,y 2 Bdxj
(xj) for some j, which follows that

| f (y)� f (x)|  | f (y)� f (xj)|+ | f (xj)� f (x)| <
#

2
+

#

2
= #

⌅

48



Verification of Exercise. Such a d is constructed as

d =
1
2

min{dx1 ,dx2 , . . . ,dxk}.

Thus for any x,y with |y � x| < d, by(4.1), there exists j such that x 2 Bdxj
(xj), and

hence

|x� xj| <
1
2

dxj (4.2)

Also, we have

|y� xj|  |y� x|+ |x� xj|  d +
1
2

dxj  d, (4.3)

i.e., y is also in Bdxj
(xj).

Definition 4.2 [Convex] A real-valued function f defined in (a,b) is said to be convex if

f (tx + (1� t)y)  t f (x) + (1� t) f (y)

whenever a < x < b, a < y < b,0 < t < 1. ⌅

Check Rudin’s book for the proof that a convex function is always continuous.
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4.2. Friday
This lecture will finish the topic for continuity, and we will have a very simple, easy

quiz on Sunday.

4.2.1. Continuity Analysis

Definition 4.3 [Lipschitz Continuity] A function f is Lipschitz continuous at x0 if there

exists a constant M (depend on x0) such that

| f (x)� f (x0)|  M|x� x0|,

for 8|x� x0| small. ⌅

R

• Note that Lipschitzness places a upper bound on the growth of the

funciton that is linear in the perturbation, i.e., |x� x0|.

• Also notice that Lipschitz functions need not be differentiable, e.g.,

f (x) = |x| is Lipschitz continuous at x = 0.

• However, differentiable functions with bounded derivative are always

Lipschitz.

• Lipschitz continuous functions are always continuous. (choose d = #/M)

A property similar to Lipschitzness is that of Holder continuity.

Definition 4.4 [Holder] A function f is said to be Holder continuous of order a at x0

if there exists a constant M such that

| f (x)� f (x0)|  M|x� x0|
a

for 8|x� x0| small, where 0 < a < 1. ⌅
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R

• f (x) =
p
|x| is Holder continuous of order 1/2 at x = 0.

• Holder continuous functions are always continuous (choose d= (#/M)1/a)

Holder Continuity for Differentiable Equation. Solving differentiable equations

is a core topic in pure math. When solving the ODE u00 = f (x) with f continuous,

we can say u 2 C
2. However, when talking about the PDE uxx + uyy = f (x,y) with

continuous f , u is not necessarily twice continuously differentiable. Instead, u is almost

C
2. However, if given the extra condition f 2 C

a
holder, then we imply u 2 C

2+a. Holder

continuous is vital important for future mathematics study.

Definition 4.5 [Convex] A funciton f is said to be convex in (a,b) if

f (tx + (1� t)y)  t f (x) + (1� t) f (y)

holds for 8x,y 2 (a,b) and 8t 2 [0,1] ⌅

R The geometrically meaning for convexity is that the function evaluated in the

line segment is lower than secant line between x and y, i.e., a convex function

f lies below secant line.

Figure 4.3: Graph of a convex function. The line segment between any two points on
the graph lies above the graph.

An intuitive statement is that a convex function is always continuous. This statement

can be shown pictorially.

Proposition 4.5 A convex function must be continuous.
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(a) Pick x and y at either side of z (b) The point y is above the secant line

(c) The point x is below the secant line (d) The function is inside the red region

Figure 4.4: Graphic Proof for Proposition(4.5)
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Proof. The proof is given in Fig:(4.4):

• To show the continuity for z, pick x and y at either side.

• By convexity, the y lies above the secant line between x and z, otherwise draw a

secant line between x and y, then z lines above the secant line (contradiction).

• Again, x lines below the secant line between z and y.

• Hence, the function lies inside the red region shown in Fig:(4.4(d)).

• Pick a sequence {zn}! z, the function f (zn) must converge to f (z).

The proof is complete. ⌅

The following two statements are left as exercise:

Proposition 4.6 Assume that f is continuous real function defined in (a,b) such that

f
✓

x + y
2

◆


f (x) + f (y)
2

for all x,y 2 (a,b). Then f is convex.

R We can pick an example to show that dropping out the continuity condition

will make this statement false.

4.2.2. Monotone Analysis

Definition 4.6 [Monotone] The function f is said to be monotone increasing (decreasing)

if f (x)  f (y) ( f (x) � f (y)) whenever x < y. ⌅

R

• For monotone functions,

limx!x0+ f (x), limx!x0� f (x),
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always exist.

• The difference

lim
x!x0+

f (x)� lim
x!x0�

f (x)

is called the jump discontinuity at x = x0.

Proposition 4.7 A monotone function f on (a,b) is continuous except at possibly a

countable number of points.

We show the statement is true for interval [a+ 1
n ,b� 1

n ] first. That’s because the function

inside a closed intercal is finite.

Proof. • Let Sk denote the set of all points in [a + 1
n ,b� 1

n ] on which f has a jump

discontinuity no less than 1
k .

• Then the set Sk must be finite for every k, otherwise the total jump of Sk will be

infinite, which contradicts the range of f .

• The set of all discontinuous points of f on [a + 1
n ,b� 1

n ] is the union
S•

k=1 Sk,

therefore is at most countable.

• Note that

(a,b) =
•[

n=1
[a +

1
n

,b�
1
n
],

the countably union of at most countable sets is at most countable. Tshe proof is

complete.

⌅

Exercise. Given the Riemann function

f (x) =

8
><

>:

0, x 2Q

1
q

, x =
p
q

, (p,q) = 1.

Is f Lipschitz continuous, Holder continuous, or whatever at the given point x0 /2Q?
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4.2.3. Cantor Set

Now we describe a complicated subset of R which is uncountable. This set is called

the Cantor set.

Geometric description. We start with the unit interval

F0 = [0,1]

Now define a new set

F1 = F0 \ (
1
3

,
2
3
) = [0,1/3]

[
[2/3,1],

i.e., we obtain F1 by deleting the open middle third of F0.

Next we obtain a new set F2 by deleting the open middle thirds of each of the

intervals making up F1:

F2 = [0,1/9]
[
[2/9,1/3]

[
[2/3,7/9]

[
[8/9,1]

Continue in this way to obtain sets Fn, n � 0, where Fn consists of 2n disjoint closed

intervals of length 3�n, formed by deleting the middle thirds of the intervals making

up Fn�1.

The Cantor set is defined to be the intersection of these sets:

F =
•[

n=1
Fn

Arithmetic description. We also have

F =

(
x 2 [0,1] : x =

•

Â
n=1

an3�n, an 2 {0,2},n � 1

)

Here we can also describe F as the set of reals with a tenary expansion

0.a1a2 . . . an . . . an 2 {0,2}.
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For example, given x = 3/4, how to find the tenary expansion x ⇠ 0.a1a2 . . . ? Clearly

3/4 2 [ 2
3 ,1], i.e., a1 = 1. The next interval is determined by which interval among [ 2

3 , 7
9 ]

and [ 8
9 ,1] that x belongs. It is clearly that it belongs to the first interval, and so a2 = 0.

Thus we can find an recursively via this way to get the tenary expansion.

Proposition 4.8 There is a one-to-one correspondence between F and F0.

Proof. For any x 2 F, we write x = 0.a1a2 · · · aj with aj = 0 or 2. Also, we can construct

our y = 0.b1b2 · · · with bj =
aj
2 , i.e., y is any number with binary expansion. Therefore,

we establishes a one to one correspondence between F and the set of points in (0,1). ⌅

Also, there is a one-to-one correspondence between F and F0 implies F is uncount-

able.

Proposition 4.9 The measure of F is 0.

Proof. The F1 is constructed by taking away an interval with length 1
3 . The F2 is

constructed by taking away intervals with total length 2
9 , etc. Therefore, the toal length

of taking-away intervals is given by:

1
3
+

2
9
+

4
27

+ · · ·

=
1
3
+

2
32 +

4
33 + · · ·

=
1
3
(1 +

2
3
+ (

2
3
)2 + · · · )

= 1

⌅

Proposition 4.10 F is closed and nowhere dense.

Proof. F is closed since it is the complement of the union of open intervals. The Cantor

set is nowhere dense as its closure has empty interior. ⌅

The proof for proposition(4.11) is left as exercise.

Proposition 4.11 Every point in F is a limit point of F
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Definition 4.7 [Perfect] A closed set SSS is perfect if every point in SSS is a limit point of

SSS. ⌅

The proof for proposition(4.12) is left as exercise.

Proposition 4.12 Any perfect set is uncountable.
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Chapter 5

Week5

5.1. Wednesdays
Today we will discuss topics about differentiation. Note that the topics in Friday will

be more difficult.

5.1.1. Differentiation
Notations and Conventions. Given two functions f and x, then we denote f(x) =

O(x(x)) near x0 if there exists a constant C such that

����
f(x)
x(x)

����  C for x near x0,

i.e., |f(x)|  C|x(x)|; also, f(x) = o(x(x)) near x0 if

����
f(x)
x(x)

����! 0 as x! x0,

i.e., 8# > 0, there exists d > 0 s.t. |f(x)|  #|x(x)| if |x� x0|  d.

R

1. In particular, if f (x)! 0 as x! x0, we write f (x) = o(1) near x0.

2. |
f(x)

h | = o(1)() |f(x)| = o(h).
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Definition 5.1 [Derivative] Given a function f , if the limit

lim
x!x0

f (x)� f (x0)
x� x0

exists,

we say that f is differentiable at x0 and the limit is called the derivative of f at x0,

denoted as f 0(x0). ⌅

Geometric Interpretation. Derivative has its geometric meaning:

Figure 5.1: Interpretations of Derivative

Here the derivative is essentially the slope of the tangent line to the curve y = f (x)

at x = x0, where the tangent line is

y� f (x0) = f 0(x0)(x� x0)

Here the tangent line is defined as the limit of secant line, i.e., taking limit z! x0, the

secant line between x0 and z becomes the tangent line.

Arithmetic Insights of derivative. The limit

f 0(x0) := lim
h!0

f (x0 + h)� f (x0)
h

,
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can be equivalently rewritten as:

•

��� f (x0+h)� f (x0)
h � f 0(x0)

���! 0(= o(1)) as h! 0,

• | f (x0 + h)� f (x0)� f 0(x0)h| = o(h) as h! 0,

• f (x0 + h) = f (x0) + f 0(x0)h + o(h) as h! 0. (useful equivalent definition for

derivative)

Substituting h = x� x0 into the above equation, we derive

| f (x)� [ f (x0) + f 0(x0)(x� x0)]| = o(x� x0), Important Formula

which essentially means that the differential provides the best linear approximation to the

function in a neightborhood of a point.

5.1.2. Basic Rules of Differentiation
Given two functions g, f , we study the derivative evaluated for the composite function

g � f :

Proposition 5.1 (g � f )0 = g0( f (x)) · f 0(x)

Let’s see how the engineer gives a proof: (recall MAT1001 slides, they exactly done

this)

Engineers’ proof. Recall the definition

(g � f )0(x) := lim
h!0

(g � f )(x0 + h)� (g � f )(x)
h

.

Note that

(g � f )(x0 + h)� (g � f )(x)
h

=
(g � f )(x0 + h)� (g � f )(x)

f (x + h)� f (x)
f (x + h)� f (x)

h
.

Taking the limit h! 0, the first term approaches g0( f (x)), and the second approaches

f 0(x). ⌅
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Comments. Note that f (x + h)� f (x) may not be necessarily non-zero, and there is

meaningless to pick a zero term in denominator.

Mathematicians’ Proof. Recall the definition

(g � f )(x + h)� (g � f )(x) := g( f (x) + f 0(x)h + o(h))� g( f (x))

The differentiablity of g gives us g(y) = g(y0) + g0(y0)(y� y0) + o(y� y0), and there-

fore

(g � f )(x + h)� (g � f )(x) = g( f (x) + f 0(x)h + o(h))� g( f (x))

=
�

g( f (x)) + g0( f (x))
⇥
( f 0(x)h) + o(h)

⇤ 
� g( f (x))

= g0( f (x)) f 0(x)h + g0( f (x))
| {z }

fixed as x is fixed

o(h) = g0( f (x)) f 0(x)h + o(h),

⌅

and therefore (g � f )0(x) = g0( f (x)) f 0(x).

5.1.3. Analysis on Differential Calculus

Differentiablity implies continuity.

Proposition 5.2 If f is differentiable at x0, then it is continuous at x0.

Proof. By definition of differentiablity,

f (x)� f (x0) = f 0(x0)(x� x0) + o(x� x0).

Taking the limit x! x0, the RHS approaches 0, i.e., limx!x0 f (x) = f (x0). ⌅

Theorem 5.1 — Rolle’s Theorem. Suppose f is differentiable on [a,b], then f 0(x0) = 0

if x0 2 (a,b) is a local maximum or local minimum.
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Proof. Note that

f 0(x0) = lim
x!x0

f (x)� f (x0)
x� x0

Suppose that x0 is a local maximum, then

• x > x0 and x close to x0 implies f (x)� f (x0)  0, i.e., limx!x0+
f (x)� f (x0)

x�x0
 0

• Similarly, x < x0 and x close to x0 implies limx!x�
f (x)� f (x0)

x�x0
� 0.

Therefore

f 0(x0) = lim
x!x0

f (x)� f (x0)
x� x0

= lim
x!x0+

f (x)� f (x0)
x� x0

= lim
x!x�

f (x)� f (x0)
x� x0

= 0.

⌅

R Geometrically this theorem is obvious. It asserts that at an extreme point of a

differentiable function, the tangent line to its graph is horizontal.

Estimation on finite increments. The following two proposition are the most fre-

quently used and important methods of studying numerical-valued functions.

Theorem 5.2 — Mean-Value Theorem. Suppose f is differentiable on [a,b], then

there exists a point c 2 (a,b) such that

f (b)� f (a)
b� a

= f 0(c)

The proof relies on Rolle’s theorem, i.e., we need to construct a function h on [a,b] that

has a interior local maximum or local minimum. This is one useful trick.

Proof. We set g(x) = f (b)� f (a)
b�a (x� a) + f (a), i.e., g is a secant line between (a, f (a)) and

(b, f (b)). Then we consider the auxiliary function h(x) = f (x)� g(x), which implies

h(a) = h(b) = 0.
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• If h ⌘ 0, then g ⌘ f , and therefore g0 ⌘ f 0, i.e.,

g0(x) =
f (b)� f (a)

b� a
= f 0(x), 8x 2 (a,b)

• Otherwise, h is positive or negative somewhere in (a,b). w.l.o.g., h is positive

somewhere in (a,b). Thus h assumes its maximum in (a,b), say c (Exercise # 1).

By rolle’s theorem h0(c) = 0, which impleis f 0(c) = g0(c) = ( f (b)� f (a))/(b� a).

⌅

Applying Mean-Value Theorem, we give a more useful verison of Rolle’s Theo-

rem:

Corollary 5.1 [Rolle’s Theorem verison 2] Suppose f is differentiable on [a,b] with

f (a) = f (b), then there exists a point c 2 (a,b) such that f 0(c) = 0.

Proof. By Mean-Value Theorem,

f (b)� f (a) = 0 = f 0(c)(b� a) =) f 0(c) = 0.

⌅

Exercise Verification. Recall the proposition we have learnt:

Proposition 5.3 The range of a continuous function over a compact set is also compact.

As a result, supx2[a,b] h = maxx2[a,b] h, i.e., h assumes its maximum in [a,b].

R Mean Value Theorem is correct, but not precise, i.e., we obtain an estimate

of a function using affine. Now we are interested in approximations of a

function by a polynomial Pn(b) = Pn(b; a) = c0 + c1(b� a) + · · ·+ cn(b� a)n.

The Taylor’s theorem gives the answer using integrals.

Theorem 5.3 — Taylor’s Theorem. Let f be n times differentiable on the open interval
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with f (n�1) continuous on the closed interval between a and x, then

f (x) = f (a) + f 0(a)(x� a) + f 00(a)
(x� a)2

2!
+ · · ·+ f (n�1)(a)

(x� a)n�1

(n� 1)!
+ Rn(x),

where the remainder is given by:

Rn(x) =
1

(n� 1)!

Z x

a
f (n)(t)(x� t)n�1 dt

Proof. All techniques in this proof is integration by parts:

f (x) = f (a) +
Z x

a
f 0(t)dt = f (a)�

Z x

a
f 0(t)d(x� t)

= f (a)� f 0(t)(x� t)|ab +
Z x

a
f 00(t)dt = f (a) + f 0(a)(x� a) +

Z x

a
(x� t) f 00(t)dt

Applying the similar trick gives the result. ⌅

Motivation of Continuosly differentiable.

R If f 0(x0) > 0, then f is increasing at x0. However, it does not mean that f is

increasing in a neighborhoold of x0. That’s because f 0 may not be continuous.

Some mathematicians give an example of a function that is everywhere differentiable

but nowhere monotone:

⌅ Example 5.1 There exists a function haing the following properties:

1. f is differentiable with | f 0|  1 on R

2. Both {x 2R | f 0(x) > 0} and {x 2R | f 0(x) < 0} are dense in R

3. {x 2R | f 0(x) = 0} is also dense in R

4. f is the difference of 2 monotone functions

5. f 0 is not Riemann integrable.

Reference: http://citeseerx.ist.psu.edu/viewdoc/download?
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doi=10.1.1.843.5011&rep=rep1&type=pdf

⌅

In the future when handling such topic, we will assume f is continuously differen-

tiable, denoted as f 2 C
1. Then the example above will not appear.
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5.2. Friday
We plan to have a make-up lecture tomorrow, which will cover problems in Quiz 1.

5.2.1. Analysis on Derivative

Not all functions could be the derivative of some functions. Let’s give sufficient or

necessary conditions for that.

Criteria 1: The image of the derivative of any function should be continu-

ous.

Theorem 5.4 — Intermediate-Value Property for derivative. Let f be differentiable on

[a,b], and let y0 be a number between f 0(a) and f 0(b). Then there exists c 2 (a,b)

such that f 0(c) = y0.

Proof. Consider an auxiliary function

h(x) = f (x)� y0x,

which follows that h0(a) = f 0(a)� y0 and h0(b) = f 0(b)� y0. w.l.o.g., f 0(a)< f 0(b), and

therefore h0(b) < 0 < h0(a), i.e.,

8
><

>:

limx!b+
h(x)�h(b)

x�b < 0

limx!a�
h(x)�h(a)

x�a > 0
=)

8
><

>:

h(x) < h(a) for some x > a

h(x) < h(b) for some x > b
,

i.e., h has a minimum on [a,b], say at c. By Rolle’s theorem, h0(c) = 0, i.e., f 0(c) = y0. ⌅

R This theorem tells us that the image for the derivative of any function (on

[a,b]) contains the whole interval between f 0(a) and f 0(b). Hence, the step

function cannot be the derivative of other functions, since its image does not

contain the interval [0,1] but only the endpoints.
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However, it does not asset that the derivative of any function should be continuous

(the image should be). A simple example of this is the function

f (x) =

8
><

>:

x2 sin
1
x

, x 6= 0

0, x = 0

the derivative f 0(x) is not continuous at x = 0.

The question turns out how continuity should be for the derivative of any function?

Criteria 2: The derivative of any function should be continuous on a dense

set. For the derivative of any function f , if exists, can be expressed as the pointwise

limit:

f 0(x) = lim
h!0

f (x + h)� f (x)
h

= lim
n!•

n


f (x +
1
n
)� f (x)

�

| {z }
fn(x)

:= lim
n!•

fn(x),

with fn(x) = n
⇥

f (x + 1
n � f (x))

⇤
. Thus the set of all discontinuous points of f 0 is a set

of first categroy (Recall Theorem(3.3)). In particular, f 0 must be continuous on a dense

set.

5.2.2. Analysis on Mean-Value Theorem
The following proposition is a useful generalization of the standrad mean-value

theorem, and is also based on the Rolle’s theorem. From this theorem we can also

imply the L-Hopital’s Rule:

Theorem 5.5 — Cauchy’s Mean-Value Theorem. Let f and g be two differentiable
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function on [a,b]. Then there exists a point c 2 (a,b) such that

g0(c)[ f (b)� f (a)] = f 0(c)[g(b)� g(a)] (5.1)

R

1. When g(x) := x, Cauchy’s Mean-Value Theorem becomes the Mean-

Value Theorem.

2. If in addiction g0(x) 6= 0 for each x 2 (a,b), then g(b) 6= g(a) and we have

the equality version of (5.1):

f (b)� f (a)
g(b)� g(a)

=
f 0(c)
g0(c)

.

The idea of proof is to construct an auxiliary function satisfying the hypotheses of

Rolle’s theorem version 2 (Corollary (5.1)), which is the same trick used in Theorem(5.2)

and (5.4).

Proof. We construct a function

h(x) = g(x)[ f (b)� f (a)]� f (x)[g(b)� g(a)],

which follows that h(a) = h(b) = g(a) f (b)� f (a)g(b). By Rolle’s theorem, there exists

c 2 (a,b) s.t. h0(c) = 0, i.e., g0(c)[ f (b)� f (a)] = f 0(c)[g(b)� g(a)]. ⌅

Now we pause to discuss a special but very useful technique for findind the limit

of a ratio of functions, known as L-Hopital’s Rule1.

Theorem 5.6 — L-hospital’s Rule. Suppose f and g are both differentiable on (a,b),

and g0(x) 6= 0 in (a,b). Suppose that

lim
x!a+

f 0(x)
g0(x)

= l,

1G.F.de l’Hopital, a French mathematician, a capable student of Johann Bernoulli. The L-Hopital’s
Rule is really due to Johann Bernoulli, but l’Hopital is so rich so that there is a deal on the table, and thus
the rule was published in slightly altered altered form by “l’Hopital”.
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then

1. limx!a+ f (x) = 0 = limx!a+ g(x) implies limx!a+
f (x)
g(x) = l.

2. limx!a+ f (x) = +•, limx!a+ g(x) = • implies limx!a+
f (x)
g(x) = l.

We discuss the proof for the first case, and the second case is left as exercise.

Proof. Note that g(x) 6= g(y) for 8x,y 2 (a,b), otherwise there will be some c 2 (a,b)

such that g0(c) = 0. By Cauchy’s Mean-Value Theorem, for x,y 2 (a,b), there exists

z 2 (y, x) such that
f (x)� f (y)
g(x)� g(y)

=
f 0(z)
g0(z)

Or equivalently,

f (x)
g(x)

=
f (y)
g(x)

+
f 0(z)
g0(z)


1�

g(y)
g(x)

�
,8x,y 2 (a,b). (5.2)

For fixed x, pick y < x which is close to a+ such that f (y)
g(x) and g(y)

g(x) both small (the

reason we can do that is because limy!a+ f (y) = 0 = limy!a+ g(y)). Thus taking the

limit x! a+, by (5.2), we derive

lim
x!a+

f (x)
g(x)

= lim
x!a+

f 0(z)
g0(z)

= l.

⌅

We can also derive the L-hopital’s rule by Taylor expansion, but keep note that we

should add one moer condition that f , g 2 C
1 (so that we can apply taylor expansion)

Proof. We expand f (x) and g(x) in a small neighborhood of a with x 6= a:

f (x)
g(x)

=
f (a) + f 0(a)(x� a) + o(x� a)
g(a) + g0(a)(x� a) + o(x� a)

=
(x� a)[ f 0(a) + o(1)]
(x� a)[g0(a) + o(1)]

=
f 0(a) + o(1)
g0(a) + o(1)

!
f 0(a)
g0(a)

, x! a.

⌅
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Note that L-hopital’s rule is a technique that should be cleverly used, otherwise the

limit can be messy to handle. Prof.Yeye Ni does not like this technique. Now we give

an example:

⌅ Example 5.2

lim
x!0

✓
sin x

x

◆1/(1�cos x)
= lim

x!0
exp

"
ln( sin x

x )

1� cos x

#

= exp

"
lim
x!0

ln( sin x
x )

1� cos x

#

= exp


lim
x!0

cos x� sin x/x
sin2 x

�
 L-hopital’s Rule

= exp


lim
x!0

x cos x� sin x
x sin2 x

�

= exp


lim
x!0

cos x� x sin x� cos x
sin2 x + 2x sin x cos x

�
 L-hopital’s Rule

= exp


lim
x!0

�x
sin x + 2x cos x

�

= exp


lim
x!0

�1
cos x + 2cos x� 2x sin x

�
 L-hopital’s Rule

= e�1/3

An alternative way is to apply Taylor expansion. Recall that

sin x = x�
x3

6
+ o(x3)

cos x = 1�
1
2

x2 + o(x2)

ln(1 + z) = z� z2 + o(z2).

Therefore we have

ln(
sin x

x
) = ln(1�

1
6

x2 + o(x2)) = ln(1 + x2(�
1
6
+ o(1)))

Finally as x! 0,
ln( sin x

x )

1� cos x
=

x2(� 1
6 + o(1))

x2( 1
2 + o(1))

= �
1
3

⌅
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Plan for next week. Next week, with Taylor theorem, we will discuss taylor’s

polynomial, and finally taylor series (let n!•).

Also, given a function f 2 C
•, we will discuss topics about:

1. do we always have the taylor series converge in some neighborhood?

2. Suppose it does, does it necessarily converge to f (x)?

One counter-example is the typical function

f (x) =

8
>><

>>:

exp

�

1
x2

�
, x 6= 0

0, x = 0
.

The taylor expansion at x = 0 is always zero, and therefore does not

converge to f (x).

Hence what conditon could guarantee the correctness of convergence?
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5.3. Saturday: Comments on Quiz 1
The performance in Quiz 1 is not satisfying in general. The quiz one will not be

counted, but the next exam will. It is designed for a rigorous mathematical course.

5.3.1. First Question

The first is from Schroder-Bernstein Theorem:

A = (�1,1) and B = [�1,1]. We are given two one-to-one mapping

f (x) = x : A 7! B and g(x) = x
2 : B 7! A. We are required to construct a

one-to-one onto mapping from A to B.

Solution.

B \ D = {�1,1}

g(B \ D) = {�
1
2

,
1
2
}

g f g(B \ D) = {�
1
4

,
1
4
}

· · · · · · · · · · · ·

Hence S = {. . . ,� 1
4 ,� 1

2 , 1
2 , 1

4 , . . .}, and

F(x) =

8
><

>:

f (x) = x,x 2 A \ S

g�1(x) = 2x,x 2 S

⌅

5.3.2. Second Question

The first question appears on assginement 1, while the second question appears in

diagnostic quiz. Always keep in mind that the same question or similar question

may appear again in future exam.
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1. Compute limit limx!0+ xx: as x! 0+,

xx = exp(ln(xx)) = exp(x ln x)

= exp(
ln x
1/x

) = exp(
(ln x)0

(1/x)0
) = exp(

1/x
�1/x2 )

= exp(�x)! 1

5.3.3. Third Question

Also appears in assignment 1.

Suppose an � 0,8n, and the series Â•
n=1 an converges. The new sequence

{An} is given by

An =

s
•

Â
k=n

ak �

s
•

Â
k=n+1

ak.

Show that Â•
n=1 An also convetges and an = o(An) as n!•.

Solution. The partial sum gives

A1 + A2 + · · ·+ Al

= (

s
•

Â
k=1

ak �

s
•

Â
k=2

ak) + (

s
•

Â
k=2

ak �

s
•

Â
k=3

ak) + · · ·+ (

s
•

Â
k=l

ak �

s
•

Â
k=l+1

ak)

=

s
•

Â
k=1

ak �

s
•

Â
k=l+1

ak!

s
•

Â
k=1

ak as l!•

Also,

an

An
=

anp
Â•

k=n ak �
p

Â•
k=n+1 ak

=
an(
p

Â•
k=n ak +

p
Â•

k=n+1 ak)

an
=

s
•

Â
k=n

ak +

s
•

Â
k=n+1

ak

= o(1)

⌅
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5.3.4. Fourth Question
This question is about Baire-Category Theorem:

The set of rational numbers Q is not a countably intersection of open

sets.

Proof. Assume it is. Suppose

Q =
•\

n=1
On,

where On’s are open set containing Q, and therefore dense.

Consider the set of irrational numbers R \ Q =
S•

n=1(R \ On). R \ On is closed 8n,

containing no open set, since otherwise open set R \ On will contain rational numbers.

Therefore R \ On is nowhere dense, and therefore R \ Q is first Category, i.e.,

R = (R \ Q)
[

Q

is of first Category, which is a contradiction. ⌅

5.3.5. Fifth Question
The growth of the uniform continuous function.It is essentially the test on mathematical

maturity. You are required to show that

if f : R 7! R is uniformly continuous, then f can grow at • at most

linearly, i.e., f (x)
x2 ! 0, x!•, i.e., | f (x)|  Cx for large x.

Proof. Recall the definition for uniform continuous: 8# > 0,9d > 0 such that | f (x)�

f (y)|  # if |x� y| < d. Take # = 1. Look at the postive axis: for (n� 1)d < x  nd, we

have

| f (x)� f (0)|  n 
x
d
+ 1

and therefore

| f (x)|  | f (x)� f (0)|+ | f (0)| 
x
d
+ 1 + | f (0)| =)

f (x)
x2 ! 0.
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⌅

5.3.6. Grading policy
We will not follow the partial grading policy in this course.

The next exam will be similar.

Furthermore, the final exam will be more comprehensive.
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Chapter 6

Week6

6.1. Wednesday
Given a function f : C•, i.e., f (n)(x) exists for all n2N, we have learnt the Taylor’s poly-

nomial (of order n), whose derivatives up to order n are the same as the corresponding

derivatives of f (x) at the expanding point.

Now the Taylor’s series is such that its derivatives at any order are the same as

the corresponding derivatives of f (x) at the expanding point. This lecture will mainly

discuss the follows two questions:

1. Does Taylor series always converge? Not necessarily.

2. Suppose it does, does it necessarily converge to f ? Also not.

Before the discussion, let’s review some preliminaries:

6.1.1. Reviewing
Taylor’s Formula.

Theorem 6.1 — Taylor’s Theorem. Let f (x) be infinitely differentiable, then the

Taylor’s formula for f (x) is given by:

f (x) = f (a) + f ‘(a)(x� a) +
f 00(a)

2!
(x� a)2 + · · ·+

f (n�1)(a)
(n� 1)!

(x� a)n�1 + Rn(x; a),

with

Rn(x; a) =
1

(n� 1)!

Z x

a
f (n)(t)(x� t)n�1 dt
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To discuss the convergence of taylor’s series, we set

cn =
f (n)(a)

n!
,

thus it suffices to discuss the convergence of the power series Â•
n=0 cn(x� a)n.

6.1.2. Convergence Analysis

Power Series. Here we present several tests for the convergence of general se-

ries.

Theorem 6.2 — Root Test. Given Â•
n=0 an, let a = limsupn!•

n
p
|an|, then

1. If a < 1, Â an converges absolutely;

2. If a > 1, Â an diverges;

3. If a = 1, the test gives no information.

The condition (2) and (3) is clear. Here we only give a proof for (1):

Proof. Since limsupn!•
n
p
|an| < 1, we choose a positive number b < 1 such that

n
p
|an| < b, 8n � N,

i.e., |an| < bn for n � N. Since Â bn converges, the same hold for Â |an|. ⌅

We can apply root test to derive the convergence domain for the power series

Â cnxn:

Proposition 6.1 Given Â cnxn, let R = 1
limsupn!•|cn|1/n , then

1. Â cnxn converges absolutely for all |x| < R

2. Â cnxn diverges for |x| > R

3. The test gives no information if |x| = R.

The proof is left as exercise.
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Proposition 6.2 Given the power series f (x) = Â cnxn with radius of convergence R,

the radius of convergence for the derivatives f (n)(x) is also R, n � 1.

Proof. We show this statement for f 0(x). Since f (x) converges absolutely for |x| < R,

f 0(x) is given by:

f 0(x) =
•

Â
n=1

ncnxn�1,

and

limsupn!•(ncn)
1/(n�1) = limsupn!•|cn|

1/n
|cn|

1/n,

by Root Test, the power series Â•
n=1 ncnxn�1 converges absolutely for |x| < R.

The statement for higher order derivative follows the similar proof. ⌅

In the proof above, we assert but without proof that the power series converge

absolutely implies its derivative can be taken term by term. The proof for this assrtion

is given below:

Proposition 6.3 Let f (x) = Â•
n=0 cnxn be a power series with convergence radius R,

then f 0(x) = Â•
n=1 ncnxn�1.

Proof. Fix |x| < R, and pick r > 0 s.t. |x| < r < R. For any |y| < r, consider the term
f (y)� f (x)

y�x . Construct a function g(x) = Â•
n=1 ncnxn�1, which has the same convergence

radius as shown in the proof above, it suffices to show that f (y)� f (x)
y�x is close enough to

g(x):

f (y)� f (x)
y� x

=
•

Â
n=0

cn
yn
� xn

y� x
(6.1a)

=
•

Â
n=0

cn(yn�1 + yn�2x + · · ·+ yxn�2 + xn�1) (6.1b)

where (6.1a) is because that the convergence of series implies addition and multiplica-

tion term by term; (6.1b) is because the expansion on yn
�xn

y�x .
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Therefore we can give a bound on |
f (y)� f (x)

y�x � g(x)|:

����
f (y)� f (x)

y� x
� g(x)

���� =

�����

N

Â
n=0

cn(
yn
� xn

y� x
� nxn�1) (6.2a)

+
•

Â
n=N+1

cn(yn�1 + yn�2x + · · ·+ yxn�2 + xn�1)�
•

Â
N+1

ncnxn�1

�����

(6.2b)



�����

N

Â
n=0

cn(
yn
� xn

y� x
� nxn�1)

����� (6.2c)

+

�����

•

Â
n=N+1

cn(yn�1 + yn�2x + · · ·+ yxn�2 + xn�1)

�����+

�����

•

Â
N+1

ncnxn�1

�����

(6.2d)



�����

N

Â
n=0

cn(
yn
� xn

y� x
� nxn�1)

�����+ 2
•

Â
n=N+1

n|cn|rn�1, (6.2e)

where (6.2e) is because that |x| < r and |y| < r.

Note that the absolute convergence of the power series Â ncnxn�1 for |x|< R implies

the convergence of Â n|cn|rn�1, i.e., 9N such that

•

Â
n=N+1

n|cn|rn�1 <
#

3
.

As y! x, ÂN
n=0 cn(

yn
�xn

y�x � nxn�1)! 0. Therefore,

lim
y!x

sup
����

f (y)� f (x)
y� x

� g(x)
����  0 +

2
3

# < #,

the proof is complete. ⌅

Definition 6.1 [Analytic] We say that f is analytic at c if f can be represented by a

power series in a neighborhood of a, i.e.,

Rn(x) =
1

(n� 1)!

Z x

a
f (n)(t)(x� t)n�1 dt! 0, as n!•

⌅
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Note that f is analytic implies the existence of all its derivatives, but the converse

is not true in general (why)? Adding one more condition can the converse become

true.

Theorem 6.3 — Bernstein’s Theorem. If f and all of its derivatives are non-negative

in an interval I = [a,b], then f is analytic on (a,b).

Proof. It suffices to show Rn(x)! 0. Note that

Rn(x) =
1

(n� 1)!

Z x

0
f (n)(t)(x� t)n�1 dt (6.3a)

=
1

(n� 1)!

Z x

0
f (n)(t)(

x� t
b� t

)n�1(b� t)n�1 dt (6.3b)


1

(n� 1)!

Z x

0
f (n)(t)(b� t)n�1 dt(

x� a
b� a

)n�1 (6.3c)

= Rn(b)(
x� a
b� a

)n�1 (6.3d)

 f (b)(
x� a
b� a

)n�1
! 0, as n!• (6.3e)

where (6.3b) is by re-arrangement terms; (6.3c) is because ( x�t
b�t )

n�1
 ( x�a

b�a )
n�1 and the

non-negativity of f (n); (6.3e) is because of the non-negativity of f and all its derivatives.

The proof is complete. ⌅

⌅ Example 6.1 1. f (x) = ex admits Taylor expansion at x = 0:

ex = 1 + x + · · ·+
1
n!

xn + · · ·

The radius of convergence for ex is infinity, i.e., its taylor series converges on R.

2. Also, f (x) = ex admits Taylor expansion for domain C:

ez = 1 + z + · · ·+
1
n!

zn + · · ·

and therefore

eiy = 1�
y2

2!
+

y4

4!
+ · · ·+ i

✓
y�

y3

3!
+ · · ·

◆
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3.

cosy = 1�
y2

2!
+

y4

4!
+ · · ·

4.

siny = y�
y3

3!
+ · · ·

5.

ln(1 + x) = x�
1
2

x2 +
1
3

x3
� · · ·+

(�1)n�1

n
xn + · · ·

6.

(1 + x)a = 1 +
a
1!

x +
a(a� 1)

2!
x2 +

a(a� 1)(a� 2)
3!

x3 + o(x3)

⌅

Finally, let’s discuss the convergence for series Â lncos 1
na :

cos
1

na
= 1�

1
2!

1
n2a

+ O(
1

n4a
)

lncos
1

na
= ln


1�

1
2!

1
n2a

+ O(
1

n4a
)

�

= 1�
1
2!

1
n2a

+ O(
1

n4a
)

Â lncos
1

na
= �

1
2 Â

"
1

n2a + O( 1
n4a )

#

= �
1
2 Â 1

n2a


1 + O(

1
n2a

)

�
,

which is convergent since Â 1
n2a converges.
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6.2. Friday

6.2.1. Recap

Announcement. As promised, the taylor series and uniform continuity will definitely

show up in the mid-term. (remember the Theorem(4.2)?)

Summary about Taylor series. This lecture will mainly discuss the integration,

but first let’s review what we have learnt from last lecture.

The Taylor series has its connection with complex numbers:

⌅ Example 6.2 Given a function f (x) = 1
1+x2 , which is infinitely differentiable. However,

when expanding its Taylor series at point x = 0, we have

f (x) =
1

1� (�x2)
= 1� x2 + x4

� x6 + · · · , holds for x2 < 1

Why would the function f have taylor series convergent only hold for

x2 < 1, but it is infinitely differentiable on the whole real line?

Proposition 6.4 The function f (z) for z 2 C is infinitely differentiable on domain D

iff it has Taylor series convergent on D. Note that real function does not necessarily

have such a property.

If extending the domain into complex plane, the function 1
1+z2 have poles ±i, and

thus have no chance to have taylor expansion beyond |z|< 1. Then projecting the domain

{z : |z| < 1} into the real line, we derive the function f have Taylor series convergent for

|x| < 1. ⌅

Exercise. Exercise: find the taylor series of 1
1+x2 at x = 1 and determine its radius of

convergence. Answer: R =
p

2
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6.2.2. Riemann Integration

Set Up. Given a bounded function f on the closed (finite) interval [a,b]. A partition

P is a set of points {xi}
n
i=0:

a1 = x0  x1  x2  · · ·  xn = b

where the mesh of P is defined to be l(P) = max1in |Dxi|.

On each interval [xi�1, xi], define

mi = infxi�1xxi f (x), Mi = supxi�1xxi
f (x)

The lower sum and upper low sum associated with partition P is defined as:

L(P , f ) =
n

Â
i=1

mi(xi � xi�1) =
n

Â
i=1

miDxi

U(P , f ) =
n

Â
i=1

Mi(xi � xi�1) =
n

Â
i=1

MiDxi

Now we define the lower and upper Riemann intergral as:

Z b

a
f (x)dx = sup

P

L(P , f )

Z b

a
f (x) = inf

P

U(P , f )

These definitions are well-defined.

Definition 6.2 [integrable] We say that f is (Riemann) integrable if

Z b

a
f (x)dx =

Z b

a
f (x)dx,

and denote the common values of which as
R b

a f (x)dx. The set of all Riemann integrable

functions on [a,b] is denoted as R[a,b]. ⌅
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⌅ Example 6.3 Check if these functions are integrable or not:

1. f (x) ⌘ 1 on [0,1]; then
R b

a f (x)dx =
R b

a f (x) = 1.

2. Dirichlet function:

D(x) =

8
><

>:

0, x /2Q

1, x 2Q

Verify that this function always has lower sum 0 and upper sum 1, and therefore not

integrable.

3. Riemann function on [0,1]:

R(x) =

8
><

>:

0, x /2Q

1
q

, x =
p
q

,q > 0, (p,q) = 1

We will show that it is integrable later. First keep in mind that the function with

countably many discontinuites on [a,b] is integrable.

4. The function defined on [0,1]:

f (x) =

8
><

>:

0, x = 0

sin
1
x

, x 6= 0

It is integrable.

5. Evaluate the limit from definition

lim
n!•


1

n + 1
+

1
n + 2

+ · · ·+
1

2n

�
.

Construct

xn =
n

Â
k=1

1
n + k

=
1
n

n

Â
k=1

1
1 + k/n

Note that xn is just the lower sum associated with the partitition

P = {x0 := 0, x1 =
1
n

, x2 =
2
n

, . . . , xn := 1}.
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As n!•, inituitively L(P , f )! U (P , f ). Therefore

xn!

Z 1

0

dx
1 + x

= log2

⌅

Definition 6.3 [Refinement] Given a partition P , we say P
⇤ is a refinement of P if P⇤

contains all the sub-division points of P ⌅

Proposition 6.5 Let f : [a,b] 7!R with m  f (x)  M on [a,b], then

1. L(P , f )  L(P⇤, f ) and U(P⇤, f ) U(P , f ) holds for any refinement P⇤ of P

2. L(P1, f ) U(P2, f ) for any refinements P1,P2.

3.

m(b� a) 
Z b

a
f (x)dx 

Z b

a
f (x)dx  M(b� a)

4. f is Riemann integrable iff 8#, there exists P s.t. U(P , f )� L(P , f )  #.

Proof. 1. Check Theorem(6.4) in Rudin’s book for detail

2. Take the P
⇤ as common refinement for P1,P2, and show that

L(P1, f )  L(P⇤, f ) U(P⇤, f ) U(P2, f )

3. For every P ,

m(b� a)  L(P , f ) U(P , f )  M(b� a).

4. Check Theorem(6.6) in Rudin’s book for detail.

⌅

Theorem 6.4 If f is continuous on [a,b], then f is Riemann integrable on [a,b].

Proof. The function f is continuous on [a,b] implies f is uniform continuous, i.e.,8# >

0,9d > 0 s.t. for |x� y| < d,

| f (x)� f (y)| < #.
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Pick a partition P = {x0 := a, x1 := a + h, x2 := a + 2h, . . . , xn := a + nh := b} with h =

b�a
n < d. It follows that on interval [xi�1, xi], we have

Mi �mi < # =) U(P , f )� L(P , f ) =
n

Â
i=1

(Mi �mi)Dxi  #
n

Â
i=1

Dxi = #(b� a)

⌅

We aeert a proposition but without proof first:

Corollary 6.1 If f is continuous expect for finitely many points on [a,b], then f is

Riemann integrable.

We can apply this theorem to show that f (x) = sin 1
x is integrable, since f has only one

discontinuity on [0,1].

Alternatively, we can separate the interval [0,1] as [e, 1] and [0,e]. Note that on [e, 1]

f is continuous, thus Riemann integrable, and then we can bound the difference of

lower and upper sum by taking e! 0.

We can also apply this corollary to show the Riemann function is integrable, but

we need another useful tool: uniform convergence.

Theorem 6.5 Let { fn} be a sequence of Riemann integrable functions on [a,b], and

fn converges uniformly to f . Then f is Riemann integrable and

Z b

a
f (x) = lim

n!•

Z b

a
fn

R Note that this theorem essentially says that a sequence of uniformly conver-

gent function { fn} has the property

Z b

a
lim
n!•

fn(x)dx = lim
n!•

Z b

a
fn(x)dx

which may not necessarily true if we ignore the uniform convergence condi-

tion.
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⌅ Example 6.4 [counter-example for pointwise convergent function sequence] For the

function sequence { fn} with

fn(x) =

8
><

>:

n, x 2 [0,
1
n
)

0, x /2 (0,
1
n
)

we find that

f = lim
n!•

fn = 0 =)
Z b

a
f dx = 0,

while
R 1

0 fn(x)dx = 1. ⌅

Let’s review the definition for uniform convergence:

Definition 6.4 [Uniform Convergence] Let f be the pointwise limit of fn, then fn is said

to converge uniformly to f if

sup
axb

| fn(x)� f (x)|! 0, as n!•.

⌅

R The value supaxb | fn(x) � f (x)| tends to zero for pointwise convergent

function fn, e.g., fn(x) = xn for x 2 [0,1].

Corollary 6.2 Riemann function is Riemann integrable.

Proof. Construct the function

fN(x) =

8
>><

>>:

1
q

, x =
p
q

,0 < q < N, (p,q) = 1,

0, otherwise

Thus fN is Riemann integrable since it contains finitely many discontinuities. We can

also show it is uniformly convergent with limit R(x). Therefore the Riemann function

is Riemann integrable. ⌅
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Chapter 7

Week7

7.1. Wednesday
Announcement. Our mid-term is on next Wednesday in Liwen Building, from

8:00am to 10:00am. We will cover everything until this Friday.

7.1.1. Integrable Analysis

Recap. Given a sequence of functions { fn} with pointwise limit f , we are curious

about whether the equation holds:

lim
n!•

Z b

a
fn(x)dx =

Z b

a

h
lim
n!•

fn(x)
i

dx

Let’s give a counter-example to show this equaiton may not necessarily true.

⌅ Example 7.1 Let { fn} defined on [0,1] with

fn(x) =

8
><

>:

n, if x 2 (0, 1
n )

0, otherwise

We find that
R 1

0 fn dx = 1, and fn! 0 as n!•. Thus

Z 1

0

h
lim
n!•

fn(x)
i

dx = 0 6= lim
n!•

Z 1

0
fn(x)dx

⌅
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There is a sufficient condition that guarantees the equation holds:

Theorem 7.1 Let { fn} be a sequence of Riemann integrable functions on [a,b]. If fn

converges to f uniformly as n!•, then f is also Riemann integrable, and

lim
n!•

Z b

a
fn(x)dx =

Z b

a
f (x)dx

Definition 7.1 We say that fn converges to f uniformly as n!• on [a,b] if for every

# > 0, there exists N such that | fn(x)� f (x)| < # for all x 2 [a,b] and for all n � N. ⌅

Proof. • Step 1: First we need to show that both
R b

a fn(x)dx and
R b

a f (x)dx is well-

defined, i.e., f and fn is uniformly bounded, i.e., there exists M, M0 > 0 such

that | f (x)|  M and | fn(x)|  M0,8n. First show that { fn} is uniformly bounded:

| fn(x)� fk(x)| = | fn(x)� f (x) + f (x)� fk(x)| (7.1a)

 | fn(x)� f (x)|+ | f (x)� fk(x)| (7.1b)

Due to the uniform convergence of { fn}, we choose # := 1, then there exists N > 0

s.t.

| fm(x)� f (x)| < 1, 8m � N. (7.1c)

Therefore, we give a bound on (7.1a):

| fn(x)� fk(x)| < 2, 8n,k � N (7.1d)

In particular, take k = N, thus

| fn(x)� fN(x)| < 2 =) | fn(x)| < | fN(x)|+ 2, 8n � N, (7.1e)

i.e., every fn for n� N is bounded from | fN(x)| as 2. Therefore, we have { fn}
•
n=1

is uniformly bounded by M. (just set M = max{| f1(x)|, . . . , | fN�1(x)|, | fN |+ 2}.)
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Another application of (7.1c) gives the uniform boundness of f :

| f (x)|  | f (x)� fN(x)|+ | fN(x)|  1 + | fN(x)|.

• Step 2: Argue the Riemann integrability of f . Define #n = supaxb | fn(x)� f (x)|,

and #n! 0 as n!•. Therefore, we give bounds on f :

� #n + fn(x)  f (x)  #n + fn(x) (7.2a)

So that the lower and upper integrals of f satisfy:

Z b

a
[�#n + fn(x)]dx 

Z b

a
f (x)dx 

Z b

a
f (x)dx 

Z b

a
[#n + fn(x)]dx (7.2b)

Note that fn is integrable, so we can remove the upper and lower integral symbols

of fn ± #n:

Z b

a
fn(x)� #n dx 

Z b

a
f (x)dx 

Z b

a
f (x)dx 

Z b

a
fn(x)� #n dx (7.2c)

Hence we give a bound on the difference of upper and lower integrals of f :

0
Z b

a
f (x)dx�

Z b

a
f (x)dx  2(b� a)#n, (7.2d)

Since #n ! 0 as n! •, the upper and lower integrals of f are equal. Thus

f 2R[a,b].

• Another application of (7.2c) now yields

����
Z b

a
f (x)� fn(x)dx

���� 
Z b

a
#n dx = #n(b� a), (7.3)

which implies limn!•
R b

a fn(x)dx =
R b

a f (x)dx.

⌅

R The sequence of functions also remains the question that:
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Would the equation (7.4) holds?

lim
n!•

f 0n(x) =
h

lim
n!•

fn(x)
i0

(7.4)

Equation (7.4) holds also depends on the uniform convergence of { fn}.

7.1.2. Elementary Calculus Analysis

Theorem 7.2 — Fundamental Theorem of Calculus. If f : [a,b] 7! R is continuous,

then the function F(x) =
R x

a f (t)dt is differentiable with F0 = f .

Proof. The proof is simply by definition, keep in mind that difference quotient is useful

in proofs related to differentiation.

F(x + h)� F(x)
h

� f (x) =
1
h

Z x+h

a
f (t)dt�

Z x

a
f (t)dt

�
� f (x) (7.5a)

=
1
h

Z x+h

x
f (t)dt� f (x) (7.5b)

=
1
h

Z x+h

x
f (t)dt�

1
h

Z x+h

x
1dt

�
f (x) (7.5c)

=
1
h

Z x+h

x
f (t)dt�

1
h

Z x+h

x
f (x)dt (7.5d)

=
1
h

Z x+h

x
[ f (t)� f (x)]dt, (7.5e)

which implies that

����
F(x + h)� F(x)

h
� f (x)

���� 
1
h

Z x+h

x
| f (t)� f (x)|dt,

Then apply continuity condition to give a bound on | f (t)� f (x)|:

Since f is continuous at x, for # > 0, there exists d > 0 such that | f (y)� f (x)| < # if

|y� x| < d. Therefore,

����
F(x + h)� F(x)

h
� f (x)

���� 
1
h

Z x+h

x
| f (t)� f (x)|dt 

1
h

Z x+h

x
#dt = #,
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If h < d, we imply

lim
h!0

F(x + h)� F(x)
h

= f (x)

⌅

The integraiton by parts is an important part from Calculus, the core idea is from the

product rule for differentiation.

Theorem 7.3 — Integration by Parts. Given two functions f , g 2 C
1[a,b], (similar to

( f g)0 = f 0g + f g0), we have

Z b

a
( f g)0dx =

Z b

a
f 0gdx +

Z b

a
f g0dx,

or equivalently,

( f g)(a)� ( f g)(b) =
Z b

a
f 0gdx +

Z b

a
f g0dx,

i.e.,
Z b

a
f g0dx = ( f g)|ba �

Z b

a
f 0gdx

There are two versions of change of variables in Calculus. We will discuss the

difference of these.

Proposition 7.1 — Change of variables,version 1. Let f : [a, b] 7! [a,b] be a continuously

differentiable function such that

f(a) = a, f(b) = b.

Then for every continuous function f : [a,b] 7!R, we have

Z b

a
f (x)dx =

Z b

a
f (f(t))f0(t)dt

Proof. Define F(x) =
R x

a f (t)dt, which implies

dF(x)
dx

= f (x),
Z b

a
f (x)dx = F(b).
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Observe that
dF(f(t))

dt
=

dF(f(t))
f(t)

f(t)
dt

= f (f(t))f0(t)

Or equivalently,
d
dt

(F � f)(t) = f (f(t))f0(t)

Therefore,

Z b

a
(F � f)0(t)dt =

Z b

a
f (f(t))f0(t)dt (7.6)

= (F � f)(b)� (F � f)(a) = F(f(b))� F(f(a)) (7.7)

= F(b)� F(a) = F(b) (7.8)

=
Z b

a
f (x)dx (7.9)

⌅

Proposition 7.2 — Change of variables,version 2. Let f : [a, b] 7! [a,b] be continuously

differentiable and strictly monotone. Then for any f 2R[a,b], we have

1. f (f(t))f0(t) 2R[a, b]

2.
Z b

a
f (f(t))f0(t) =

Z f(b)

f(a)
f (x)dx

R

• Comparing proposition(7.2) to (7.1), note that we relax f from being

continuously differentiable to being Riemann integrable; but restrict f

to be strictly monotone.

• The proof for proposition(7.2) is messy. For most time functions we have

faced is not continuous, but we can break into finite sub-intervals and

apply proposition(7.1). Thus the benifit for proposition(7.2) is not such

huge. In practice, proposition(7.1) is enough.

Last, let’s discuss a initutive fact of Riemann sum, i.e., as the mesh goes to zero,

Riemann sums always converges to their corresponding integration

94



Theorem 7.4 Let f 2R[a,b]. Then a Riemann sum S(P , f ) converges to
R b

a f (x)dx

as the mesh l(P)! 0, i.e.,

n

Â
i=1

f (ti)Dxi!

Z b

a
f (x)dx, as max

1in
Dxi! 0,

where ti 2 [xi�1, xi], i = 1, . . . ,n.

We apply this theorem to evaluate some limits:

⌅ Example 7.2 1. Evaluate the limit

lim
n!•


1

n + 1
+

1
n + 2

+ · · ·+
1

2n

�
.

xn =
1

n + 1
+

1
n + 2

+ · · ·+
1

2n

=
1
n


n

n + 1
+

n
n + 2

+ · · ·+
n

2n

�

=
1
n


1

1 + 1/n
+

1
1 + 2/n

+ · · ·+
1

1 + n/n

�

= Dxi


f (

1
n
) + f (

2
n
) + · · ·+ f (

n
n
)

�

which is essentially the Riemann sum of function f (x) = 1
1+x over interval [0,1].

Therefore, as n!•,

xn!

Z 1

0

1
1 + x

dx

2. Evaluate the limit

lim
n!•

1a + · · ·+ na

na

xn =
1
n

1a + · · ·+ na

na

=
1
n


(

1
n
)a + (

2
n
)a + · · ·+ (

n
n
)a

�

= Dxi


f (

1
n
) + f (

2
n
) + · · ·+ f (

n
n
)

�
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As n!•,

xn!

Z 1

0
xa dx =

1
a + 1

xa+1
����
1

0
=

1
a + 1

⌅
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7.2. Friday
Announcement. Our final exam is on 2018.12.16 (Sunday), one day before the final

exam. The exact time depends on the room schedule. Today we are going to talk about

the improper integral, which is the last topic in the chapter Riemann integration.

7.2.1. Improper Intergrals
Motivation. So far, to define the integration, we pre-assume f and the interval are

bounded. In practice, however, we are faced two situations:

1. Interval may be unbounded, i.e., (�•,b], [a,•), (�•,+•).

For example, how to define the integration of f over [a,•)? A reasonable defini-

tion is
Z •

a
f (x)dx := lim

b!•

Z b

a
f (x)dx

2. f is unbounded. Specially speaking, f may be defined on [a,b) with limit to b as

infinity.

In such a situation, similarly, a reasonable definition is

Z b

a
f (x)dx = lim

#!0+

Z b�#

a
f (x)dx

⌅ Example 7.3 1. Given the integral

Z 1

0

1
xa

dx = lim
#!0+

Z 1

#

1
xa

=

8
>><

>>:

lim
#!0+


1

(1� a)xa�1 |
1
#

�
, a 6= 1

lim
#!0+

h
ln x|1#

i
, a = 1

=

8
><

>:

1
1� a

, a < 1

•, a � 1
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We have a function that is unbounded on [0,1] but may have a bounded region

(integration) over this interval. The interpretation is that whether the integration of

1
xa is bounded depends on the increasing rate of this function. (not singular too

much)

2. Another example:

Z •

1

1
xa

dx = lim
b!•

Z b

1

1
xa

=

8
>><

>>:

lim
b!•


1

(1� a)xa�1 |
b
1

�
, a 6= 1

lim
b!•

h
ln x|b1

i
, a = 1

=

8
><

>:

1
1� a

, a > 1

•, a  1

The interpretation, in this case, whether the integration of 1
xa is bounded depends

on the decreasing rate of this function. (decreasing/converging fast enough)

⌅

We summary the examples above as a useful proposition:

Proposition 7.3 — Convergence of Reciprocal Integration.

1. The integral
Z 1

0

1
xa

dx with a > 0,

• Converges if a < 1;

• Diverges if a � 1

2. The integral
Z •

1

1
xa

dx with a > 0,

• Converges if a > 1;

• Diverges if a  1

Notations. We define the general integrals as
R w

a f , where w can be finite, i.e., normal

integrals; or w = •, i.e., improper integrals.
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Definition 7.2 The improper integral
R w

a f is said to be

1. Absolute convergent, if
R w

a | f | converges;

2. Conditionally convergent, if
R w

a f converges while
R w

a | f | diverges.

⌅

Proposition 7.4 — Comparison Test. If 0 f (x)  g(x) on [a,w), then

1.
R w

a g converges implies that
R w

a f converges;

2.
R w

a g diverges implies that
R w

a f diverges;

R When determining the convergence of improper integral
R w

a f dx using com-

parison test, we usually compares it with the reciprocal integral
R w

a
1
xa dx,

with the parameter a appropriately chosen.

Proposition 7.5 — Integral & Series Test. Let f : [1,•) 7! R be a non-negative, non-

increasing, integrable function on every closed interval [1,b] ✓ [1,•). Then the series

Â•
n=1 f (n) and the integral

R •
1 f (x)dx either both converge or both diverge.

Figure 7.1: Graphic Interpretation of Proposition(7.5)

Graphic Interpretation of Proposition(7.5). Clearly, from Fig.(7.1a), we derive

Z •

1
f (x)dx  f (1) + f (2) + · · ·+ f (n) + · · · (7.10)
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Conversely, from Fig.(7.1b), we derive

f (2) + f (3) + · · ·+ f (n) + · · · 

Z •

1
f (x)dx (7.11)

A rigorous proof. Let’s reformulate (7.10) and (7.11) a little bit to make it more rigorous:

n

Â
k=1

f (k) �
n

Â
k=1

Z k+1

k
f (x)dx =

Z n+1

1
f (x)dx (7.12a)

n

Â
k=2

f (k) 
n

Â
k=2

Z k

k�1
f (x)dx =

Z n

1
f (x)dx (7.12b)

• From (7.12a), if
R •

1 f (x) diverges, i.e., limn!•
R n+1

1 f (x)dx = •, then the se-

quence of partial sums heads off to infinity as well, i.e., the series diverges. The

contrapositive is also true, i.e., the series converges implies that the integral

converges.

• From (7.12b), if
R •

1 f (x) converges, which bounds the sequene of partial sums,

we imply that the series converges. The contrapositive is also true, i.e., if the

series diverges, so does the integral.

⌅

⌅ Example 7.4 Determine the convergence of the following integrals:

1.
Z •

1

p
x

p
1 + x4

(7.13a)

Note that
p

x
p

1+x4 ⇠
c

x3/2 , and therefore (7.13a) converges

2.
Z •

1
exp(�x2)dx (7.13b)

Note that exp(�x2) converges much faster than x�a,a > 1, and thus (7.13b)

converges.
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3.
Z •

2
ln x dx (7.13c)

We can compute
R •

2 ln x dx directly:

Z •

2
ln x dx = [x ln x� x]•x=2 = •.

4.

()
Z p/2

0
ln(sin x)dx (7.13d)

Note that sin x⇠ x =) ln(sin x)⇠ ln x. Also, ln x increases slower than x�a,a < 1:

ln x
p

x
=

1/x
1
2

1
(
p

x)3

= 2x1/2
! 0,

and therefore (7.13d) converges.

5.
Z 1

0

dxp
(1� x2)(1� k2x2)

, 0 k2 < 1 [Elliptic Integral] (7.13e)

We reformulate it a little bit:

Z 1

0

dxp
(1� x2)(1� k2x2)

=
Z 1

0

dxp
(1 + x)(1� k2x2)

1
p

1� x
⇠

Z 1

0

dh
p

h
,

and therefore (7.13e) converges.

6.
Z f

0

dqp
cosq � cosf

, 0 < f <
p

2
(7.13f)

Note that

cosq � cosf = �2sin
q + f

2
sin

q � f

2
⇠ f� q =)

1p
cosq � cosf

⇠
1
p

x
,

and therefore (7.13f) converges.

7.
Z •

p/2

sin x
x

dx (7.13g)
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We solve this problem via integration by parts:

Z b

p/2

sin x
x

dx = �
1
b

cosb�
Z b

p/2

cos x
x2 dx

Note that
R b

p/2 |cos cos x
x2 |dx 

R b
p/2

1
x2 , and thus this integral converges. However,

this integral diverges, since the integration

Z •

p/2
|
sin x

x
|dx

diverges. In summary,
R b

p/2
sin x

x dx is conditionally convergent.

proof for divergence of
R •

p/2 |
sin x

x |dx.

Z •

p/2
|
sin x

x
|dx �

Z •

p/2

sin2 x
x

dx =
Z •

p/2

1
2x

dx�
1
2

Z •

p/2

cos2x
2x

dx, (7.13h)

where the same trick shows that
R •

p/2
cos2x

2x dx converges, and hence the sub-

traction (7.13h) diverges. ⌅

Alternative proof for divergence of
R •

p/2 |
sin x

x |dx. Consider the graph of |sin x|:

Figure 7.2: Graphic of |sin x|

Thus the integrations of |sin x| over the interval [2pn, (n + 1)2p] are always

the same:

Z 2p(n+1)

2pn
|sin x|dx =

Z 2p

0
|sin x|dx = 4, n 2N
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which follows that

Z 2pN

0
|
sin x

x
|dx =

N�1

Â
n=0

Z 2p(n+1)

2pn
|
sin x

x
|dx (7.13i)

�

N�1

Â
n=0

1
2p(n + 1)

Z 2p(n+1)

2pn
|sin x|dx (7.13j)

=
N�1

Â
n=0

1
2p(n + 1)

Z 2p

0
|sin x|dx (7.13k)

=
N�1

Â
n=0

2
p(n + 1)

(7.13l)

where in (7.13j) we lower bound the 1
|x| as 1

n+1 for each n. The last sum (7.13l)

diverges as N!•, and so does the original integral
R •

0 |
sin x

x |dx. ⌅

⌅
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Chapter 8

Week8

8.1. Friday
This lecture will discuss the multi-variable calculus.

8.1.1. Introduction to metric space

The multi-variable calculus aims to study the function f : Rm
7!Rn:

f (x1, x2, . . . , xm| {z }
xxx

) = ( f1(xxx), f2(xxx), . . . , fn(xxx))

To begin with, let’s assume n = 1, i.e., we study only one component in RHS first. The

preliminaries for this concept are limit points or something else. Let’s define them in

high dimension first.

Generalization from R to R2. The distance between two points in R2 is usually

defined as follows:

xxx = (x1, x2)

yyy = (y1,y2)
=) d(xxx,yyy) =

q
(x1 � y1)2 + (x2 � y2)2 (L2 norm)

• Sometimes another distance measrue is d1(xxx,yyy) = |x1 � y1|+ |x2 � y2|, which is

called L1 norm

• Or more generally, d•(xxx,yyy) = max1in |xi � yi|, which is called L• norm.
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Those distance measures are essentially the same in order, i.e.,

1
p

2
d(xxx,yyy)  d1(xxx,yyy) 

p

2d(xxx,yyy), 8x,y 2R2

d(xxx,yyy)  d•(xxx,yyy) 
p

2d(xxx,yyy), 8x,y 2R2

R

• For those distance measures with the same order, the corresponding

properties defined with those measures are also nearly the same. We

always define the L2 norm as our distance measure by default.

• However, one distance measure is different in order from those above:

d̄(xxx,yyy) =

8
><

>:

1, if x 6= y

0, otherwise

Definition 8.1 [Matric Space] The binary operation d : H⇥H 7!R is called a matric if

the following are satisfied:

1. d(xxx,yyy) � 0,8x,y 2H;

2. d(xxx,yyy) = d(yyy, xxx),8x,y 2H;

3. d(xxx,zzz)  d(xxx,yyy) + d(yyy,zzz), 8x,y,z 2H,

where H is called the metric space, e.g., Rm is a common metric space. ⌅

The reason for defining matric is to describe convergence in high dimensions. Let’s

define the corresponding definitions related to convergence again:

Definition 8.2 [Open ball] The open ball is a set Br(aaa) such that

Br(aaa) := {xxx 2H | d(xxx, aaa) < r} (8.1)

⌅

Some illustrations for B1(000) in the metric space R2 is shown as follows:
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(a) The L1 metric with unit ball B1(000) (b) The L2 metric with unit ball B1(000)

(c) The L• metric with unit ball B1(000)

Figure 8.1: illustrations for B1(000) in the metric space R2

Definition 8.3 [Convergence] The sequence defined on the metric space (H,d) is con-

vergent to x0 if d(xn, x0)! 0 as n!•, which is denoted as limn!• xn = x0, or simply

xn! x0 ⌅

Check rudin’s book in page 32 for the concepts about Openness, closedness, neighbor-

hood, boundness, compactness, limit points, connectness. In particular, let’s discuss

something important.

Definition 8.4 [Compact] A set K is said to be compact ifs every open cover has a finite

subcover. ⌅

The proof of the proposition that K is compact if it is bounded and closed is left as

exercise.

Definition 8.5 A set S is pathwise connected if for any two points xxx,yyy 2 S, there exists

a ‘’path ‘’ G connecting xxx and yyy, where G is a continuous function [0,1] 7! S with the
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property that G(0) = xxx,G(1) = yyy. ⌅

Definition 8.6 [Domain] A domian is an open set which is path-wise connected. ⌅

R An open set is not necessarily path-wise connected.

Definition 8.7 [Oscillation]

1. The oscillation of f : X ✓Rm
7!R on a set E ✓ X is w( f ; E) = d( f (E)), where

d denote the diameter of the set f (E), i.e.,

w( f ; E) = d( f (E)) = sup
x,y2E

d( f (x), f (y)).

2. The oscillation of f at a point aaa is

w( f ; aaa) = lim
r!0+

w( f ; Br(aaa))

⌅

Local Properties.

Proposition 8.1 — Useful Properties. Let f be a function mapping a metric space H to

Rm, then

1. f is continuous at the point aaa iff w( f ; aaa) = 0

2. If f is continuous at aaa with f (aaa) > 0, then f > 0 in some neighborhood of aaa

3. The linear combinations of continuous functions (a f + bg), component-wise

products ( f · g), or component-wise quotients ( f
g , gi 6= 0) are also continuous

functions

Proposition 8.2 — Global Properties. 1. Let f : K 7! Rn be a continuous function

with K being compact, then we have

(a) f is uniformly continuous on K

(b) f is bounded on K
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(c) f assumes its maximum and minimum on K

2. Intermediate Value property: If f : E 7! R is continuous, where E is path-wise

connected, then f (a) = A and f (b) = B implies for all c between A and B, there

exists c 2 E such that f (c) = C.

⌅ Example 8.1 1.

f (x,y) =

8
>><

>>:

xy
x2 + y2 , (x,y) 6= (0,0)

0, (x,y) = (0,0)

For any (x,y) on the line y = mx, we have

f (x,mx) =
mx2

x2 + m2x2 =
m

1 + m2 ,

thus lim(x,y)!(0,0) f (x,y) does not exist sicne different paths toward the origin may

lead to a different limit. There is another interesting fact:

8
>><

>>:

lim
x!0

lim
y!0

f (x,y) = 0,

lim
y!0

lim
x!0

f (x,y) = 0

2.

f (x,y) =

8
><

>:

x + ysin
1
x

,x 6= 0

0,x = 0

Apply #-d language to verify that lim(x,y)!(0,0) f (x,y) = 0, but

8
>><

>>:

lim
x!0

lim
y!0

f (x,y) = 0

lim
y!0

lim
x!0

f (x,y) does not exist

R The continuity of a function at x = a does not necessaily imply the

interchangeability of limit processes. However, the uniform conver-

gence can enable us to arrive at positive results.
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3.

f (x,y) =

8
>><

>>:

x2y
x4 + y2 , (x,y) 6= (0,0)

0, (x,y) = (0,0)

For any (x,y) on the line y = mx, we have

f (x,mx) =
mx2

· x
x4 + m2x2 =

mx
x2 + m2 ! 0, as x! 0

However, for any (x,y) on the line y = x2, we have

f (x, x2) =
x2

· x2

x4 + x4 =
1
2

,

which means f is not continuous at (0,0).

4.

f (x,y) =

8
>><

>>:

x2y
x6 + y2 , (x,y) 6= (0,0)

0, (x,y) = (0,0)

When y = mx, we have f (x,mx) = mx
x4+m2 ! 0.

When y = x3, we have f (x, x3) = 1
2x !•, i.e., f is unbounded near origin.

⌅

Question. Is it possible that a sphere S2 and a circle S1 are situated such that the

distance from any point on the sphere to any point on the circle is the same, i.e., is it

possible for a function

d(x,y) : S2
⇥ S1

7!R

remains constant? When will this fact be possible in Rk?
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Chapter 9

Week9

9.1. Friday
We are now in the multi-variate differentiation part.

Comments on question in last lecture. The question left in the last lecture is that

In dimension Rk with k to be determined, is it possible to find the

smallest k such that a sphere S2 and a circle S1 have a way of putting to

make each point from S2 to S1 have the same distance?

The answer is k = 5, Let’s give an example. We define the sphere and the circle to be

S2 = {(x,y,z,0,0) | x2 + y2 + z2 = 1},

S1 = {(0,0,0,u,v) | u2 + v2 = 1}

Therefore, the distance between any two points on the sphere and the circile, respec-

tively, is

d =
q

x2 + y2 + z2 + u+v2 ⌘
p

2

Why k  4 is not ok? Now we give a instructive proof:

Proof. For the case k  4, let ccc2 denote the center of sphere S2 with radius r2; ccc3 deote

the center of circle S1 with radius r1. Any point on S2 can be written as ccc2 + xxx with

xxx 2 M := {xxx 2 R3 : kxxxk = r2}; and any point on S1 can be written as ccc1 + yyy with

xxx 2 N := {yyy 2R2 : kyyyk = r1}. It follows that the distance between any two points can

111



be expressed as:

d(ccc2 + xxx, ccc1 + yyy) = k(ccc2 + xxx)� (ccc1 + yyy)k = kxxxk2 + kccc2 � yyy� ccc1k
2 + 2hxxx, ccc2 � yyy� ccc1i

Note that the distance between any point in S2 and any point in S1 is the same. In

particular, d(ccc2 + xxx, ccc1 + yyy) = d(ccc2 � xxx, ccc1 + yyy), which implies hxxx, ccc2 � yyy� ccc1i= 0,8xxx 2

M,yyy 2 N, i.e.,

ccc2 � ccc1 + N ✓ M?,

and therefore

dim(ccc2 � ccc1 + N) = dim(N) = 2

 dim(M?) = k� 3,

i.e., k  5 is the sufficient condition of the problem.

⌅

9.1.1. Preliminaries

Notations. Here we use lower-case and bolded alphabet to denote a vector, e.g., xxx;

upper-case and bolded alphabet to denote a matrix, e.g., AAA; unbolded alphabet to

denote a scalar, e.g., x1 or A1

Define xxx := (x1, . . . , xm) and yyy := (y1, . . . ,ym), we define the L2 norm

d(xxx,yyy) : = kxxx� yyyk

=
⇥
(x1 � y1)

2 + · · ·+ (xm � ym)
2⇤1/2

and the L1, LS (sup) norm:

d1(xxx,yyy) : = kxxx� yyyk := |x1 � y1|+ · · ·+ |xm � ym|

dS(xxx,yyy) : = kxxx� yyykS := max
1im

(xi � yi)
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Definition 9.1 [Vector Norm] A norm k · k is a function from a vector space X to R

such that

1. kxxxk � 0, 8x 2 X; and kxxxk = 0 iff xxx = 000;

2. klxxxk = |l|kxxxk, for 8x 2 X,l 2R;

3. kxxx1 + xxx2k  kxxx1k+ kxxx2k

⌅

R Any norm defines a metric: d(xxx,yyy) = kxxx� yyyk. From now on, we pre-assume

the norm to be L2 norm and the metric to be L2 metric, unless specified.

The norm are used to masure the length of a vector, or the distance of two vectors.

Correspondingly, the inner product can be used to measure the angle between two

angles:

Definition 9.2 [Inner Product] An inner product is a binary operation function h·, ·i :

X⇥ X 7!R such that

1. hx, xi � 0 for 8x 2 X and hx, xi = 0 iff xxx = 0

2. hxxx,yyyi = hyyy, xxxi, for 8xxx,yyy 2 X

3. hlxxx,yyyi = lhxxx,yyyi for 8x,y 2 X and 8l 2R

4. hx + y,zi = hx,zi+ hy,zi

⌅

R

1. Any inner product always defines a norm, i.e., kxxxk =
p
hxxx, xxxi.

2. The angle q between vector xxx,yyy is defined as:

q = cos�1
✓
hxxx,yyyi
kxxxkkyyyk

◆

In particular, xxx and yyy are orthogonal, i.e., hxxx,yyyi = 0 if q = ±
p
2 ; xxx,yyy are

parallel if q = 0, or q = ±p.
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9.1.2. Differentiation
Review for One-dimension. Given a function f : R 7!R, the derivative is defined

as

f 0(x0) = lim
x!x0

f (x)� f (x0)
x� x0

or equivalently, the value f 0(x0) is said to be the derivative of f if it satisfies the

equality:

0 = lim
x!x0


f (x)� f (x0)

x� x0
� f 0(x0)

�

= lim
x!x0

f (x)� f (x0)� f 0(x0)(x� x0)
x� x0

= lim
x!x0

����
f (x)� [ f (x0) + f 0(x0)(x� x0)]

x� x0

����

The interpretation is that the affine (linear function) f (x0) + f 0(x0)(x � x0) approx-

imates f near x0 in at least first order. We can use the similar way to define the

high-dimension derivative.

High-Dimension Derivative.

Definition 9.3 [Differentiable] A map f : U 7!Rn, where U is open in Rm, is differen-

tiable at xxx0 2U if

lim
xxx!xxx0

k f (xxx)� f (xxx0)� LLL(xxx0)(xxx� xxx0)k
kxxx� xxx0k

= 0, (9.1)

where LLL(xxx0) is said to be the derivative of f (xxx) at xxx = xxx0, which is often denoted as

D f (xxx0), or f 0(xxx0). ⌅

R Note that f (xxx), f (xxx0) 2 Rn, but (xxx� xxx0) 2 Rm, thus L(xxx0) is a linear trans-

formation from Rm to Rn, i.e., a n⇥m matrix.

Interpretation. We re-write f (xxx) : Rm
7!Rn (a n-vector valued function of a m-vector

argument) as:

f (xxx) =
✓

f1(xxx) · · · fn(xxx)
◆

,
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with each fi : Rm
7! R being a scalar-valued function of a m-vector argument. Let’s

study only one component with 2-argument function first, i.e., n = 1,m = 2.

Figure 9.1: Diagram for partial derivatives

Given a surface S : z= f (x1, x2), we study a point on the surface S, say M0(x1, x2, f (x1, x2)).

If the surface S intersects the plane y = x2 with the point M0, then the partial deriva-

tive
∂ f
∂x1

(x1, x2) denotes the slope of the tangent line at M0; the tangent line Tx1 can be

denoted as a vector Tx1 := (1,0, ∂ f
∂x1

(x1, x2)).

Similarly, if the surface S intersects the plane x = x1 with the point M0, then
∂ f
∂x2

(x1, x2) denotes the slope of the tangent line at M0; the tangent line Tx2 can be

denoted as a vector Tx2 := (0,1, ∂ f
∂x2

(x1, x2)).

Furthermore, the plane span{Tx1 , Tx2} denotes the tangent plane at point M0.

Corollary 9.1 f is differentiable at xxx0 implies all partial derivatives of f at xxx0 exist.

The converse is not true. Let’s raise a counter-example to explain that.
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⌅ Example 9.1

f (x1, x2) =

8
>><

>>:

x1x2

x2
1 + x2

2
, (x1, x2) 6= (0,0)

0, (x1, x2) = (0,0)

When x2 = mx1, we have

f (x1,mx1) =
mx2

1
x2

1 + mx2
1
=

m
1 + m2 ,

i.e., f is not differentiable at the origin as it is not continuos at the origin.

However, we can verify that ∂ f
∂x1

(0,0) = 0 = ∂ f
∂x2

(0,0).

⌅

What guarntees f to be differntiable if all partial derivatives exist?

k f (xxx)� f (xxx0)� D f (xxx0)(xxx� xxx0)k
kxxx� xxx0k

! 0,

where f : Rm
7! Rn and D f (xxx0) be a n⇥m matrix. We re-write the formula for the

derivative of f at xxx = xxx0 first. Here we write f (xxx0) in column vector form:

0

BBBBBBB@

f1(xxx)

f2(xxx)
...

fn(xxx)

1

CCCCCCCA

=

0

BBBBBBB@

f1(xxx0)

f2(xxx0)
...

fn(xxx0)

1

CCCCCCCA

+

0

BBBBBBB@

∂ f1
∂x1

(x0)
∂ f1
∂x2

(x0) · · ·
∂ f1
∂xm

(x0)

∂ f2
∂x1

(x0)
∂ f2
∂x2

(x0) · · ·
∂ f2
∂xm

(x0)
...

...
. . .

...
∂ fn
∂x1

(x0)
∂ fn
∂x2

(x0) · · ·
∂ fn
∂xm

(x0)

1

CCCCCCCA

0

BBBBBBB@

x1 � x0,1

x2 � x0
...

xm � x0

1

CCCCCCCA

+ o(kxxx� xxx0k),

(9.2)

where o(kxxx� xxx0k) is a m⇥ 1 vector that has order less than kxxx� xxx0k.

Each entry in LHS of (9.2) can be expressed as:

fi(xxx) = fi(xxx0) +r
T fi(xxx0) · (xxx� xxx0) + o(kxxx� xxx0k),

with rT f1(xxx0) =

✓
∂ f1
∂x1

(xxx0) · · ·
∂ f1
∂xm

(xxx0)

◆
to be a row vector, and (xxx � xxx0) to be a

column vector.
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Sufficient Condition for differentiability. Recall that we have faced a function that

is everywhere differentiable but nowhere monotone, which is very counter-inuitive.

If adding the condition that such function is continuously differentiable, then such

function is monotone. Similarly, the gap for corollary(9.1) is continuous differentiabil-

ity.

Theorem 9.1 Let f : U 7!Rn, where U ✓Rm is open. If all partial derivatives of f

are continuous in U, then f is differentiable in U.

Proof for n = 2,m = 1 case. Consider f : R2
7!R, for x0 2U with small h,k, we have:

f (x0 + h,y0 + k)� f (x0,y0) = [ f (x0 + h,y0 + k)� f (x0 + h,y0)] + [ f (x0 + h,y0)� f (x0,y0)]

(9.3a)

(by Mean Value Theorem, 9(c,d) 2 [0, h]⇥ [0,k] such that)

(9.3b)

= k
∂ f
∂y

(x0 + h,y0 + c) + h
∂ f
∂x

(x0 + d,y0) (9.3c)

= k
∂ f
∂y

(x0,y0 + c) + o(h) + h
∂ f
∂x

(x0,y0) + o(h) (9.3d)

= k
∂ f
∂y

(x0,y0) + h
∂ f
∂x

(x0,y0) + o(h) + o(k) (9.3e)

Or we write it in compact matrix form:

f (x0 + h,y0 + k) = f (x0,y0) +

✓
∂ f
∂x (x0,y0)

∂ f
∂y (x0,y0)

◆
0

B@
h

k

1

CA+ o(k(h,k)k),

i.e., the derivative of f at x = x0 exists, say ( ∂ f
∂x , ∂ f

∂y ). Thus f is differentiable. ⌅

The same proof can easily extend to f : Rn
7!R by adding and subtracting n� 1 terms

and then apply mean value theorem for n times; the extension to f : Rn
7!Rm is clear

by the same proof for each component.

Proof. Consider in general f : Rn
7!Rm, and it suffices to show (9.2), and moreover, it
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suffices to show each entry fi(xxx) in (9.2) can be expressed as

fi(xxx) = fi(xxx0) +r
T fi(xxx0) · (xxx� xxx0) + o(kxxx� xxx0k).

Let’s abuse notation to refer g as the i-th entry of fi, i.e., g : Rn
7!R.

Let # > 0, by continuity of partial derivatives, we can pick d > 0 such that for any

khhhk < d, we have

����
∂g
∂xk

(xxx + h)�
∂g
∂xk

(xxx)
���� < #, k = 1,2, . . . ,n (9.4)

Let LLL = ( ∂g
∂x1

(xxx), . . . , ∂g
∂xn

(xxx)); fk(hhh) = (h1, h2, . . . , hk,0, . . . ,0), f0(hhh) = 000, and suppose

khhhk < d, , then we have:

|g(xxx + hhh)� g(xxx)� LLLhhh| =

�����

n

Â
k=1

[g(xxx + fk(hhh))� g(xxx + fk�1(hhh))�
∂g
∂xk

(xxx)hk]

����� (9.5)



n

Â
k=1

����g(xxx + fk(hhh))� g(xxx + fk�1(hhh))�
∂g
∂xk

(xxx)hk

���� (9.6)

By the Mean Value Theorem, there exists ccck 2 [xxx + fk�1(hhh), xxx + fk(hhh)] such that g(xxx +

fk(hhh))� g(xxx + fk�1(hhh)) =
∂g
∂xk

(ccck)hk, and therefore

|g(xxx + hhh)� g(xxx)� LLLhhh| 
n

Â
k=1

����
∂g
∂xk

(ccck)hk �
∂g
∂xk

(xxx)hk

���� (9.7)

=
n

Â
k=1

����
∂g
∂xk

(ccck)�
∂g
∂xk

(xxx)
���� |hk| (9.8)

< #
n

Â
k=1

|hk| (9.9)

where (9.9) is due to the continuty of partial derivatives. To make life easier, we specify

the norm to be L1 norm, which follows that

|g(xxx + hhh)� g(xxx)� LLLhhh|  #khhhk1,

which implies g is differentiable at xxx. In paricular, if every component fi is differentiable,

then f is differentiable.
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⌅

Planning for following weeks. The next lecture will talk about the chain rule, the

inverse, the derivative of inverse, the directional derivative, the gradient. Next Friday

will talk about Inverse function theorem and Implicit function theorem, which may

last for two weeks.
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Chapter 10

Week10

10.1. Wednesday

10.1.1. Preliminaries on Notations
The notations in this course are slightly different from that in textbook or other sources.

Let’s make a justification, for example:

1. Derivative:

∂F
∂xi

, Fxi , Fi, ∂xi F, ∂iF, Dxi F, DiF

2. Gradient & Jacobian Matrix:

Definition 10.1 [Gradient] For f : Rn
!R, its gradient r f (xxx) is a n⇥ 1 column

vector:

[r f (xxx)]i =
∂ f
∂xi

(xxx)

its Jacobian matrix D f (xxx) is a n⇥ 1 row vector:

D f (xxx) =rT f (xxx)

⌅

Definition 10.2 [Jacobian matrix] For f : Rn
!Rm, suppose f = ( f1, f2, . . . , fm),
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then the j-th row of Jacobian matrix of f is just the transpose of r f j(xxx):

D f (xxx) =

0

BBBBBBB@

D f1(xxx)

D f2(xxx)
...

D fm(xxx)

1

CCCCCCCA

=

0

BBBBBBB@

r
T f1(xxx)

r
T f2(xxx)

...

r
T fm(xxx)

1

CCCCCCCA

⌅

This lecture will discuss some preliminaries and properties on multi-variate differ-

entiation. Next lecture we will turn into implicit function theorem.

10.1.2. Analysis on multi-variate differentiation

First let’s extend the chain rule to the multi-variate situation:

Definition 10.3 [Composition] Suppose X ✓Rn and Y 2Rm. The function f maps X

into Y, and the function g maps Y into Rk. If f , g are differentiable at xxx = xxx0, i.e., the

Jacobian matrix D f (x0) 2Rm⇥n, Dg(x0) 2Rk⇥m is well-defined, then the mapping g � f

is also differentiable at xxx = xxx0, with the derivative

D(g � f )(xxx0) = Dg( f (xxx0)) ⇤ D f (xxx0),

or rewriting it into matrix form: (yyy0 := f (xxx0))

D(g � f )(xxx0) : =

0

BBBB@

∂
∂x1

(g1 � f ) · · ·
∂

∂xn
(g1 � f )

...
. . .

...

∂
∂x1

(gk � f ) · · ·
∂

∂xn
(gk � f )

1

CCCCA

k⇥n

=

0

BBBB@

∂g1
∂y1

(yyy0) · · ·
∂g1
∂ym

(yyy0)
...

. . .
...

∂gk
∂y1

(yyy0) · · ·
∂gk
∂ym

(yyy0)

1

CCCCA

k⇥m

0

BBBB@

∂ f1
∂x1

(xxx0) · · ·
∂ f1
∂xn

(xxx0)
...

. . .
...

∂ fm
∂x1

(xxx0) · · ·
∂ fn
∂xn

(xxx0)

1

CCCCA

m⇥n

⌅
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The proof is similar to the one-dimension case.

Definition 10.4 [Directional Derivative] Given a function f : X(✓Rn) 7!Rm, for fixed

xxx0 in E, suppose vvv 2Rn is a unit vector, then the directional derivative of f at xxx = xxx0

in the direction of vvv is given by:

Dvvv f (xxx0) = lim
t!0

f (xxx0 + tvvv)� f (xxx0)
t

, (10.1)

where t 2R. ⌅

Proposition 10.1 The formula (10.1) can be re-written as:

Dvvv f (xxx0) = D f (xxx0) ⇤ vvv, (10.2)

with the operator ⇤ being the matrix multiplication.

Proof. For fixed xxx0, let g(t) = f (xxx0 + tvvv) to be the one-argument scalar function, it

follows that

lim
t!0

f (xxx0 + tvvv)� f (xxx0)
t

= lim
t!0

g(t)� g(0)
t

= g0(0)

= [D f (xxx0 + tvvv) ⇤ vvv]t=0

= D f (xxx0) ⇤ vvv

⌅

Corollary 10.1 Given the n-argument scalar function f : Rn
! R, the directional

derivative of f at xxx = xxx0 in the direction of vvv can be expressed as:

Dvvv f (xxx0) = hr f (xxx0),vvvi.

Thus we have defined the derivative for multi-variate function at any direction. Now

we study in which direction does the function decrease/increase at the fastest rate.

123



⌅ Example 10.1 The gradient actually tells us how the function behaves locally. Given a

simple function f (x,y) = x2 + y2, its level curve is given as follows:

Figure 10.1: Contour plot for f (x,y) = x2 + y2

where each contour refers to the set {(x,y) | f (x,y) = constant C}.

The gradient at (x0,y0) is given by:

r f (x0,y0) = (2x0,2y0)
T.

The tangent plane at x2 + y2 = C can be denoted as a vector:

P = (�y, x)

Since hr f (x0,y0), P|(x0,y0)i= 0, the gradient r f (x,y) is perpendicular to the level curves,

with the direction pointing to where the function f increases the fastest. ⌅

Proposition 10.2 For f : Rn
!R, the direction r f (xxx)

kr f (xxx)k gives the direction at which the

function increases the fastest; the direction � r f (xxx)
kr f (xxx)k gives the direction at which the

function decreases the fastest.

The proof is simply by applying the Cauchy-Schawz inequality.
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Interpretation in one-dimension. For n = 1, when f 0 > 0, f is increasing; when

f 0 < 0, f is decreasing. Thus the sign of f 0 tells us at which direction the function

increases/decreases.

Proposition 10.3 — Algebra Rules for Gradients. Given two functions f : X(✓Rn) 7!R

and g : X(✓Rn) 7!R, if both f , g are differentiable, the product and division are also

differentiable. In particular,

r(g f ) = g(r f ) + f (rg)

r( f /g) =
gr f � frg

g2

Theorem 10.1 — Mean-Value Theorem. Let f : X ✓Rm
7!Rn be differentiable in X,

and f = ( f1, f2, . . . , fn). If xxx and yyy are two points in X such that the line segment L

connecting xxx and yyy lies completely in X, then 9ccc1, ccc2, . . . , cccn 2 L such that

f j(xxx)� f j(yyy) = hr f j(cj), xxx� yyyi, j = 1,2, . . . ,n

or equivalently,

f (xxx)� f (yyy) = D f (ccc) ⇤ (xxx� yyy).

Proof. For fixed xxx,yyy, define a one-argument scalar function

f(t) = f (xxx + t(yyy� xxx)), 0 t  1

Applying MVT for one-variable, we derive

f(1)� f(0) = f0(t)(1� 0)

Or equivalently,

f (yyy)� f (xxx) = D f (xxx + t(yyy� xxx)
| {z }

ccc

) ⇤ (yyy� xxx) = hr f (ccc),yyy� xxxi
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⌅

When can we change the order of differentiation?

⌅ Example 10.2

f (x,y) =

8
>><

>>:

xy
x2
� y2

x2 + y2 , (x,y) 6= (0,0)

0, x = y = 0

After messy computation, we find

∂2 f
∂x∂y

(0,0) =
∂

∂x


∂ f
∂y

�
(0,0) = 1 6= �1 =

∂2 f
∂y∂x

(0,0),

i.e., we cannot change the order of differentiation without a careful scrutiny. ⌅

Theorem 10.2 If f : E(✓Rn) 7!Rm has partial derivatives ∂2 f
∂xi∂xj

and ∂2 f
∂xj∂xi

, then

∂2 f
∂xi∂xj

=
∂2 f

∂xj∂xi

at every point x 2 E where both partial derivatives are continuous.

Corollary 10.2 Generalizing it into higher orders

Proof. w.l.o.g., assume i = 1, j = 2. Define

F(h1, h2) = f (x1 + h1, x2 + h2)� f (x1 + h1, x2)� f (x1, x2 + h2) + f (x1, x2)

where the rectangle with vertices (x1, x2), (x1 + h1, x2), (x1, x2 + h2), (x1 + h1, x2 + h2)

are in E. We Define

f(t) = f (x1 + th1, x2 + h2)� f (x1 + th1, x2),

then

F(h1, h2) = f(1)� f(0) = f0(q1)
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Note that

f0(t) =
∂ f
∂x1

(x1 + th1, x2 + h2)h1 �
∂ f
∂x1

(x1 + th1, x2)h1

which follows that

F(h1, h2) = f0(q1) =


∂ f
∂x1

(x1 + q1h1, x2 + h2)h1 �
∂ f
∂x1

(x1 + q1h1, x2)

�
h1

=
∂

∂x2

∂ f
∂x1

(x1 + q1h1, x2 + q2h2)h2h1

=
∂2 f

∂x2∂x1
(x1 + q1h1, x2 + q2h2)h1h2

Applying the same trick, we derive

∂2 f
∂x2∂x1

(x1 + q1h1, x2 + q2h2)h1h2 = F(h1, h2) =
∂2 f

∂x1∂x2
(x1 + q3h1, x2 + q4h2)h1h2

or
∂2 f

∂x2∂x1
(x1 + q1h1, x2 + q2h2) =

∂2 f
∂x1∂x2

(x1 + q3h1, x2 + q4h2)

for some q1,q2,q3,q4 between (0,1). Taking h1, h2! 0, we conclude that

∂2 f
∂x2∂x1

(x1, x2) =
∂2 f

∂x1∂x2
(x1, x2)

⌅
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10.2. Friday
This lecture will talk about Taylor expansion and its applications, during which we

will also have a brief review of linear algebra.

10.2.1. Multi-variate Taylor’s Theorem

Recap for one-dimension. Given a function f : R! R with f 2 C
n, its Taylor’s

expansion is given by:

f (x) = f (x0)+ f 0(x0)(x� x0)+
f 00(x0)

2
(x� x0)

2 + · · ·+
f (n�1)(x0)
(n� 1)!

(x� x0)
n�1 +Rn(x; x0),

with

Rn(x; x0) =
1

(n� 1)

Z x

x0

f (n)(t)(x� t)n�1 dt

Generalization into m-argument case.

Theorem 10.3 — Taylor’s Theorem. Given a function f : Rm
! R with f 2 C

n, for

the fixed point xxx, and hhh = (h1, h2, . . . , hm), we have

f (xxx + hhh) = f (xxx) +
n�1

Â
k=1

1
k!

✓
h1

∂

∂x1
+ h2

∂

∂x2
+ · · ·+ hm

∂

∂xm

◆k
f (xxx) + Rn(xxx; hhh),

(10.3a)

with

Rn(xxx; hhh) =
Z 1

0

(1� t)n�1

(n� 1)!

✓
h1

∂

∂x1
+ h2

∂

∂x2
+ · · ·+ hm

∂

∂xm

◆n
f (xxx + thhh)dt (10.3b)

Proof. We apply the Taylor’s theorem in one-dimension case to finish he proof. Let

f(t) = f (xxx + thhh),
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which follows that

f(t) = f(0) + f0(0)t + · · ·+
f(n�1)(0)
(n� 1)!

tn�1 +
1

(n� 1)!

Z t

0
f(n)(t)(t � t)n�1 dt

(10.4a)

f(t := 1) = f(0) + f0(0) + · · ·+
1

(n� 1)!

Z 1

0
f(n)(t)(1� t)n�1 dt (10.4b)

Take f0(0) as an example of computation:

f0(0) = hr f (xxx + thhh), hhhi|t=0

= hr f (xxx), hhhi

= h1
∂ f
∂x1

+ · · ·+ hm
∂ f

∂xm

=

✓
h1

∂

∂x1
+ · · ·+ hm

∂

∂xm

◆
f

Taking such operator k times, we obtain

f(k)(0) =
✓

h1
∂

∂x1
+ · · ·+ hm

∂

∂xm

◆k
f (10.4c)

Substituting (10.4c) into (10.4b), we obtain the desired result.

⌅

R Let’s abuse the notation to let ∂i denote ∂
∂xi

; the term
⇣

h1
∂

∂x1
+ h2

∂
∂x2

+ · · ·+ hm
∂

∂xm

⌘k

denotes a kind of operator, e.g.,

(h1∂1 + h2∂2)
3 = h3

1(∂1)
3 + 3h2

1(∂1)
2h2∂2 + 3h1∂1h2

2(∂2)
2 + h3

2(∂2)
3

R We introduce the multi-index expression for Taylor’s Theorem. Let aaa =

(a1, . . . ,am) with aj’s are non-negative integers, with the operators

|aaa| = a1 + · · ·+ am (10.5a)

aaa! = a1!a2! · · ·am! (10.5b)
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Let aaa = (a1, . . . , am), with the operator multiplication-combined component-

wise powers:

aaaaaa := aa1
1 · · · aam

m (10.5c)

We can re-write the binomial equation with the terms defined above:

(a1 + a2 + · · ·+ am)
k = Â

|aaa|=k

k!
a1! · · ·am!

aa1
1 · · · aam

m

= Â
|aaa|=k

k!
aaa!

aaaaaa
(10.5d)

Define the combinatorial derivatives:

Daaa f :=
∂|aaa| f

∂a1 x1 · · ·∂am xm
(10.5e)

and therefore the k-th sub-term for the summation term in (10.3a) can be

expressed as:

Â
i1+···+im=k

∂k

∂i1 x1 · · ·∂im xm
f (xxx)hi1

1 · · ·him
m = Â

|aaa|=k

k!
aaa!

Daaa f (xxx)hhhaaa (10.5f)

Substituting (10.5e) and (10.5f) into (10.3a), we can express the Taylor’s

formula in multi-index form:

f (xxx + hhh) =
n�1

Â
|aaa|=0

1
aaa!

Daaa f (xxx)hhhaaa + Â
|aaa|=n

n
Z 1

0

(1� aaa)n�1

aaa!
Daaa f (xxx + thhh)hhhaaa dt (10.6)

10.2.2. Application: Optimality Condition
Necessary optimal condition.

Theorem 10.4 Given a function f : U(xxx0) ✓ Rm
! Rn, where U(xxx0) denotes a

neighborhood of xxx0, suppose f has all the partial derivatives at xxx0. If f has a local
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extremum (max or min) at xxx = xxx0, then

∂ f
∂x1

(xxx0) = · · · =
∂ f

∂xm
(xxx0),

i.e., the local extremum of xxx0 implies the critical point of xxx0.

Proof. Let xxx0 = (x0
1, . . . , x0

m). To show ∂1 f (xxx0) = 0, we fix all entries of xxx0 except for

x0
1, i.e., set f(x1) = f (x1, x0

2, . . . , x0
m). For this one-variable function f, it has a local

extremum at x1 = x0
1 implies f0(x0

1) = 0, i.e.,

f0(x0
1) =

∂ f
∂x1

(x0
1, . . . , x0

m)

The similar results hold for ∂2 f (xxx0), . . . ,∂m f (xxx0). ⌅

Theorem(10.4) is the necessary optimality condition. Before turning into the sufficient

condition, let’s have a brief review on linear algebra, or specifically, diagonalization.

Recap about Diagonalization.

Definition 10.5 [Positive Definite] A m⇥m symmetric matrix AAA is said to be

1. positive definite if xxxT AAAxxx > 0 for 8xxx 2Rm
\ {000}; or equivalently, all its eigenvalues

are strictly positive

2. negative definite if �AAA is positive definite.

⌅

Theorem 10.5 — Spectral Theorem. Any real symmetric matrix AAA 2 Sm admits the

eigen-decomposition

AAA = QQQDDDQQQT,

with DDD 2Rm⇥m to be diagonal; QQQ 2Rn⇥n to be orthogonal.

R Theorem (10.5) gives us the sufficient condition of diagonalization: real and

symmetric. Since the Heessian matrix satisfies such a condition, we can

diagonalize it without careful scrutiny.
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Sufficient Optimality Condition.

Theorem 10.6 Given a function f : U(xxx0) ✓ Rm
! R that is C

2, suppose xxx0 is a

critical point (i.e., r f (xxx0) = 000).

1. If the matrix ( ∂2 f
∂xi∂xj

)m⇥m is positive definite, then xxx0 is a local minimum point

2. If the matrix ( ∂2 f
∂xi∂xj

)m⇥m is negative definite, then xxx0 is a local maximum point

3. Otherwise no further information.

Proof. We show the case 1 first.

Suppose hhh = (h1, . . . , hm) 2Rm, then apply second order Taylor expansion at xxx0:

f (xxx0 + hhh) = f (xxx0) +
1
2!

m

Â
i,j=1

∂2 f
∂xi∂xj

(xxx0)hihj + o(khhhk2) (10.7a)

= f (xxx0) + khhhk2

"
1
2!

m

Â
i,j=1

∂2 f
∂xi∂xj

hi
khhhk

hj

khhhk
+ o(1)

#
(10.7b)

Define aij =
∂2 f

∂xi∂xj
, qi =

hi
khk with qqq to be a unit vector, we can rewrite the summation

term in (10.7b) as the quadratic form:

m

Â
i,j=1

∂2 f
∂xi∂xj

hi
khhhk

hj

khhhk
= qqqT AAAqqq = hAAAqqq,qqqi (10.7c)

Furthermore, we can derive a strictly positive lower bound on (10.7c) by applying

spectral theorem:

hAAAqqq,qqqi = hQQQDDDQQQTqqq,qqqi (10.7d)

= hDDDQQQqqq, QQQqqq
|{z}

yyy

i = yyyTDDDyyy (10.7e)

=
m

Â
i=1

liy2
i , (10.7f)

where li > 0 are the diagonal entries of DDD, i.e., eigenvalues of AAA; yi is the i-th entry

of the unit vector yyy. To give a bound on hAAAqqq,qqqi, we set yi = 0 except for the smallest
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eigenvalues of AAA, i.e.,

hAAAqqq,qqqi � min
kqqqk=1

hAAAqqq,qqqi = min
kyyyk=1

m

Â
i=1

liy2
i = lmin(AAA) > 0 (10.7g)

Substituting (10.7g) into (10.7b), we imply that

f (xxx0 + hhh) � f (xxx0) + khhhk2 [lmin(AAA) + o(1)] � f (xxx0), (10.7h)

which shows that xxx0 is the local minimum point. The case 2 can be shown similarly. ⌅

Actually, we can simplify the messy steps from (10.7d) to (10.7g) with a simple fact in

linear algebra:

Theorem 10.7 — Courant-Fischer Formula. Let AAA 2 Rm be a real symmetric ma-

trix with lmax,lmin to be the max. and min. eigenvalues of AAA, respectively. Then

lmax,lmin can be characterized as:

lmax = maxxxx2Rm,kxxxk2=1 xxxTAAAxxx, lmin = minxxx2Rm,kxxxk2=1 xxxT AAAxxx.

We will study the implicit function theorem in next lecture with a wonderful proof.
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Chapter 11

Week11

11.1. Wednesday
Announcement. Our second quiz will happen next Friday (November 30), from

1:00 to 2:20 pm in the room Zhiren 205. The emphasis will be the content after the

mid-term.

11.1.1. Recap

Given a function f : Rm
! R, suppose xxx0 2 Rm. The point xxx0 is said to be a critical

point if D f (xxx0) = 0, i.e., ∂ f
∂xj

(xxx0) = 0, j = 1,2, . . . ,m.

Definition 11.1 [Critical Point] The point xxx0 2 Rm is said to be a critical point of

f : Rm
!Rn if the Jacobian matrix at xxx = xxx0

D f (xxx0) =

0

BBBB@

∂ f1
∂x1

· · ·
∂ f1
∂xm

...
. . .

...
∂ fn
∂x1

· · ·
∂ fn
∂xm

1

CCCCA

n⇥m

is rank deficient, i.e., rank(D f (xxx0)) < min{n,m}. ⌅

Perhaps many classmates are confused with the size and notation of multi-variate

formulas. Let’s raise some rules to help you minimize errors:

1. Any vector is viewed as a column vector

2. The gradient r f of a scalar function of n-argument f : Rn
!R is also viewed as
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a column vector.

3. The Jacobian matrix D f of a vector function f : Rn
! Rm with components

f1, . . . , fm is the m⇥n matrix whose rows are the transposed vectorsrT f1, . . . ,rT fm,

i.e.,

D f =

0

BBBB@

r
T f1
...

r
T fm

1

CCCCA

Theorem 11.1 — Sufficient Optimality Condition. Given a function f : U(xxx0)(✓

Rm)!R, suppose xxx0 is a critical point, then

1. If the Hessian matrix
⇣

∂2 f
∂xi∂xj

(xxx0)
⌘
� 0, then xxx0 is the local minimum

2. If the Hessian matrix
⇣

∂2 f
∂xi∂xj

(xxx0)
⌘
� 0, then xxx0 is the local maximum

3. Otherwise, the Hessian matrix gives no further information.

Proof. Taylor expansion f (xxx0 + hhh) at point xxx = xxx0:

f (xxx0 + hhh) = f (xxx0) +
1
2!

m

Â
i,j=1

∂2 f
∂xi∂xj

(xxx0)hihj + o(khhhk2),

Then apply the definiteness of Hessian matrix to bound the second term on RHS. ⌅

⌅ Example 11.1 Given the function f (x,y) = x4 + y4
� 2x2, we have

r f =

0

B@
4x(x� 1)(x + 1)

4y3

1

CA ,

which induces three critical points (�1,0), (0,0), (1,0), i.e., candidates for extreme points.

• The Hessian matrix is given by:

HHH =

0

B@
12x2

� 4 0

0 12y2

1

CA
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The Hessian matrix evaluated at these critial points might give the further information

on extreme points:

(�1,0)

0

B@
8 0

0 0

1

CA positive semi-definite

Therefore, we cannot determine whether (�1,0) is extreme point or not. Similarly,

the Hessian matrix evaluated on the remaining two points are neither PD or ND,

thus all these three points cannot be determined to be extreme point or not.

• However, by term arrangement,

f (x,y) = x4 + y4
� 2x2 = (x2

� 1)2 + (y4
� 1) � 0

Thus at (±1,0), this function achieves its minimum value, i.e., (±1,0) are (strictly)

local minimum. At small neighborhood of (0,0), as h! 0, f (h, 0) is increasing; and

f (0, h) is decreasing.

⌅

11.1.2. Introduction to Implicit Function Theorem
The remaining lecture will discuss the proof of Implicit Function Theorem (IFT), which

is an intuitive and elementary style.

Motivation. The purpose of this theorem is to understand the relation of some

variables with others. Let’s begin with a simple example.

⌅ Example 11.2 Suppose we have the relation

F(x,y) := x2 + y2
� 1 = 0 (11.1)

This relation is just the unit circle, plotted in the Fig (11.2).

This relation shows that the location of y is dependent with x. We want to study
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under which condition can we have the one-to-one relation between x and y, say y = f (x).

For axample, the relation (11.1) pre-assumes the relation

y =
p

1� x2

near the small neighborhood of x0. However, when x0 = ±1, we can not obtain such a

one-to-one relation.

Figure 11.1: The set of all points in R2 satisfying relation (11.1)

⌅

In other words, our interest is to answer the question

How is it possible to find out implicitly, the relation(11.1) can be repre-

sented as a one-to-one mapping y = f (x)?

The IFT gives sufficient condition for that. Moreover, after obtaining a form of function

(one-to-one mapping), we could perform something fancy such as differentiation,

integration, and otherwise. The IFT also gives the differential form of the function we

have obtained.

First let’s talk about IFT in two-variable case.
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Theorem 11.2 — Elementary Version of IFT. Let F : U(x0,y0)(✓ R2)! R be a C
p

(p � 1) function, with

1. F(x0,y0) = 0

2. ∂F
∂y (x0,y0) 6= 0.

Then there exists a neighborhood of (x0,y0), say Ix ⇥ Iy ✓U(x0,y0) with

Ix = {x 2R | |x� x0| < a}, Iy = {y 2R | |y� y0| < b},

and an unique function f 2 C
p(Ix; Iy) satisfying

F(x,y) = 0() y = f (x), 8(x,y) 2 Ix ⇥ Iy (11.2)

f 0(x) = �
∂F
∂x
∂F
∂y
(x, f (x)) (= �

Fx

Fy
(x, f (x))) (11.3)

The proof are given below, and we use some diagrams to help you understand it.

Step 1: Applying the continuity of F. w.l.o.g., assume Fy(x0,y0) > 0. Due to the

continuity, pick neighbborhood of (x0,y0), say Ũ(x0,y0) such that

Fy(x,y) > 0, 8(x,y) 2 Ũ(x0,y0) (11.4)

Pick small b > 0, such that the line segment

l := {(x0,y) | |y� y0| < b} ✓ Ũ, (11.5)

i.e., Fy > 0 on l, which implies F(x0,y� b) < 0 and F(x0,y + b) > 0.

By continuity of F, there 9 small a > 0 such that

F < 0 on {(x,y0 � b) | |x� x0| < a} (11.6)

F > 0 on {(x,y0 + b) | |x� x0| < a} (11.7)
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Figure 11.2: Interpretation of the constructive proof

By applying intermediate value theorem, there 9 y = f (x) such that F(x,y) = 0.

Note the the uniqueness of f is guarnteed since Fy > 0 on Ũ(x0,y0), i.e., the zero of F

(on Ũ(x0,y0)) is unique for fixed x.

Step 2: Show the continuity of f on Ix. Firstly, to show that f is continuous at

x0, it suffices to show that for fixed # > 0,

9d > 0 such that | f (x)� f (x0)| < # for 8 x such that |x� x0| < d (11.8)

Replace b with #, and pick d := a in step1, the relation (11.8) holds clearly.

To show the continuity of f on the whole interval Ix, it suffices to repeat the

arguments in step1 by replacing x0 with any other points in Ix.
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Step3: Show the differentiability of f . For any x 2 Ix, pick small Dx such that

x + Dx 2 Ix. Define y := f (x) and y + Dy := f (x + Dx), which follows that

0 = F(x + Dx,y + Dy)� F(x,y) (11.9)

= hrF(x + qDx,y + qDy),

0

B@
Dx

Dy

1

CAi (11.10)

= Fx(x + qDx,y + qDy)Dx + Fy(x + qDx,y + qDy)Dy (11.11)

where (11.9) is because F(x + Dx,y + Dy) = F(x + Dx, f (x + Dx)) and then applying

(11.2); (11.10) is by applying mean-value theorem (q 2 [0,1]); (11.11) is just term

arrangement.

Therefore, solving (11.11) for Dy/Dx, we derive:

Dy
Dx

= �
Fx(x + qDx,y + qDy)
Fy(x + qDx,y + qDy)

!�
Fx

Fy
(x, f (x)), (11.12)

as Dx! 0. In other words, f 0 = � Fx
Fy
(x). The differentiability of f is shown thereby.

Alternative approach for evaluating the derivative of f . Once we have the

differentiability condition, we could also evaluate the derivative directly. Note that

f(x) := F(x, f (x)) = 0 for 8x 2 Ix. Differentiating f(x) = 0 both sides leads to

0 = f0(x) = Fx + Fy f 0 in Ix

and therefore f 0 = �Fx/Fy in Ix.

Step4: Show that f 2 C
p. If p = 2, then the RHS of (11.3) is differentiable w.r.t. x,

and we find

f 00 = �
[Fxx + Fxy · f 0]Fy � Fx[Fxy + Fyy · f 0]

[Fy]2

The case for p > 2 can be shown by induction.
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Theorem 11.3 — Simple Generalization. Let F(x1, . . . , xn;y) : U(xxx0,y0)(✓Rm+1)!R

be C
p function with p � 1. Suppose

1. F(xxx0,y0) = 0

2. ∂F
∂y (xxx0,y0) 6= 0

Then there exists a neighborhood of (x0,y0), say Ixxx ⇥ Iy ✓U(xxx0,y0) with

Ixxx = {xxx 2Rm
| kxxx� xxx0k < a}, Iy = {y 2R | |y� y0| < b},

and an unique function f 2 C
p(Ixxx, Iy) satisfying

F(x1, . . . , xm,y) = 0() F(x1, . . . , xm, f (xxx)) = 0, 8(xxx,y) 2 Ixxx ⇥ Iy (11.13)

∂ f
∂xj

= �

∂F
∂xj

∂F
∂y

j = 1, . . . ,m (11.14)

Proof. The proof for the case j = 1 is just by fixing all variables in the functions

F(x1, . . . , xm,y) except x1 and y, and then following the same argument in Theorem(11.2)

⌅
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11.2. Friday

11.2.1. Analysis on IFT

This lecture will talk about the full verison of IFT.

Elementrary Version. Let F : U(x0,y0)(✓R2)!R be a C
p, p� 1 function such that

1. F(x0,y0) = 0,

2. Fy(x0,y0) 6= 0.

Then we imply that there exists a neighorhood of (x0,y0), say Ix ⇥ Iy with

Ix = {x | |x� x0| < a}, Iy = {y | |y� y0| < b} ,

and a unique function f 2 C
p(Ix; Iy) such that

F(x,y) = 0() y = f (x), 8(x,y) 2 Ix ⇥ Iy

f 0(x) = �
∂F
∂x
∂F
∂y
(x, f (x)) (= �

Fx

Fy
(x, f (x))

Generalized version. Let F : U(xxx0,y0)(✓Rm
⇥R)!R be a C

p, p � 1 function such

that

1. F(xxx0,y0) = 0,

2. Fy(xxx0,y0) 6= 0.

Then we imply that there exists a neighborhood of (xxx0,y0), say Ixxx ⇥ Iy with

Ixxx = {xxx 2Rm
| |xxx� xxx0| < a}, Iy = {y 2R | |y� y0| < b},

and a unique function f 2 C
p(Ixxx; Iy) such that

F(xxx,y) = 0() y = f (xxx) 8(xxx,y) 2 Ixxx ⇥ Iy

D f (xxx) = �
1

Fy(xxx, f (xxx))
DxxxF(xxx, f (xxx))
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where D f (xxx) =rT f (xxx), and DxxxF(xxx, f (xxx)) =rT
xxx F(xxx, f (xxx)).

Full Version. Let F : U(xxx0,yyy0)(✓Rm
⇥Rn)!Rn be a C

p, p � 1 function such that

1. F(xxx0,yyy0) = 000

2. DyyyF(xxx0,yyy0) is invertible

Then we imply that there exists a neighborhoood of (xxx0,yyy0), say Ixxx ⇥ Iyyy, with

Ixxx = {xxx 2Rm
| |xxx� xxx0| < a}, Iyyy = {yyy 2Rn

| |yyy� yyy0| < b},

and a unique function f 2 C
p(Ixxx; Iyyy) such that

F(xxx,yyy) = 0() yyy = f (xxx) 8(xxx,yyy) 2 Ixxx ⇥ Iyyy

D f (xxx) = �[DyyyF(xxx, f (xxx))]�1DxxxF(xxx, f (xxx))

where D f (xxx) 2Rn⇥m; DyyyF(xxx, f (xxx)) 2Rn⇥n; and DxxxF(xxx, f (xxx)) 2Rn⇥m.

Proof. Fix m, induction on n.

1. As n = 1, it is done.

2. The rest are similar to the proof in elementary version.

Check the detail in Zorich’s book from Page 490 to Page 494. ⌅

R Pay attention to the order of matrix multiplication and the matrix size when

applying full version IFT.

11.2.2. Applications on IFT
When does a mapping has its inverse locally?. Firstly, we aim to answer two

questions:

1. When does a mapping has its inverse?

2. What is the derivative of the mapping’s inverse?
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Definition 11.2 [diffeomorphism] A mapping f : U(✓ Rm)! V ✓ Rm is called a C
p-

diffeomorphism (p = 0,1,2, . . . ) if

1. f 2 C
p(U;V);

2. f is a bijection

3. f�1
2 C

p(U;V)

⌅

Theorem 11.4 — Inverse Function Theorem. If the function f : E!Rm, with E to be

a domain (pre-assume its connectedness) in Rm, is such that

1. f 2 C
p(E;Rm), p � 1

2. yyy0 = f (xxx0) for a xxx0 2 E

3. D f (xxx0) is invertible, where xxx0 2 E

Then we imply that

1. f is invertible near xxx0. Furthermore, there exists a neighborhood of (xxx0,yyy0),

say U(xxx0)⇥V(yyy0) such that f : U(xxx0)! V(yyy0) is a C
p-diffeomorphism

2. Suppose g = f�1 : V(yyy0)!U(xxx0), then

Dg(yyy) = [D f (g(yyy))]�1

Proof. Construct a function

F(xxx,yyy) : f (xxx)� yyy = 000 with F : E⇥Rm
!Rm (11.15)

It suffices to solve F(xxx,yyy) = 0 w.r.t. xxx. It is easy to verify that

F 2 C
p(E⇥Rm;Rm), p � 1; (11.16a)

F(xxx0,yyy0) = 0; (11.16b)

DxxxF(xxx0,yyy0) = D f (xxx0) is invertible, (11.16c)

i.e., the hypotheses of IFT is satisfied. By applying IFT, we imply that there exists
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a neighborhood Ixxx = {xxx 2 E | |xxx � xxx0| < a} and Iyyy = {yyy 2 Rm
| |yyy � yyy0| < b} and

g 2 C
p(Iyyy; Ixxx) such that

F(xxx,yyy) = 0() xxx = g(yyy), 8(xxx,y) 2 Ixxx ⇥ Iyyy (11.17a)

Dg(yyy) = �[DxxxF(g(yyy),yyy)]�1DyyyF(g(yyy),yyy). (11.17b)

Substituting (11.17a) into (11.15), we derive that f (g(yyy)) = yyy iff xxx = g(yyy), i.e., g is

C
p-diffeomorphism, i.e., f is C

p-diffeomorphism.

Also, note that DyyyF(g(yyy),yyy) = �III, and substituting it into (11.17b), we derive

Dg(yyy) = [D f (xxx)]�1

⌅

When does a vector function admits its canonical form? . In linear algebra

we have learnt various ways of decomposition. One of the most useful one is SVD

decomposition, i.e., a matrix AAA can be decomposed as UUUSVVV, where

1. S is a matrix with zeros on the off-diagonal, and r non-zero entries on the

diagonal (r = rank(AAA)).

2. UUU and VVV are unitary matrices satisfying UUUUUUT = III;VVVVVVT = III.

We can say that any matrix admits its SVD canonical form. We aim to generalize it into

functional space.

Notations and Conventions. The proof of the functional rank theorem may be

messy. To simplify it, we adopt the notation ∂( f1,..., fm)
∂(x1,...,xn)

to denote the Jacobian matrix

of f : Rn
! Rm. Also, we define the generlized rank for a vector function (may be

non-linear):

Definition 11.3 [Rank] The rank of a vector function f : U(✓ Rm)! Rn at a point

xxx 2U is defined to be the rank of D f (xxx). ⌅
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Theorem 11.5 — Rank Theorem. Let f : U(xxx0)(✓Rm)!Rn be a function such that

1. yyy0 := f (xxx0);

2. f 2 C
p(U(xxx0);Rn);

3. f has the same constant rank k for 8xxx 2U(xxx0);

then there exists a neighborhood of (xxx0,yyy0), say N(xxx0) ⇥ N(yyy0), and two C
p
�

diffeomorphism with

uuu = f(xxx) for xxx 2 N(xxx0), vvv = y(yyy) for yyy 2 N(yyy0),

such that the mapping vvv = y � f � f�1(uuu) takes the form

uuu := (u1, . . . ,uk,uk+1, . . . ,um) 7! vvv = (v1, . . . ,vn) := (u1, . . . ,uk,0, . . . ,0)

R In other words, the theorem asserts that if given the mapping yyy = f (xxx) and if

the hypotheses in Theorem (11.5) are satisfied, then there exists one way of

change of variable uuu = f(xxx),vvv = y(yyy), such that the mapping induced from

the change of variable vvv = y � f � f�1(uuu) has the coordinate representation

uuu := (u1, . . . ,uk,uk+1, . . . ,um) 7! vvv := (u1, . . . ,uk,0,0, . . . ,0).

Figure 11.3: The canonical form representation of y � f � f�1
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Proof:

Step 1: Show that the k-th order principal minor of Jacobian matrix is

non-singular on some neighborhood. Since rank(D f (xxx0)) = k, by re-ordering the

coordinates, we can assume that the k-th order principal minor, say ∂( f1,..., fk)
∂(x1,...,xk)

(xxx0) has

k independent columns, i.e., non-singular. Due to the continuity of matrix function

det(·) and C
p function f , we imply that rank(D f (xxx)) = k for xxx in some neighborhood

of xxx0.

Step 2: Construct a C
p-diffeomorphism f. Construct a mapping f defined in

U(xxx0): 0

BBBBBBBBBBBBBB@

u1
...

uk

uk+1
...

um

1

CCCCCCCCCCCCCCA

= f(xxx) =

0

BBBBBBBBBBBBBB@

f1(xxx)
...

fk(xxx)

xk+1
...

xm

1

CCCCCCCCCCCCCCA

(11.18)

Whether this mapping has its inverse? The Jacobian matrix of f for xxx 2 U(xxx0) is

given by:

JJJ =

0

B@
∂( f1,..., fk)
∂(x1,...,xk)

∂ f1,..., fk
∂(xk+1,...,xm)

000 III

1

CA

[k+(m�k)]⇥[k+(m�k)]

,

with the determinant |JJJ|= |
∂( f1,..., fk)
∂(x1,...,xk)

| · |III| 6= 0, i.e., the mapping f(xxx0) has non-singular

Jacobian matrix.

By applying inverse function theorem, we derive that f(xxx) is a C
p-diffeomorphism

on N(xxx0), where N(xxx0) is some neighborhood of xxx0.

148



Step 3: Study the mapping f � f�1. Considering the relation (11.18), we can see

the mapping g := f � f�1 has the representation:

0

BBBBBBBBBBBBBB@

y1
...

yk

yk+1
...

yn

1

CCCCCCCCCCCCCCA

= f � f�1(uuu) =

0

BBBBBBBBBBBBBB@

u1
...

uk

gk+1(u1, . . . ,um)
...

gn(u1, . . . ,um)

1

CCCCCCCCCCCCCCA

(11.19)

On the one hand, its Jacobian matrix by chain rule is given by Dg(uuu) = D f (f�1(uuu)) ⇤

Df�1(uuu), with rank(D f (f�1(uuu))) = rank(D f (uuu)) = m and rank(Df�1(uuu))  m. Ap-

plying the relation rank(AAABBB) = rank(AAA) for invertible BBB, we derive that the matrix

Dg(uuu) has rank k for every point uuu 2 f(N(xxx0)).

On the other hand, direct computation of the Jacobian matrix for the mapping

(11.19) yields

Dg(uuu) =

2

64
III 000

∂(gk+1,...,gn)
∂(u1,...,uk)

∂(gk+1,...,gn)
∂(uk+1,...,um)

3

75

[k+(n�k)]⇥[(k+(m�k)]

Since rank(Dg(uuu)) = k, we conclude that ∂(gk+1,...,gn)
∂(uk+1,...,um)

is a zero matrix, which implies

that (gk+1, . . . , gn) is independent of (uk+1, . . . ,um). Thus the mapping (11.19) can be

re-written as: 0

BBBBBBBBBBBBBB@

y1
...

yk

yk+1
...

yn

1

CCCCCCCCCCCCCCA

= f � f�1(uuu) =

0

BBBBBBBBBBBBBB@

u1
...

uk

gk+1(u1, . . . ,uk)
...

gn(u1, . . . ,uk)

1

CCCCCCCCCCCCCCA

(11.20)
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Step 4: Construct a C
p-diffeomorphism y. Construct a mapping y defined in a

neighborhood of yyy0, say N̂(yyy0):

0

BBBBBBBBBBBBBB@

v1
...

vk

vk+1
...

vn

1

CCCCCCCCCCCCCCA

= y(yyy) =

0

BBBBBBBBBBBBBB@

y1
...

yk

yk+1 � gk+1(y1, . . . ,yk)
...

yn � gn(y1, . . . ,yk)

1

CCCCCCCCCCCCCCA

(11.21)

It’s clear that the mapping y is a C
p function in N(yyy0), and its Jacobian matrix has the

form:

Dy(yyy0) =

2

64
III 000

�
∂(gk+1,...,gn)

∂(y1,...,yk)
III

3

75 ,

which has the determinant 1, i.e., is non-singular.

Applying inverse function theorem, we derive that f(yyy0) is C
p-diffeomorphism on

N(ttt0), where N(yyy0) ✓ N̂(yyy0) is some neighborhood of yyy0.

Step 5: Study the mapping y � f � f�1. Hence, y � f � f�1 = y � g. Applying

the relation (11.20) and (11.21), we see that the mapping y � g has the canonical

representation:

y � g

0

BBBBBBBBBBBBBB@

u1
...

uk

uk+1
...

um

1

CCCCCCCCCCCCCCA

= y

0

BBBBBBBBBBBBBB@

u1
...

uk

gk+1(u1, . . . ,uk)
...

gn(u1, . . . ,uk)

1

CCCCCCCCCCCCCCA

=

0

BBBBBBBBBBBBBB@

u1
...

uk

0
...

0

1

CCCCCCCCCCCCCCA

The proof is complete.
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Application: What is the dimension of a sphere S2
✓R3?. Define the dimension

for the plane {(x,y,0) | (x,y) 2 [a,b]⇥ [c,d]} is 2. What is the dimension of the sphere

S2 = {(sinfcosq, sinfsinq, cosq) | f 2 [0,p),q 2 [0,2p)}

Define the mapping F(f,q) = (sinfcosq, sinfsinq, cosq) over the domain [0,p) ⇥

[0,2p). It’s easy to verify that rank(F) = 2. Thus for any point (f,q) 2 [0,p)⇥ [0,2p),

by rank theorem, there exists a way of change of variable such that the mapping f can

be transformed as:

(u1,u2) 7! (u1,u2,0),

i.e., that curved sphere can be bijectively mapped into a flat 2-dimension plane. Thus

dim(S2) = 2.

Comments on Quiz and Final. The quiz and final will emphasis the importance of

computation as well, e.g., how to apply chain rule to differentiate?, how to compute Jacobian

matrix, and the inverse? On the remaining Wednesday, we will continue to discuss the

application of IFT.
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Chapter 12

Week12

12.1. Wednesday

12.1.1. Recap for Rank Theorem

Inverse Function Theorem. Given a C
p function f : E(✓Rm) ✓Rm and D f (xxx0) is

invertible. Then we imply that there is a neighborhood U(xxx0)⇥V(yyy0) of (xxx0, f (xxx0))

such that f is a C
p-diffeomorphism between U(xxx0) and V(yyy0); moreover,

D( f�1)(yyy0) = (D f (xxx0))
�1

Rank Theorem. Given a C
p function f : U(xxx0)!Rn of constant rank k throughout

U(xxx0). Then there exists a neighborhood N(xxx0)⇥N( f (xxx0)) and two C
p-diffeomorphisms

uuu = f(xxx), xxx 2 N(xxx0) vvv = y(yyy),yyy 2 N(yyy0),yyy0 := f (xxx0),

such that the composition y � f � f�1 takes the form

(u1, . . . ,uk,uk+1, . . . ,um)! (u1, . . . ,uk,0,0, . . . ,0)

Outline of proof.
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Step 1: Identify that

f =

0

BBBBBBBBBBB@

f1
...

fk
...

fn

1

CCCCCCCCCCCA

, D f =
∂( f1, . . . , fn)
∂(x1, . . . , xm)

w.l.o.g., assume the first k⇥ k principal minors of D f (xxx0) to be non-singular. Since

det(·) and f are continuously differentiable, we imply that D f (xxx) is non-singular

for some neighborhood of xxx0, say N(xxx0).

Step 2: Then construct the map f(xxx)

f(xxx) =

0

BBBBBBBBBBBBBB@

f1(xxx)
...

fk(xxx)

xk+1
...

xm

1

CCCCCCCCCCCCCCA

=) Df =

0

B@
∂( f1,..., fk)
∂(x1,...,xk)

∂( f1,..., fk)
∂(xk+1,...,xm)

000 III

1

CA ,

by computing the determinant we assert that Df is invertible over N(xxx0), which

implies f is a differeomorphism.

Step 3: Define g := f � f�1 : f(N(xxx0))!Rn, then re-write g as

0

BBBBBBBBBBBBBB@

y1
...

yk

yk+1
...

yn

1

CCCCCCCCCCCCCCA

:= g(uuu) =

0

BBBBBBBBBBBBBB@

u1
...

uk

gk+1(uuu)
...

gn(uuu)

1

CCCCCCCCCCCCCCA

=) Dg =

0

B@
III 000

∂(g1,...,gk)
∂(u1,...,uk)

∂(gk+1,...,gn)
∂(uk+1,...,un)

1

CA ,

which implies the lower right corner should be zero matrix since rank(Dg) =

rank(D f [f�1] · Df�1) = k.
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In other words, (gk+1, . . . , gn)(uuu) depends only on the first k variables. Thus

rewrite g as: 0

BBBBBBBBBBBBBB@

y1
...

yk

yk+1
...

yn

1

CCCCCCCCCCCCCCA

=

0

BBBBBBBBBBBBBB@

u1
...

uk

gk+1(u1, . . . ,uk)
...

gn(u1, . . . ,uk)

1

CCCCCCCCCCCCCCA

Step 4: Define the map vvv = y(yyy):

0

BBBBBBBBBBBBBB@

v1
...

vk

vk+1
...

vn

1

CCCCCCCCCCCCCCA

=

0

BBBBBBBBBBBBBB@

y1
...

yk

yk+1 � gk+1(y1, . . . ,yk)
...

yk+1 � gn(y1, . . . ,yk)

1

CCCCCCCCCCCCCCA

With careful computation, we find

y � f � f�1(uuu) = y � g(uuu) = y

0

BBBBBBBBBBBBBB@

u1
...

uk

gk+1(uuu)
...

gn(uuu)

1

CCCCCCCCCCCCCCA

=

0

BBBBBBBBBBBBBB@

u1
...

uk

0
...

0

1

CCCCCCCCCCCCCCA

R The rank theorem answers the question that whether we can flatten out the

curve at given point by some proper way of change of variables. The detailed

way for the change of variables follows the insights in the proof.
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⌅ Example 12.1 1. Define f (t) = (cos t, sin t), t 2R. Define t0 = p
4 .

Can we flatten out the curve f (t) near the point f (t0)?

• Note that

D f (t0) = (�

p
2

2
,
p

2
2

) 6= 0,

with rank 1. Moreover, rank(D f (t)) = 1 for some t in the neighborhood of t0.

Hence the answer is yes.

What is the specific way of the change of variables that makes f (t)

flat near f (t0)?

• Choose f(t) = cos t and f�1(u) = t = cos�1 u, which follows that

g(u) = f (f�1(u)) =

0

B@
cos(f�1u)

sin(f�1(u))

1

CA =

0

B@
u

sin(cos�1 u)

1

CA .

• Choose y(y) =

0

B@
y1

y2 � sin(cos�1 y1)

1

CA, which follows that

y � f � f�1(u) = y � f (cos�1 u)

= y

0

B@
coscos�1 u

sincos�1 u

1

CA = y

0

B@
u

sincos�1 u

1

CA =

0

B@
u

0

1

CA

2. f (x1, x2) = (x1 + x2, x1 � x2, x1x2).

Can we flatten out the curve of f near (0,0)?

• Check that

D f (x1, x2) =

0

BBBB@

1 1

1 �1

x2 x1

1

CCCCA
,

which is of rank 2 throughout R2, and therefore the answer is yes.

156



What is the specific way of the change of variables that makes f (t)

flat near f (0,0)?

• Define

f(x1, x2) =

0

B@
f1

f2

1

CA =

0

B@
x1 + x2

x1 � x2

1

CA

and therefore

g = f � f�1(u1,u2) = f

0

B@
u1+u2

2

u1�u2
2

1

CA =

0

BBBB@

u1

u2

u2
1�u2

2
4

1

CCCCA

• Define

y(y) =

0

BBBB@

y1

y2

y3 �
y2

1�y2
2

4

1

CCCCA
.

which follows that

y � f � f�1

0

B@
u1

u2

1

CA = y

0

BBBB@

u1

u2

u2
1�u2

2
4

1

CCCCA
=

0

BBBB@

u1

u2

0

1

CCCCA

⌅

12.1.2. Functional Dependence

In linear algebra we have talked about the linear independence:

Definition 12.1 [Vector Dependence] Given n vectors vvv1, . . . ,vvvn, they are linear indepen-

dent if the equation

a1vvv1 + · · ·+ anvvvn = 0

only has the trivial solution a1 = a2 = · · · = an. ⌅

Then we talk about the dependence between functions.
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Definition 12.2 [Dependence] A set of continuous functions { f1, . . . , fn : U!R}, where

U ✓ Rm is a neighborhood of xxx0 2 Rm, is said to be functionally independent if for

the undetermined continuous n-argument scalar function F, the function equation

F( f1(xxx), . . . , fn(xxx)) ⌘ 0, (12.1)

only has the trivial solution F ⌘ 0 in some neighborhood V of yyy0 := ( f1, . . . , fn)(xxx0). ⌅

Proposition 12.1 Let { f1, . . . , fn} be C
1 and the rank of

D f (xxx) =
∂( f1, . . . , fn)
∂(x1, . . . , xm)

(xxx)

is k at every xxx 2U, then

1. k = n implies { f1, . . . , fn} is functionally independent

2. k < n implies there exists a neighborhood of xxx0 and k functions f1, . . . , fk such

that the rest of (n� k) functions can be written as

fi(xxx) = gi( f1(xxx), . . . , fk(xxx))

for 8i = k + 1, . . . ,n, where gi are C
1 functions of k variables.

Proof. 1. Re-write (12.1) as F � f ⌘ 0. Applying rank theorem, there exists some

differemorphism f, y such that y � f � f�1 assigns (y1, . . . ,yn) into (y1, . . . ,yn),

i.e., it is an identity map iiiddd around some neighborhood of yyy0 := f (xxx0). Therefore,

F � f = F � y�1
� (y � f � f�1) � f = F � y�1

� iiiddd � f = F � y�1
� f ⌘ 0

Or equivalently,

F = 0 � f�1
� y ⌘ 0

2. Applying rank theorem and IFT gives the desired result.

⌅
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Chapter 13

Week13

13.1. Wednesday
Announcement. This lecture will quickly go through the Morse Lemma, and the

constraint optimization problem.

13.1.1. Morse Lemma
Recall that the rank theorem essentially contains the same idea as the SVD decomposi-

tion in linear algebra, i.e., we left and right composite functions to the original to obtain

its canonical form. Here we study other way of reduction of a smooth real-valued

function to its canonical form near a non-degenerate critical point.

Definition 13.1 [Non-degenerate critial point] Let xxx0 be a critical point of the function

f 2 C
2(U,R). The point xxx0 is called the non-degenerate critical point if the Hessian

HHH(xxx0) =


∂2

∂xi∂xj
(xxx0)

�

m⇥m

is invertible. ⌅

To show the local performance near the non-degenerate critical point, we apply the

Taylor expansion near xxx0 first:

f (xxx) = f (xxx0) +
1
2
(xxx� xxx0)

THHH(xxx0)(xxx� xxx0) + o(kxxx� xxx0k
2)

= f (xxx0) +
1
2

m

Â
i,j=1

∂2 f
∂xi∂xj

(xxx0)(xi � x0,i)(xj � x0,j) + o(kxxx� xxx0k
2)

(13.1)
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where xxx = (x1, . . . , xm) and xxx0 = (x0,1, . . . , x0,m).

The second term in the RHS of (13.2) is a symmetric quadratic form. Recall that

the linear algebraic approach to deal with the quadratic form xxxTAAAxxx is to transform

it into (QQQxxx)TLQQQxxx by the eigen-decomposition, the advantage of which is that L is

diagonal and thus this quadratic term is easy to compute. The Morse lemma essentially

contains the same idea.

Theorem 13.1 — Morse Lemma. Given a function f 2 C
3(U(xxx0),R) such that

U(xxx0) ✓Rm, suppose xxx0 2U is a non-degenerate critical point of f , then there ex-

ists a diffeomorphism f : V!U, where V⇥U is some neighborhood N(000)⇥N(xxx0)

(000 denotes the origin for Rm), such that for 8yyy 2 V,

( f � f)(yyy) = f (xxx0)� (y2
1 + · · ·+ y2

k) + (y2
k+1 + · · ·+ y2

m)

The proof of Morse Lemma relies on the Hadamard Lemma:

Proposition 13.1 — Hadamard Lemma. Let f 2 C
p(U,R) and p � 1, with U to be

a convex neighborhood of 000 2 Rm, and f (000) = 0. Then there exists functions gi 2

C
p�1(U,R), i = 1,2, . . . ,m, such that

f (xxx) := f (x1 . . . , xm) =
m

Â
i=1

xigi(x1, . . . , xm),8xxx 2U, (13.2)

for 8xxx 2U, where

gi(0) =
∂ f
∂xi

(0).

Proof for Hadamard Lemma. The Hadamard lemma follows from the directional deriva-
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tive integration:

f (x1, . . . , xm) =
Z 1

0

d
dt

f (tx1, tx2, . . . , txn)dt (13.3a)

=
Z 1

0
hr f (txxx), xxxidt (13.3b)

=
m

Â
j=1

Z 1

0

∂ f
∂xj

(tx1, . . . , txm)xj dt (13.3c)

=
m

Â
j=1

xj

Z 1

0

∂ f
∂xj

(tx1, . . . , txm)dt (13.3d)

=
m

Â
j=1

xjgj(x1, . . . , xm) (13.3e)

where (13.3a) reformulates f (xxx) into directional derivative form, which is well-defined

since U is convex; (13.3b) is by the chain rule; (13.3c) rewrites the inner product into

scalar form; (13.3e) is by setting gj(x1, . . . , xm) =
R 1

0
∂ f
∂xj

(tx1, . . . , txm)dt.

As a result,

gj(000) =
Z 1

0

∂ f
∂xj

(0)dt =
∂ f
∂xj

(0)

The proof is complete. ⌅

Proof for Morse Lemma. w.l.o.g., assume xxx0 = 0, and f (xxx0) = 0. Pick some convex neigh-

borhood U0 of xxx0. By applying Hadamard Kemma, there exists gj 2 C
2(U,R), i =

1, . . . ,m, such that for xxx 2U0(xxx0),

f (xxx) =
m

Â
i=1

xigi(xxx), (13.4)

where gi(xxx0) =
∂ f
∂xi

(xxx0) = 0.

By re-apping Haramard Lemma on gi(xxx), for xxx in some U(xxx0) ✓U0(xxx0),

gi(xxx) =
m

Â
j=1

xjhij(x1, . . . , xm), (13.5)

with

hij(xxx0) =
∂gi
∂xj

(xxx0) =
∂2 f

∂xj∂xi
(xxx0).
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Substituting (13.5) into (13.4), we have

f (xxx) =
m

Â
i=1

xigi(xxx) =
m

Â
i=1

xi

 
m

Â
j=1

xjhij(xxx)

!

=
m

Â
i,j=1

xixjhij(xxx)

However, hij(xxx) is not necessarily symmetric, i.e., hij(xxx) does not necessarily equal

to hji(xxx). Setting h̃ij =
hij+hji

2 , we have

f (xxx) =
m

Â
i,j=1

xixjhij(xxx) =
m

Â
i,j=1

xixjh̃ij(xxx) = xxxT[h̃hh(xxx)]xxx (13.6)

where [h̃hh(xxx)] is a m⇥m matrix with [h̃hh(xxx)]ij = h̃ij(xxx), and since hij(xxx) 2 C
1(U,R),

h̃ij(xxx0) =
1
2
(hij(xxx0) + hji(xxx0)) =

∂2 f
∂xi∂xj

(xxx0).

Therefore, [h̃hh(xxx)] admits eigenvalue decomposition. Since xxx0 is non-degenerate,

[h̃hh(xxx)] is invertible near xxx0, i.e., the diagonlized matrix of [h̃hh(xxx)] has all non-zero

diagonal entries. The diagonlization of quadratic form gives the desired result. ⌅

13.1.2. Equality Constrained Problem

The equality constrained problem aims to solve

min f (xxx)

hi(xxx) = 0, i = 1, . . . ,m
(13.7)

where f : Rn
!R, hi : Rn

!R are continuously differentiable functions. We study the

simplest case first.

Elementary Version. Given two functions f , g : U(✓Rm)!R, our goal is to maxi-

mize/minimize f with constraint g(xxx) = 0.
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Theorem 13.2 — Lagrange Multiplier Theorem. Let f , g : U!R both are C
1, xxx0 2U,

g(xxx0) = ccc0. Assume rg(xxx0) 6= 0. If f has a local max or local min at xxx0, then there

exists l 2R such that r f (xxx0) = lrg(xxx0).

R

1. The condition rg(xxx0) 6= 0 is called the constraint qualification. Without

such a condition, this theorem may not necessarily hold.

2. This theorem asserts that under constraint qualification, at local extreme

point xxx0, the cost gradient r f (xxx0) should be normal to the constraint

surface, i.e., co-linear with the constraint gradient rg(xxx0).

⌅ Example 13.1 Consider the optimization problem

min/max f (x,y,z) = x� y

such that g(x,y,z) := x2 + y2 + z2
� 1 = 0

(13.8)

The graphic for this optimization problem is shown below:

Figure 13.1: Illustration of Lagrange Multiplier Theorem
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Here the circile denotes the set {(x,y,z) | g(x,y,z) = 0}; the red line denotes the

level set {(x,y,z) | f (x,y,z) = ci}.

At the local minimum/maximum (x,y,z), the cost gradient

r f (x,y,z) = (1,�1,0)

is normal to the constraint surface, and is therefore, colinear with the constraint gradient

rh(x,y,z) = (2x,2y,2z).

Suppose r f (x,y,z)� lrg(x,y,z) = 0, we obtain:

1� 2lx = 0

1� 2ly = 0

0� l2z = 0

This nonlinear system of equations has 4 unknowns and 3 equations, and therefore

impossible to solve. Combining with the additional constraint equation 0 = g(x,y,z), we

are able to solve it:

(x,y,z) = (±

p
2

2
,⌥
p

2
2

,0), l = ±

p

2

These two points are candidates for extreme points. Since the constraint set is compact,

this optimization problem admits its global extreme points. Therefore, it is clear that

(
p

2
2 ,�

p
2

2 ,0) is the global maximum; and (x,y,z) = (�
p

2
2 ,
p

2
2 ,0) is the global minimum

⌅

Proof.

Step 1: Show that the tangent plane of the constraint set S := {xxx : g(xxx) = ccc} at xxx0 is

given by:

Txxx0(S) = {vvv 2Rm
| hrg(xxx0),vvvi = 0} (13.9)
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Step 2: Show that r f (xxx0) ? vvv, for 8vvv 2 Txxx0(S): Fix vvv 2 Txxx0(S), then there exists a path

c(t) 2 S such that c0(0) = vvv and c(0) = xxx0.

Set f(t) = f (c(t)), the necessary condition for unconstraint optimization implies

that

0 = f0(0) = hr f (c(t)), c0(0)i|t=0 = hr f (xxx0), c0(0)i = hr f (xxx0),vvvi.

⌅
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13.2. Friday

13.2.1. Analysis on Constraint Optimization

Theorem 13.3 — Lagrange Multiplier Theorem. Let f , g 2 C
1(U,R), where U ✓ Rm.

Suppose xxx0 2U, and g(xxx0) = ccc0, S = g�1(ccc0), and rg(xxx0) 6= 000. If f |S (the range of

f over the support S) has a (local) maximum or (local) minimum at xxx0, then there

exists l 2R such that r f (xxx0) = lrg(xxx0).

Proof.

Step 1: Note that the tangent plane of the constraint set S at xxx0 is given by:

Txxx0(S) := {vvv | there exists a C
1 path h(t) on S such that h(0) = xxx0 and h0(0) = vvv},

(13.10)

i.e., the tangent plane of xxx0 is a set of vectors which are the velocities for

some smooth paths passing through xxx0. We claim that the definition (13.10) is

equivalent to say

Txxx0(S) := {vvv 2Rm
| hrg(xxx0),vvvi = 0} (13.11)

• First show the forward diection. Consider any vvv satisfying (13.10), i.e.,

there exists a C
1 path h(t) on S such that h(0) = xxx0 and h0(0) = vvv. Define

y(t) = g(h(t)), and then y(t) = ccc0 as h(t) 2 S . The derivative of y is given

by:

y0(t) = 0= hrg(h(t)), h0(t)i =) y0(0) = 0= hrg(h(0)), h0(0)i= hrg(xxx0),vvvi

• For the reverse direction, we pick any vvv2Rm such that vvv?rg(xxx0). We need

to construct a C
1 path h(t) with h(0) = xxx0 and h0(0) = vvv. Since rg(xxx0) 6= 0,

we assume w.l.o.g. ∂g
∂xm

(xxx0) 6= 0.

By applying IFT, there exists a neighborhood of xxx0, say N(xxx0), and a C
1
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function p(x1, . . . , xm�1) such that in N(xxx0) we can solve g(xxx0)� ccc0 = 000 for

xm:

xm = p(x1, . . . , xm�1) (13.12a)

xm,0 = p(x1,0, . . . , xm�1,0) (13.12b)

rp(x1, . . . , xm�1) = �
1
∂g

∂xm

✓
∂g
∂x1

· · ·
∂g

∂xm�1

◆T
(13.12c)

Thus we construct function h(t) : R!Rm:

h(t) =

0

@x0,1 + v1t
| {z }

h1(t)

· · · x0,m�1 + vm�1t
| {z }

hm�1(t)

p(h1(t), . . . , hm�1(t))| {z }
hm(t)

1

A

Therefore, it is clear that h(0) = xxx0, and

h0(0) =
✓

v1 · · · vm�1 hrp(h1(t), . . . , hm�1(t), (h01, . . . , h0m�1)(t)i|t=0

◆

(13.13a)

=

✓
v1 · · · vm�1 hrp(h1(0), . . . , hm�1(0)), (h01, . . . , h0m�1)(0)i

◆

(13.13b)

=

✓
v1 · · · vm�1 hrp(x1,0, . . . , xm�1,0), (v1, . . . ,vm�1)i

◆
(13.13c)

and

hrp(x1,0, . . . , xm�1,0), (v1, . . . ,vm�1)i = �
1
∂g

∂xm

✓
∂g
∂x1

· · ·
∂g

∂xm�1

◆
(xxx0) · (v1, . . . ,vm�1)

(13.13d)

= �
1
∂g

∂xm


v1

∂g
∂x1

+ · · ·+ vm�1
∂g

∂xm�1

�
(xxx0)

(13.13e)

= vm (13.13f)

Therefore we obtain h0(0) = (v1, . . . ,vm�1,vm).
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Note that (13.13a) is by applying the chain rule; (13.13c) is by applying

h(0) = xxx0 and h01(0) = v1, . . . , h0m�1(0) = vm�1; (13.13d) is by applying (13.12c);

(13.13f) is by applying the condition vvv ?rg(xxx0) and then arranging terms.

Step 2: We claim that r f (xxx0) ? vvv for 8vvv 2 Txxx0(S)

This is because for fixed vvv, there exists a path h(t) in S , with h(0) = xxx0, and

h0(0) = vvv. Define f(t) = f (h(t)), which implies that

f0(t) = hr f (h(t)), h0(t)i

If xxx0 is an extreme point of the function f |S , then the smooth function f(t) =

f (h(t)) must have an extreme at t = 0, which follows that

0 = f0(0) = hr f (h(0)), h0(0)i = hr f (xxx0),vvvi

Therefore, it is clear that r f (xxx0) is co-linear with rg(xxx0), since otherwise we have

r f (xxx0) = µ1rg(xxx0) + µ2rg(xxx0)? and hr f (xxx0),vvvi = µ2hrg(xxx0)?,vvvi 6= 0 ⌅

R

1. The proof above is so called the elimination approach. Here we view

the constraints as a system of 1 equation with m unknowns, and we

express one of the variables in terms of the remaining m� 1, and thereby

essentially reducing this problem into an unconstrainted problem. This

approach requires the use of implicit theorem.

2. Another way of proof is to disgard the constraint and consider the

unconstraint minimization over

f (xxx) + kkg(xxx)� ccc0k
2 +

a

2
kxxx� xxx0k

where xxx0 is supposed to be a local minimum satisfying h(xxx0) = ccc0, and

a > 0. By writing the necessary condition for such unconstraint minimization

problem and taking the limit k!•, we obtain the desired result.
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We encourage the reader to read the book Nonlinear programming from page

349 to 355, or Prof. Zhiquan Luo’s note for Lecture 7 for details about these

two approaches above.

13.2.2. Analysis on compactness
Then we discuss the description on compactness over the continuous function space.

Notations. Let C(A,R) denote the set of all continuous functions from a compact

set A to R. Define the associated metric ddd : C(A,R)⇥ C(A,R)!R:

ddd(u,v) = max
x2A

|u(x)� v(x)|, 8u,v 2 C(A,R)

It is easy to show that (C(A,R),ddd) defines a metric space and is complete. We discuss

the equicontinuity under this setting.

Definition 13.2 [Equi-continuous] Let B be a subset of C(A,R).

1. We say B is uniformly bounded if there exists M1 > 0 such that

|f(x)|  M1, 8x 2 A,8f 2 B

2. We say B is a equi-continuous family of functions, if for any # > 0, there exists

d := d(#) > 0, such that

d( f (x), f (y)) < #, provided that x,y 2 A,d(x,y) < d,8 f 2 B

⌅

Theorem 13.4 — Arela-Ascoli Theorem. Let A ✓ Rm be a compact set, and B ✓

C(A,R). Suppose B is uniformly bounded and equi-continuous, then any sequence

in B has a uniformly convergent subsequence (B is compact as a result).
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Chapter 14

Week14

14.1. Wednesday

14.1.1. Analysis on Compactness

Now let’s disucss the compactness on the continuous function space. The main

topic is Ascoli-Arzela theorem, which is a generalization of Bolzano-Weierstrass theo-

rem.

Definition 14.1 [Equi-continuous] Let B be a subset of C(A,R). We say B is equi-

continuous if for 8# > 0, there exists d > 0 such that

| f (x)� f (y)| < #, provided that x,y 2 A, |x� y| < d, f 2 B.

⌅

R We have studied the continuous function space over the interval [a,b]. Let’s

do a little bit generalization. Suppose M is a comapct set. Let C(M,R) denote

the class of continuous mapping M!R. Define the corresponding metric

d(u,v) = max
x2M

|u(x)� v(x)|,8u,v 2 C(M,R)

The metric space in Ascoli-Arzela Theorem is pre-assumed to be (C(M,R),d),

which is complete as well.
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Theorem 14.1 — Ascoli-Arzela Theorem. Let A ✓Rm be compact, and B ✓ C(A,R)

be uniformly bounded and equi-continuous. Then any sequence in B contains a

uniformly convergent subsequence.

R Everyone in this course are required to know about this proof (diagonal

process).

Step 1: Construct a desired subsequence. Pick a countable dense subset {x1, . . . , xn, . . .}✓

A, and let { f1, f2, . . . , fn, . . .} be a sequence in B. It suffices to construct a subsequence.

1. The sequence { f1(x1), f2(x1), f3(x1), . . .} is bounded. By Bolzano-Weierstrass the-

orem, there exists a convergent subsequence

{ f11(x1), f12(x1), f13(x1), . . .}

2. Then consider the sequence { f11(x2), f12(x2), f13(x2), . . .}, which is bounded as

well, which contains a convergent subsequence, denoted by

{ f21(x2), f22(x2), f23(x2), . . .}

3. Following the similar idea, we construct a table of function sequences:

f11(x1) f12(x1) · · · f1,n(x1) · · · converges at x1

f21(x2) f22(x2) · · · f2,n(x2) · · · converges at x2
...

...
. . .

...
...

...

fk1(xk) fk2(xk) · · · fk,n(xk) · · · converges at xk
...

...
. . .

...
...

...

(14.1)

By construction, each row of functions above is a subsequence of all of the rows

of functions above it. Then consider the sequence of functions

{ f11, f22, f33, . . . , fnn, . . .}
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Step 2: Show the uniform convergence of { f11, f22, f33, . . .}. It suffices to show

for 8# > 0, there exists N such that for 8k, l � N, we have

| fkk(x)� fll(x)| < #,8x 2 A

Note that we have the following three properties:

1. Due to the equi-continuity, for 8# > 0, there exists d > 0 such that | fkk(x) �

fkk(y)| < #
3 , if |x� y| < d, 8k.

2. For d in (1), there exists r > 0 such that for any x 2 A, there exists j  r such that

|x� xj| < d, i.e., the distance between any point x 2 A and the set {x1, . . . , xr} is less

than d.

Proof. Consider the set of neighborhoods {Bd(x) | x 2 A}, which is an open cover

for A. This imply that there exists finite subcover

{Bd/2(x̄1), . . . , Bd/2(x̄p)}. (14.2)

Since {x1, . . . , xn} is a dense subset, for every h = 1, . . . , p, there exists a point

xa 2 Bd/2(x̄h)
\

A. (14.3)

Therefore, for 8x 2 A, due to the subcover (14.2), there exists h such that |x� x̄h|<

d/2. Therefore,

|x� xa|  |x� x̄h|+ |x̄h � xa| < d/2 + d/2 = d

⌅

3. Note that the N-th row subsequence in (14.1) converges at x1, x2, . . . , xN . Therefore,

for the same setting in (1) and (2), there exists N such that | fkk(xq)� fll(xq)|< #/3,

for 81 q  r and k, l � N.
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Now for 8x 2 A, k, l � N, we have

| fkk(x)� fll(x)|  | fkk(x)� fkk(xj)|+ | fkk(xj)� fll(xj)|+ | fll(xj)� fll(x)| (14.4a)


#

3
+

#

3
+

#

3
= # (14.4b)

where we upper bound the first and the third term in (14.4a) by property (1); the

second term by property (2).

Corollary 14.1 Suppose { fn} is a sequence of C1 functions on a compact interval [a,b]

with the property that

| fn(x)|  M1, and | f 0n(x)|  M2,8x 2 [a,b],8n

then { fn} has a uniformly convergent sub-sequence

Proof. It suffices to check equi-continuity.

| fk(x)� fk(y)| = | f 0(z)||x� y|  M2|x� y|,8k

which implies { fk} is equi-continuous. ⌅

From the proof above we can also obtain an useful lemma:

Corollary 14.2 Suppose { fn} is a sequence of C
1 functions defined on an interval

[a,b] ✓ Rn, and { f 0n} is uniformly bounded on [a,b]. Then { fn} is equi-continuous on

[a,b].

⌅ Example 14.1 1. Given a sequence of functions fn(x) = xn in [0,1]. To show { fn}

is equi-continuous, you may verify the definition directly. An alternative way is to

apply the proposition

Proposition 14.1 Suppose {gn} ✓ C(A,R), and gn! g uniformly, then g is

continuous.
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The proof of this proposition is by applying the inequality

|g(x)� g(y)|  |g(x)� gn(x)|+ |gn(x)� gn(y)|+ |gn(y)� g(y)|

Further, uniform convergence and uniform continity implies the desired result.

Return to our problem, assume { fn} is equi-continuous (obviously uniformly bounded),

then there exists a uniformly convergent subsequence, say

f = lim
k!•

fnk

From proposition (14.1) we imply f is continuous, which is a contradiction, since

fn(1)! 1, fn(x)! 0, x < 1,8n

2. The sequence of functions { fn} = {sinnx} ✓ C[0,p] is not equi-continuous.

It’s clear that { fn} is uniformly bounded. However, for any d > 0, there exists large n

such that p/n < d, and therefore for x :=�p/2n,y := p/2n, we have |x� y|< d,

but

|sin(nx)� sin(ny)| = 2.

3. The family of all polynomials of degree no more than N over the interval [0,1] is

equi-continuous.

One way is to upper bound the derivative by Markov brother’s inequality:

sup
x2[�1,1]

|p0(x)|  N2 sup
x2[�1,1]

|p(x)|,

for all polynomials p of degree no more than N, which implies that |p0(x)|  N2,

i.e, {pn} is uniformly bounded. From Corollary (14.2) we imply the family {p(x)}

is equi-continuous.

⌅

The converse of Ascoli-Arzela Theorem also holds, and check the details in wiki if

interested.
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