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An Empirical Test of the Utility of
the Observations-To-Variables Ratio
in Factor and Components Analysis
Willem A. Arrindell and Jan van der Ende
State University of Groningen, The Netherlands

Many researchers have proposed a minimum ratio
of observations to variables or an absolute minimum
of observations in order to obtain stable factor config-
urations. However, hardly any empirical studies em-
ploying real data are available that attest to the tena-
bility of these proposals. A systematic analysis of the
problem was undertaken, using self-report data from
two large phobic samples on the Fear Survey Sched-
ule-III (N = 1104) and the Fear Questionnaire (N =

960). The data sets were randomly split into subsam-
ples with ratios varying from 1.3:1 to 19.8:1. Neither
the observations to variables ratio nor an absolute
minimum of observations had any influence on factor

stability.

In recent years, the use of multivariate statistical

procedures such as factor analysis has increased
rapidly. This development has been greatly facil-
itated by the advent of high speed computer soft-
ware capabilities. For example, a large number of
studies have used several factor analytic methods
in the investigation of irrational fears in clinical
and student samples (see Granell de Aldaz, 1982,
and Wade, 1978, for reviews). Even though mul-
tivariate procedures offer distinct advantages in al-
lowing the simultaneous consideration of the as-
sociations among multiple variables, their use mary
be subject to misuse by researchers who do not
fully their hence a con-

siderable level of expertise is required (e.g., Ev-
eritt, 1975).
A number of decisions are involved in conduct-

ing, interpreting, and reporting factor analyses and
several good textbooks are available to help the
investigator avoid possible pitfalls (see Comrey,
1978, pp. 658-659; Skinner, 1980, p. 1101). Some
of the common trouble spots that may be encoun-
tered relate to the decision points that are utilized
in employing factor analysis and include the fol-
lowing: the number of subjects or observations, the
factoring method/model, the number of factors to
rotate, and the rotation technique (e.g., Comrey,
1978; Rummel, 1970).
The present paper is concerned with the first of

these decisions. The remaining decisions have been
discussed quite extensively in, for instance, Har-
man (1967), Rummel (1970), van de Geer (1971),
Mulaik ( 1972) , Overall and Klett (1972), Gorsuch
(1974), Harris (1975), and Nunnally (1978). In

addition, six excellent general surveys of meth-
odological concerns in the use of factor analysis in
behavior research have become available recently
to the clinically trained researcher (~s~rnrey9 1978;
Everitt, 1975; Futch, Scheirer, & Lisman, 1982;
~~ena~ard, 1978; Kline & Barrett, 1983; Skinner,
1980). The present article represents a complement
to these surveys and was motivated by an unre-
solved methodological issue pertaining to the ob-
servations to variables ratio in factor analysis. This
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is obviously related to the &dquo;economics&dquo; of data

collection and to the difficulty of obtaining data in
particular areas of behavior research, and, conse-
quently, cannot be considered solely from a statis-
tical viewpoint (cf. Everitt, 1975).

Thus, though the established practice of using
college or university students as subjects for psy-
chological experiments and multivariate studies af-
fords a cheap and easily accessible source of labor
(Sim6n, 1979), the requirement in clinical research
of an overwhelmingly large number of people-
say, well over 100-suffering from rarely en-

countered psychiatric disorders such as claustro-
phobia, height phobia, or any other form of specific
phobia, may make a study impracticable.

Despite the classical notion that an adequate
sample size is crucial in helping reduce errors in
correlation coefficients and hence factor loadings,
that is, in helping to minimize sampling error (e.g.,
Guilford, 1954, pp. 532-533), its recommenda-
tions in the literature are far from consistent. For

instance, Guilford noted that &dquo;experience seems
to show that when Pearson ~°’s are used, a minimum
N of 200 is good policy&dquo; (1954, p. 533), and
further that’ ’factor loadings from samples near 200
have been fairly consistent with loadings in the

same factors and tests from samples above 1,000&dquo;
(p. 533). Guilford further stated that &dquo;the upper
limits will depend upon the compulsions of the
investigator and the circumstances of testing ar-

rangements&dquo; (p. 533).
Gorsuch (1974) observed that, as a rule of thumb,

the number of observations should be at least five
times greater than the number of variables and that
this rule should apply to problems when the vari-
ables are &dquo;excellent.&dquo; In addition, he noted that
&dquo; 

... the ratio should be larger in many cases. No
sample should be less than 100 even though the
number of variables is less than 20&dquo; (p. 333). How-
ever, he also stated that &dquo;the r~le ... is ... only a
rule of thumb&dquo; (p. 333).

Cattell (1978, p. 508) suggested a ratio of 3 to
6 times as many observations as variables and also
indicated an absolute minimum of about 250 ob-

servations. Nunnally (1978, p. 276), on the other
hand, stated that it is a good rule to employ at least
10 times as many observations as variables: &dquo;then

there will be more ‘si~nific~nt’ factors than the

investigator will care to interpret&dquo; (p. 421). Un-
fortunately, empirical evidence to support these
views, based on research experience, is not re-

ported.
Additional vague recommendations in the liter-

ature increase the confusion even more. Cureton
and D’Agostino (1983), for example, suggested
that for dependable results, factor analysis proce-
dures require large samples, &dquo;ideally samples of
several hundred&dquo; (p. 11). Kline (1979, p. 40) ar-

gued that given that Guilford’s (1954) recommen-
dation-that a sample of 200 is the minimum for
ensuring statistically reliable results-is a con-
servative figure, &dquo;there would seem little reason
to doubt the reliability of factors derived from sam-
ples of 100 subjects,’’ the explanation for this being
unclear. Kline further argued that &dquo;it is also gen-

erally agreed that (for reasons of matrix algebra)
there should be at least twice as many subjects as
variables in factor-analytic investigations. This

means that in any large study on this account alone,
one should have to use more than the minimum

100 subjects&dquo; (p. 40).
In a cautionary paper, Everitt (1975) argued, on

the basis of findings from monte carlo simulation
studies, that perhaps 10 individuals for each vari-
able may be the kind of observations to variables

(lil:p) ratio to aim for, though even this may be
rather optimistic. He added that &dquo;in general the
conclusion of any analysis performed on data for
which N < 5p should be viewed with a certain scep-
ticism&dquo; (p. 238).
To date, it appears that only one study (Barrett

& Kline, 1981) has had as its major aim the em-
pirical test of the &dquo;observations to variables ratio&dquo;
or the &dquo;absolute minimum of observations&dquo; on the

stability of factor structures employing real data.
In their systematic analysis of the problem, Barrett
and Kline randomly split two sets of data from the
Sixteen Personality Factors Questionnaire (16PF,
Form A; Cattell, Eber, & Tatsuoka, 1970) and
from the Eysenck Personality Questionnaire (EPQ;
Eysenck & Eysenck, 1975) into subsamples with
N-p ratios varying from 1.25:1 1 (Ns ranging from
20 to 288 on the 16PF scales) to 31:1 (IVs ranging
from 112 to ~ 1 &reg; on the EPQ items).
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The results indicated that the observations to var-

iables ratio did not influence factor stability9 the
important variable being the absolute number of
observations. An l~1 = 50 was shown to be the min-
imum to yield a clear, recognizable factor pattern.
However, the measures employed contained good
&dquo;strong&dquo; variables yielding exceedingly clear fac-
tor structures from the total samples (I~s &reg;f 491
and 1,19~, respectively). In addition, the factorial
constructs manipulated in this analysis are assumed
(in trait theory) to be general pervasive influences
in all individuals. Barrett and Kline (1981) stated
that, on these grounds, &dquo; ... virtually any sample
of individuals would suffice to yield the underlying
structures,9 and that therefore, in their study, &dquo;sta-
tistical error is relatively minimal compared with
the errors to be found from bad sampling of target
populations&dquo; (p. 32).

In discussing the results from this, Kline and
Barrett (1983) stressed that &dquo;with factors of lesser

clarity9 it is possible that different findings might
be obtained&dquo; (p. 145). Also, it should be noted
that Barrett and Kline (1981) stated that on the
basis of their findings, small-sample factoring should
only be carried out when replicating a supposed
factor structure (p. 32; see also O’Looney & Bar-

rett, 1983, p. 218).
In addressing the present issue there is the choice

between distinct models for representing a large set
of observed variables ( p) by some smaller set (m
C p) that still preserves the essential original in-
formation. The most widely employed methods to
accomplish this goal can be generally classified into
one of two broad categories: principal components
analysis (PCA) or principal factor analysis (PFA;
Velicer, Peacock, & Jackson, 1982).
Most theorists have recommended factor anal-

ysis as the method of choice (e.g., Comrey, 1978),
though applied researchers have generally not fol-
lowed this advice. Surveys of educational research
journals cited by Velicer et al. (1982) found that
PCA was employed twice as often as PFA in the
early and mid and that this ratio rose to five
to one in favor of PCA in the late 1970s. A number

of reasons can perhaps be advanced for the pref-
erence of PCA above PFA: (1) the factor analysis
approach is computationally unwieldly, and typi-

cally much more costly in terms of computer time
and space; (2) the presence of improper solutions
in PFA; and (3) the factor analysis model suffers
from factor score indeterminancy, a problem which
has become recognized as a serious theoretical flaw
(Velicer, 1977; Velicer et al. , 1982).
By employing a monte carlo approach Velicer,

et al. (1982) performed principal components anal-
ysis, image components analysis, and maximum
likelihood factor analysis on data matrices. Com-
parisons were made between each of the three
methods and to ideal structures, with sample size,
saturation, and type of structure systematically var-
ied. The general conclusion reached was that the
three methods produced results which were equiv-
alent. However, since theorists do not agree with

respect to their choice of a model of factor analysis
(see Velicer et al., 1982, p. 371), both PCA and
PFA were used in the present study.

Method

Measures

Two assessment devices were employed: the Fear
Survey Schedule (FSS-111; Wolpe & Lang, 1964)
and a self-rating questionnaire for phobic patients,
the Marks and Mathews (1979) Fear Questionnaire
(FQ). Standard instructions were given in which
subjects were requested to indicate their aversion
(felt anxiety) to the 76 stimulus situations and/or
objects on the F’SS-III on 5-point Likert-type scales,
which range from I = &dquo;not at all disturbed&dquo; to
5 = &dquo;very much disturbed.&dquo; The FQ contains 20
items; 15 of these (situations) are rated for the

individual’s degree of avoidance on a 9-point con-
tinuum, which ranges from 0 = &dquo;would not avoid
it&dquo; to 8 = &dquo;would always avoid it.&dquo; The remain-

ing 5 anxiety-depression items are rated on scales
ranging from 0 to 8 with respect to the degree to
which the individual is troubled by each described
problem (0 = &dquo;hardly at all&dquo; to 8 = &dquo;very se-

verely troublesome&dquo;). The subscales that underlie
the instruments are described below.

Subjects

Two samples comprised of members of a society
for phobic individuals (predominantly agorapho-
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bics) served as subjects. One sample of 1,104 pho-
bics (20.8% males, 79.2°~o females) with a mean

age of 40.95 years (SD = 12.07 years; range: 16-
87 years) completed the FSS-111. Their data were
drawn from Arrindell (1980) and Arrindell, Em-

melkamp, and van der Ende (1984); members from
the latter study who had also participated in the
former study were excluded. The FQ responses
were obtained from two unrelated phobic samples
as described in Arrindell et al. This combined sam-

ple was comprised of 960 observations (20% males,
80% females) with a mean age of 41.80 years
(SD = 12.12 years; range: 16-87 years; further
details of both samples are given in the studies
cited).
A different number of subsamples was employed

for the FSS-III and the FQ-four and six, respec-
Their composition was determined by means
of computerized random sampling without replace-
ment. The essential details of these samples, for
both questionnaires, are given in Table 1.

Analysis

As indicated, both PCA and PFA were used.
Much confusion exists in actual usage of these

models. Following Harman (1967) and Nie, I~ull,
Jenkins, Steinbrenner, and Bent (1975), the solu-
tion of factoring with unities in the diagonals of
the correlation matrix is called PCA, and the so-
lution with communalities in the diagonals of the

correlation matrix is referred to as PFA. The rou-
tines in SPSS (Nie et al., 1975) that correspond to
the respective models are the PAI and PA2 fac-
toring methods. PA2 differs from PAl in two im-
portant respects. First, PA2 automatically replaces
the main diagonal elements of the correlation ma-
trix with communality estimates. Initial estimates
of the communalities are given by the squared mul-
tiple correlation between a given variable and the
rest of the variables in the matrix (in cases where
the determinant of the matrix is smaller than 10 - 8

or the matrix is singular, the absolute value of the
largest element in each column is used instead of
the squared multiple correlation). In SPSS, if the
determinant is negative, factor extraction will not
be performed.
The second difference from PAI is that PA2

employs an iteration procedure for improving the
estimates of the program de-estimates of number of factors to the program de-
termines the number of factors to be extracted from

the original/unreduced correlation matrix. The pro-
gram then replaccs thc main diagonal elements of
the correlation matrix with initial estimates of com-

munalities, the RZ estimates. Next, it extracts the

same number of factors from this reduced matrix,
and the variances accounted for by these factors
become new communality estimates. The diagonal
elements are then replaced with these new com-
munalities. This process continues until the dif-

ferences between the two successive communality
estimates are negligible. However, if for a partic-

Table 1

Number of Subjects and Subjects to Variables Ratio
in Each Sample for FSS-III and FQ Questionnaires
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ular iteration any of the communalities exceed 1.0,
the iteration process will cease and the factors for
the previous acceptable iteration will be retained
(Nie et al., 1975, p. 480). In the present analyses,
no messages were printed indicating that the latter
had occurred.

On the basis of theoretical and previous empir-
ical findings, it was quite clear how many factors
had to be extracted for rotation for each of the
schedules: (1) 5 for the FSS-III [i.e., Social fears
(I); Agoraphobic fears fears related to Bodily
Injury, Death and Illness (III); fears of Sexual and
Aggressive Scenes (IV); and fears of Harmless An-
imals (V)], as obtained by Arrindell (1980) from
factor analyzing data of 703 phobic club members;
and (2) 4 factors for the FQ [i.e., Agoraphobia (I),
Social Phobia (II), Blood-Injury Phobia (III), and
Anxiety-Depression (IV)], on the basis of factor
analyses by Marks and Mathews (1979) of data of
1,000 phobic club members and 300 phobic pa-
tients in Britain. Both sets of factors are among
those that have been repeatedly found in a relatively
large number of factor analyses of data of distinct
samples (Granell de Aldaz, 1982; Tasto, 1977;
Wade, 1978) and judged to reflect the clinical status
of (phobic) psychiatric patients (Marks, 1969; Marks
& Mathews, 1979).

Following factor analyses of responses to each
questionnaire for each subsample, the Varimax ro-
tated matrices of factor loadings were compared
with each other by using methods that enabled the
interpretation of the similarity between sets of fac-
tors derived for identical items from different pop-
ulations in terms of indices of factor comparisons
(Tucker’s coefficient of congruence <p, the best

measure of factorial invariance available, see ten

Berge, 1977, p. 9). Tucker’s § ranges from - 1
through 0 (and .70 which denotes poor similarity)
to + 1 (perfect agreement).
The lower bound cutoff for the § index was set

at .80, as Haven and ten Berge (1977) have shown
empirically that sets of factors for which calculated
coefficients have been found to be .80 and larger
tend to be judged as similar. Actual calculations
involved were carried out by means of Rotation of
Unequal Matrices (RUM; Brokken, 1981).

In addition, the factorial structures obtained for
each subsample were compared with the theoretical
structure by using the multiple-group method of
co~firrr~atory analysis (Nunnally, 1978, pp. 394-
400). Following Nunnally’s (1978) recommenda-
tions in interpreting results obtained with this method,
both the internal consistency reliabilities and the
intercorrelations of the factors were considered.

Results

Prior to conducting factor analyses, statistics de-
scribing item properties in each of the samples were
critically inspected. The great majority of item sta-
tistics that were produced were such that no &dquo;dif°

ficulty factors&dquo; (e.g., Gorsuch, 1974, p. 260) could
be expected to occur in any of the analyses per-
formed.

The FSS-111

A survey of the results that were obtained in

comparing the subsamples (1Vs = 100, 200, 300,
and 504) with each other are displayed in Tables
2 and 3. The upper-right and lower-left rectangular
triangles in Table 2 give the indices of factor com-
parisons for analyses using PCA and PFA, respec-
tively. The diagonal coefficients give an indication
of the degree of match between analogous factors
across factor analytic method (PCA vs. PFA) by
subsample.
As can be seen (Table 2), FSS factor stability is

demonstrated with both PCA and PFA across all

samples, except for Factor IV (fears of Sexual and
Aggressive Scenes). Further, the g values in the
diagonal clearly indicate that, with the factor an-
alytic methods used here, the results produced are
virtually identical (~a a .99).

Since Factor IV did not appear to be consistently
stable across group comparisons, this finding was
for the time being neglected in the process of mak-
ing inferences about whether the observations-to-
variables ratio affects factor stability.
The remaining four factors all yielded coeffi-

cients of invariance in excess of .80, mostly above
.90. Fortunately, in neither of the analyses were
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there # coefficients found for comparisons involv-
ing nonanalogous factors that exceeded .74. In-

spection of §s > .60 (an arbitrary cutoff level) in-
dicated that of the 500 coefficients that were

Table 2

PHI Coefficients Between Identical Factors Obtained With PCA (Upper Triangle),
PFA (Lower Triangle), and Comparisons Between Factor Analytic Method For

- 

Identical Factors (Diagonals) For FSS Data 
---- --

*Mean of the off-diagonal coefficients.
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Table 3
Correlations (Pearson’s r) Among FSS-III Factors. Internal Consistency Reliability

(Cronbach’s Alpha) for Each Scale and Range of Item-Total Score Correlations by Sample

calculated for nonanalogous factors only 43 (8.6%)
exceeded this criterion. Closer inspection of these
figures indicated that this ‘6diSturb~nce&dquo; was clearly
caused by Factor IV: 95.3% (41 out of 43) of the
coefficients exceeding .60 were for comparisons
between this factor and any of the remaining fac-
tors, in particular Factor V (53.4%).

There seemed to be a trend mirroring higher
invariance coefficients for comparisons involving
higher IVs. This pattern was more marked for the
analysis involving PCA. However, when the strength
of each factor was compared across studies, the

differences were small (both PCA and PFA), with
the strength of PFA factors being consistently less
strong than those obtained with PCA. Altogether,
the factors explained a comparable amount of var-
iance : 34.0, 33.2, 32.0, and 31.1 (PCA) vs. 31.3,
30.4, 29.~, and 28.2 (PFA) in subsamples for which
N equaled, respectively, 100, 200, 300, and 504.
The corresponding figures for the total sample were
comparably strong: 30.9 and 2~.1, respectively.

Further analyses indicated that all factors were
internally very consistent, with the aforementioned
unstable factor producing consistently lower coef-
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ficients (Cronbach’s coefficient a) in each subsam-
ple. Further, though the items of this factor attained
the minimum recommended value of .2 in their
correlations (item-remainder) with their corre-
sponding scale, the associations were consistently
less strong than the other items’ correlations with
their related total scales. Incidentally, inspection
of the Varimax rotated matrices of factor loadings
revealed, in some instances, that the items on Fac-
tor IV loaded less strongly on their related factor
than the remaining items on their respective fac-
tors.

Finally, comparisons of factor correlations across
subsamples did not reveal a meaningful number of
large departures in the degree of relationships de-
noted by the coefficients (see Surwillo, 1980, p.
59). The generally low to moderate factor corre-
lations, in conjunction with the corresponding very
satisfactory scale reliabilities, demonstrate that the
~SS-III factors can be distinguished reliably in self-
ratings of irrational fears.

Table 2 gives ~s for factor comparisons between
subsamples and the total sample (~I = 1,104). The
coefficients clearly indicate that, with a ratio of
1. 3 e 1, there is, irrespective of whether PCA or PFA
is used (all gs for identical factors across analytic
method = 1.00), virtually no difference in factor
structure compared to the one that emerges from
the original larger sample.
Some clarification of the status of Factor IV is

appropriate before proceeding. The factors ob-
tained in Arrindell (1980) were based on analyses
of data of 703 phobic individuals solely and not
on repeated replications with different phobic
(sub)samples. A number of criteria were used to
yield the five scales mentioned above. One of these
criteria was that the factorial solution chosen should

be invariant across gender. Since a 6-factor solu-
tion produced mostly low levels of invariance for
the factors across the genders (male IV = 151; fe-
male N = 552), a 5-factor solution was chosen,
which obtained the following satisfactory §s: Fac-
tor I = .97, II = .94, III = .90, IV = .92, and
V = .83.

In addition, these factors were found to be highly
invariant across age as well (Ns: 366, 18-42 years
vs. 335, 43-85 years). The corresponding (~ coef-

ficients were: Factor I = .97, II = .97, III = .96,
IV = .82, and V = .92. Thus, validation across
significant subject parameters, instead of split sam-
ples or similar populations, was obtained in order
to provide some external means of evaluating the
replicability prior to accepting the produced factor
analytic results. The lack of replicability of Factor
IV across split samples found here emphasizes the
importance of cross-validation of factor structures
with the purpose of replicating the (supposed)
structure and maintaining a constant check on the
behavior of the variables (e.g., Armstrong & Soel-

berg, 1968; Barrett & Kline, 1981).

TheFQ

Tables 4 and 5 provide results that were obtained
in comparing the subsamples (hls = 26, 52, 78,
132, 280, and 392) with each other. Also, Table
4 shows the 4>s for comparisons between the sub-
samples and the total sample (~ = 960).
As can be seen (Table 4), factor stability is dem-

onstrated across all subsamples (in both PCA and
PFA), except for the one for which N = 26. In this
sample only one factor (Factor I, Agoraphobia)
appeared consistently fairly invariant across the
comparisons. The subsamples for which N ~ ~2
yielded consistently high (~ coefficients, mostly
above .90. As with the FSS-III, the coefficients in
the diagonal (Table 4) clearly indicate that, in all
comparisons across subsamples, the results pro-
duced are virtually identical for the two factor ex-
traction procedures used here (4) ~ .98). Also, there
were no results found for comparisons involving
nonanalogous factors that exceeded .74; only 6 out
of 588 (1%) of the off-diagonal coefficients were
above .60. These were found for comparisons in-
volving Sample 1 (N = 26). In addition, with N
= 52 (Sample 2) the off-diagonal coefficients pro-
duced were mostly higher than those obtained for
comparisons involving lVs ~ 78.
A fairly clear trend was observed in that higher

coefficients of invariance were yielded for com-
parisons involving higher I’Vs (both PCA and PFA).
However, inspection of the strength of the factors
across studies suggested a clear trend in compa-
rable eigenvalues for Ns ~ 78. When totaled, the
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FQ factors explained a comparable amount of var-
iance across the largest four samples (both PCA
and PFA). The corresponding figures for the six

subgroups were: 12.2, 13.3, 11.9, 11.7, 11.9, and
11.8 (PCA) vs. 10.8, 11.8, i0.1, 9.9, 10.0, and
9.8 (PFA), respectively. The corresponding figures

Table 4 4

PHI Coefficients Between Identical Factors Obtained With PCA (Upper Triangle), PFA (Lower Triangle),
and Comparisons Between Factor Analytic Method For Identical Factors (Diagonals) For FQ Data

~Mean of the off-diagonal coefficients.

Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227.  
May be reproduced with no cost by students and faculty for academic use.  Non-academic reproduction  

requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ 



174

Table 5

Correlations (Pearson’s r) Among FQ Factors, Internal Consistency Reliability (Cronbach’s
Alpha) for Each Scale and Range of Item-Total Score Correlations by Sample

for the total sample were 11.6 and 9.7, respec-
tively. In addition, further analyses indicated that
the factor correlations were found to stabilize across

samples with N £ 78, that is, the coefficients were
comparable in terms of the degree of relationships
which they denoted (Table 5). Further, with N =
26 or 52, a significant number of items were shown
to correlate low with their theoretically related scale.

The satisfactory internal consistency reliabilities
of the scales (Table 5) in conjunction with the gen-
erally low factor correlations, point to the possi-
bility of reliable distinction between the FQ di-
mensions in the self-report of irrational fears and
of complaints of anxiety and depression.

Comparison between subsamples and the total
sample clearly indicated that, with a ratio of 3 . 9:1,
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there is, once more irrespective of whether PCA
and PFA was used, virtually no difference in factor
structure compared to the one which was found for
the original larger sample. Note that, again, the
off-diagonal coefficients were highest for an N:p
ratio of 2.6:1 or N = 52. Further, in the compar-
isons involving Ns k 78 there are hardly any dif-
ferences in the § values obtained with increasing
Ns (in both PCA and PFA). All §s for identical
factors across factor analytic method equal 1.00.

As stated earlier, the results presented here are
not influenced by the factor analytic methods ap-
plied. However, it should be noted that ( 1 ) off- =

diagonal coefficients are, on the average, some-
what higher in PFA than in PCA; and (2) the sum
of squares obtained in PCA are, on the average,
1.1 higher than in PFA in studies with the FSS-III.
The corresponding figure for the FQ studies equals
1.2. Hence, the loadings obtained in PCA are, on
the average, ’~/1.1 and VI:2, respectively, higher
than those produced with PFA. Put somewhat dif-
ferently : loadings of .80 and .30 in PCA corre-
spond with loadings of .76 and .29, respectively,
in PFA in regards to the studies conducted with the
FSS-III. The corresponding figures for the FQ are
.80 vs..73 and .30 vs..27, respectively.

Discussion and Conclusions

Mathematically, it is desirable to factor analyze
cross-products, covariance, or correlation matrices
computed with data matrices where the number of
observations ~J is greater than the number of var-
iables p. Although there is some evidence that anal-
ysis of N < p association matrices can produce
somewhat similar results to those from N > p mat-

rices, it is not a methodology to be recommended
(Kline & Barrett, 1983, p. 145). Nunnally (1978)
provided an excellent summary of the arguments
against numerically and statistically undersampling
the variable domain. However, the matter of just
how many observations should be made on each

variable has remained unresolved. Indeed, how great
this ratio should be for reliable factor loadings is
a matter of dispute among factor analysts.

The. present study provides information that is
useful in refuting one commonly stated rule of thumb

in factor analysis, such as the trend emerging in
clinical research that N:p should equal 5:1. The
minimum ratio required to yield a clear, recogniz-
able factor solution with the FSS-III was 1.3:1,
whereas the corresponding figure for the FQ was
three times larger: 3.9:1. The respective minimum
Ns were 100 and 78.
What is indicated in the present study is that

none of the suggestions outlined earlier is sup-

ported : neither the 10:1 ratio recommended by
Nunnally (1978), nor the 5:1 ratio proposed by
Gorsuch (1974) and Everitt (1975), nor the 3:1 to
6:1 ratio suggested by Cattell (1978). In addition,
no support was found for the view that l~s of =
200 (Cattell, 1978; Guilford, 1954) would be nec-
essary for performing sound factor analyses. It thus
appeared that neither the observations to variables
ratio nor an absolute number of observations had

any effect on factor stability. With the present mea-
sures, even smaller numbers of observations than

suggested by Guilford and Cattell appeared to be
sufficient to yield reliable results.

It is suggested that, for the purpose of estab-
lishing a given number of true factors, sample size
should be related to the number of factors drawn:
The present results confirm that stable factor so-
lutions may be obtained when sample size is ap-
proximately 20 times the number of factors (FSS-
III : 5 x 20 = 100; FQ: 4 x 20 = 78).
The unique definition of an underlying factor

depends on the precision of estimates of correlation
coefficients (or the degree of sampling error, which
depends on ~ and on the degree of factor over-
determination (i.e., the number of measurement
variables related to each factor in the data set).
Clear factor overdetermination is good policy since
it favors better interpretation and replicability of
factors (e.g., Gorsuch, 1974, p. 295; Kline & Bar-

rett, 1983). Since the more redundancy (variables)
there is in a given factor domain, the more stable
the factor structure will be for any set of &dquo;number

of subjects,9’ both the number of observations and
the number of variables should exceed the number

of factors by a substantial multiple. Obviously, it

is advisable that external means are provided to
permit an evaluation of the replicability of factor
analytic results prior to their final acceptance, since
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interpretable factors can be easily found in random
data (e.g., Armstrong & Soelberg, 1968; Hor~,
1967).
The results obtained in this study make the pos-

sibility of conducting factor analyses more feasible
than when, say, an N:p ratio of 10:1 (which is

unnecessarily stringent) has to be used. However,
the following points should be noted. In the present
study, the number of extracted components/factors
was set in advance. This was done on the basis of

knowledge of a clear a priori factor structure, which
knowledge is a valid criterion in considering a se-
lection of the number of components or factors to
rotate (Futch et al., 1982, p. 31). With the present
instruments, extraction of larger numbers of factors
than were actually extracted (e.g., all those with

eigenvalues exceeding unity) would have led to
gross overfactoring and, consequently, would have
produced distorted factor solutions (e.g., Zwick &
Velicer, 1982). On a number of grounds mentioned
earlier, it was judged that the a priori structures
were clear and reliable enough to form a baseline
against which to assess the stability of factor so-
lutions from small to large samples.

However, future studies (employing different

variable sets than were used here) should critically
examine the influence of the number of factors
extracted in examining the question raised in the
present study, so as to rule out the possibility that
the results may be due to the problem of not ex-
tracting enough factors (i.e., underfactoring). Re-
lated to this, the influence of the ratio of factors
extracted to the number of variables in the data set

should be considered in a repetition of this study
as well. However, it should be borrie in mind that,
in this study, different ratios (FSS-111, 76:5 vs. FQ,
20:4) produced similar conclusions. Also, the ques-
tion as to whether the results obtained might be
due to an artifact of the type of variables (fear
items) used should be addressed in a new study.

Another important point of discussion concerns
the standard used in the present study for an ac-
ceptable § coefficient (~ .80). This criterion was
based on empirical work by Haven and ten Berge
(1977) indicating that § is highly correlated with
objective judgments of similarity between factors.

In addition, the rule of thumb of accepting factors
as identical when their congruence is in the .80s
or .90s (Nesselroade & Baltes, 1970) was sup-
ported by their data. By contrast, L. Tucker (per-
sonal communication, 1984) proposed more con-
servative standards for interpretation of the
coefficient of congruence of factors. According to
Tucker, congruence coefficients of .98 to 1.00 are
considered &dquo;excellent,&dquo; coefficients of .92 to .98

as &dquo;good,&dquo; .82 to .92 as &dquo;borderline,&dquo; .68 to .82
as &dquo;poor,&dquo; and coefficients below .68 as &dquo;terri-

ble.&dquo; The use of this infonnation-for which em-

pirical support is lacking-in reinterpreting the
present findings produces mixed results, Ns of 200
(FSS-111) and 78 (FQ) appearing to be sufficient to
obtain reliable results. Thus, the use of Tucker’s
standards does not refute the claim made above

that neither an observations to variables ratio nor
an absolute minimum of observations would be

required to obtain stable factor solutions. Further,
it should be borne in mind that, on the whole, a
poor match was found between sets of nonanalo-

gous factors, both with the FSS-III and the FQ.
Of more than mere incidental interest are the

additional conclusions that can be drawn from this

study. First, comparisons of results from PCA and
PFA (with real data) supported findings from the
Velicer et al. (1982) study (which employed sim-
ulated data) that &dquo;the major distinction between
the two approaches ... is the slightly higher load-
ings produced by component analysis&dquo; (p. 387).
Velicer et al. used this finding to illustrate why
factor analysis resulted in more Type II errors and
component analysis in more Type I errors in their
decision tables. This small difference runs parallel
with the findings obtained in the present study: §
coefficients comparing the degree of match be-
tween nonanalogous factors obtained in analyses
involving PFA were somewhat higher than those
obtained in comparisons of unlike factors produced
in PCA. Thus, the present study provides addi-
tional evidence to support the Velicer et al. (1982)
conclusion that, beyond the very small difference
noted above, no support is found for the viewpoint
that factor analysis produces results which are su-
perior to or even different for any practical pur-
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poses from component analysis (p. 387).
Secondly, support was found for the replicability

of four out of five dimensions of the FS S-111 and

for cross-national reliability and validity of the FQ
dimensions. Thirdly, this study has offered a means
of evaluating the internal validity of gathered data
on the generalizability of phobic dimensions across
different samples (phobics vs. unselected psychi-
atric outpatients vs. nonpatient spouses of psychi-
atric outpatients vs. nonstudent normals vs. stu-

dents), which are currently underway (Arrindell,
Emmelkamp, & van der Ende, 1984).
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