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I. Research Background



Acoustic signal enhancement
 When do we need acoustic signal enhancement?
 Recording a dialogue in a noisy public space
 Sending intelligible speech for hand-free calls
 Improving speech recognition accuracy
 Extracting a melody of an instrument for 

transcription
etc. etc.

http://www.btas.com.au/products/main/polycomvsx7000e.shtml

http://www.nec.co.jp/press/en/0703/0501.html

https://en.wikipedia.org/wiki/Orchestra 4



Available techniques for 
acoustic signal enhancement

Hardware
• Shotgun
• Parabola 
• Cardioid

Microphone Arrays
• Fixed beamforming
• Adaptive beamformingSoftware

(digital signal processing)

Spectral 
Manipulation

• Wiener postfilter
• Spectral subtraction
• Nonnegative Matrix 

Factorisation

Statistical method / 
Machine learning

• Independent Component 
Analysis

• Neural Network
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Reality of practical problems
 Limitation on hardware
 Deviation of devices’ performance
 Size/space

 Harsh acoustical environments
 Variety of noise types
 Reverberation
 Extremely high noise level

http://techon.nikkeibp.co.jp/article/HONSHI/20060730/119674/PRACTICALLY EFFECTIVE 
Acoustic signal enhancement

6

http://www.ring-g.co.jp/gazo/KM-3583-s.jpg
http://www.ring-g.co.jp/gazo/KM-3583-s.jpg


Better performance by combination

Hardware
• Shotgun
• Parabola 
• Cardioid

Microphone Arrays
• Fixed beamforming
• Adaptive beamforming

Spectral 
Manipulation

• Wiener postfilter
• Spectral subtraction
• Nonnegative Matrix 

Factorisation

Statistical method / 
Machine learning

• Independent Component 
Analysis

• Neural Network

Software
(digital signal processing)
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DSP techniques - Pros & Cons -
Technique Pros Cons

Microphone 
Arrays

• Linear processing
• Calculation cost is 

relatively low

• May be sensitive to errors in 
practical environment 
causing significant 
performance degradation

Spectral 
manipulation

• Robust to errors in 
practical environment

• Low calculation cost

• May suffer from musical 
noise

• Spectral information of 
signal/noise is required

Statistical 
method

• Very high performance if 
the model fits the actual 
problem 

• High calculation cost
• Often sensitive to errors in 

practical environment
• May require training process

Because of its robustness to errors Spectral Manipulation
is often used in combination with Microphone Arrays for
practical applications.

8



Beamforming with Wiener postfilter
 Combination of Microphone Arrays & Spectral 

Manipulation
 Pros & Cons

(+) Robust and high performance in practical environment
(-) Power spectral density (PSD) of target sound and noise needs to 
be estimated

DFT IDFT

S(ω)

N(ω)

noise

Beam-
forming

Wiener
postfilter

φS(ω)

φS(ω)+φN(ω)
PSDs of
target & noise

Target source
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BF with Wiener postfilter (cont’d)
 Originally developed for compensating the beamforming 

being less effective for reducing (spatially) incoherent 
noise, including microphones’ internal noise and ambient 
noise of the environment

 Conventional PSD estimation for microphone arrays
 Spatially incoherent noise (Zelinski 88)
 Diffuse noise (McCowan 03)

 Question: Can the technique be extended for reducing 
other signals e.g. coherent noise?

DFT IDFT

Target source

Beam-
forming

Wiener
postfilter

Internal/
ambient noise

Coherent 
noise

Yes if you can estimate 
source PSDs ... 10



II. PSD estimation in beamspace



Problem (simplest case)
Estimate PSD of 

• N coherent sound sources located in different angles;
• using an M-sensors microphone array;

(in order to calculate the Wiener post-filter).

M-sensors
microphone array

N coherent
sound sources
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mutually uncorrelated 
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Beamforming
 Assume a beamforming is applied to the microphone 

array observation.
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PSD of beamformer’s output
 PSD of a beamformer’s output can be approximated by 

simple additive model: Σ（directivity gain × source PSD）

PSD of beamformer output
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What if we have more beamformers?
 Applying L (≧N) different beamformers will introduce L

different combination of directivity gains applied to 
source PSDs. 

Beam-
former 1

Beamformer 1
+ +=

Beamformer 2
+ +=

Beamformer L
+ +=

Beam-
former 2Beam-

former L
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PSD estimation in beamspace
 Relation between beamformers’ outputs and source PSDs 

can be described by a simultaneous equation.

 Source PSDs can be estimated by solving the equation 
using e.g. least squares method
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Extension for noisy environment
 Diffuse noise can also be included in the model (like 

many existing studies did). 
 PSD of diffuse noise can be separately estimated by 

adding another column in the gain matrix D(ω).

 Directivity to diffuse noise is modelled using isotropic 
power distribution of diffuse noise
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[Hioka et al., IWAENC2014] 17



Analysing “D(ω)” matrix
 Performance of the PSD estimation depends on if the 

directivity gain matrix D(ω) is “well-conditioned” or not.
 Despite the size of D(ω) being determined by L and N, 

the condition of D(ω) is determined by:
 the number of microphones in the array (M) and;
 the shape of directivity pattern of the beamformers. 
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Application to 
under-determined problems
 Maximum number of separable sources (MNSS) can be 

analytically derived by looking into the rank of D(ω), 
which is bounded by M(M-1)+1 (M: # of microphones).

May be applied to under-determined problems

Source separation performance of the Wiener filter designed by using the estimated PSDs for different 
number of sources. Left: Simulation results for M = 4-6, Right: Experimental results for M=3

[Hioka et al. IEEE TASLP2013]
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Beamformer design
 Beamformers need to be carefully designed in order to 

avoid causing rank deficiency of D(ω).

 Attempts to specify a recommended beamformer design:
 Make D-1(ω) (i.e. inverse of D(ω)) to be an M-matrix

[Niwa et al., IWAENC2016] Poster Session I-27
 MNSS of 2M-1 is guaranteed if a delay-sum beamformer on a 

cylindrical array is utilised.
[Hioka et al., IEEE WASPAA2013]

 Optimum design of beamformers is still an open problem.

case1: broad directivity in low frequency
case2: spatial aliasing in high frequency
case3: ill combinations of source angles

Cases causing rank deficiency 0.5 1.0 0.5

0.8 1.0 0.4

0.2 1.0 0.6

1.0 0.5 1.0

0.5 1.0 0.5

1.0 0.5 1.0

0.98 1.0 1.0

0.99 1.0 0.99

1.0 1.0 0.98

case1 case2 case3
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Modelling by nonlinear mapping
 Modelling by linear combination requires approximation.
 More accurate relationship between ΦY and ΦS may be 

described by a nonlinear mapping.

 Attempts to describe the nonlinear mapping by a neural 
network (NN).
 Wiener filter estimation using deep NN       [Niwa et al., ICASSP2016]
 PSD estimation in beamspace using NN

[Kawase et al., IWAENC2016] Poster Session I-26
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III. Applications using the 
estimated PSD

1. Directional sound source separation 
2. Distance distinguishing microphone
3. “Zooming” microphone array 
4. UAV recording
5. Blind acoustic characterisation -DRR estimation-



1. Directional sound separation
 Most straightforward application of the estimated PSD is 

directional sound separation.
 A source located in particular angle is emphasised by the 

Wiener filter.

Audio interface
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1. Directional sound separation
 Demonstration video

24



Application to a voice conference system

 Key features
 4 mic + 1 loudspeaker
 RRP: JPY 108,000 (=USD 1,000)
 Can be connected to various communi-

cation devices, e.g. PC, mobile, landline, etc.

 Key mechanism
 Each of four angular regions can be muted separately 
 Directional mic + Wiener filter by PSD estimation in beamspace

(http://www.ntt-at.co.jp/page.jsp?id=1793&content_id=902)
microphones

loudspeaker

Angular Region1

Angular Region3An
gu

la
r R

eg
io

n2

Angular Region4Source PSD 
estimation

Wiener Filter 
Calculation

Microphone-
selector x

Speech
PSD

Noise
PSD [Hioka et al. IEEE TCE2012] 25



2. Distance distinguishing microphone
 Most of existing sound source separation techniques are 

only capable of distinguishing sources located in different 
directions but NOT at different distances

Noise in the same directionNoise in different direction

Distance-distinguishing microphone

A sound source located in a particular area 
(distance & direction) can be extracted
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2. Distance distinguishing microphone
 Aim: Emphasise sources in two-dimensional area
 Assumptions:
 More than one microphone arrays are utilised.
 Microphone arrays can be located apart.

 Solution: 
 Extend PSD estimation in beamspace to

2D scenario by setting areas by combination of
angles from each of microphone arrays.

Microphone Arrays

The new 
product 
will be…

Target Area

The plan  
you gave 
me …

I’m 
going 
out!

27



PSD estimation in beamspace
for 2D scenario

Wiener Postfilter

N2

Beam-
forming
Beam-

forming
Beam-
former

Beam-
forming
Beam-

forming
Beam-
former

N1
N8

N7
N6

N5
N4

N3

φL1

=

DL1,S

1. Define two-dimensional area by combination 
of angles looking from each array

2. Introduce beamformers whose directivity 
patterns are mutually different (e.g. mainlobe
pointing in different direction)

3. Estimate PSD of each area from PSD of 
multiple beamformers’ output

φL2
φL3
φR1
φR2
φR3

φS
φN1

φN8

PSD estimation
of each area

DL1,N8

DR3,S DR3,N8

φL1~3 φR1~3

PSD of 
beamformer’s output

directivity gain
for each area

area-wise 
PSD

φS φN1~NX

L2
L1

L3

R2
R1

R3
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2. Distance distinguishing microphone

On Air in 2009  by TV Tokyo

 Demonstration video

29



3. Zooming microphone array
 PSD estimation combined with optimally designed array

Beamforming 
with diffused 

sensing

Music
(loudspeaker)

Speaker 1
(walking) Speaker 3

Speaker 2

Wiener 
filtering

PSD estimation in 
beamspace

Output 
signal

User control17 m

0.75 m

[NIWA et al. IEEE TASLP2016] 30



Aside: Optimal microphone array design
 A design paradigm of microphone array structure
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3. Zooming microphone array

BBC News Oct 2014
http://www.bbc.co.uk/programmes/p029l3hj

 Demonstration video

32
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4. UAV recording
 Recently UAVs have been utilised in filming industry but 

only for video but NOT audio because of huge amount of 
rotor noise.

 The presenter was a member in one of the six finalist 
teams of C-Prize, a competition organised by a 
governmental institute in NZ.

 The developed UAV carried multiple microphones with 
speech enhancement algorithm based on PSD estimation 
in beamspace. 

http://www.cprize.nz/
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4. UAV recording

[Hioka et al. IWAENC2016] Poster Session I-28 34



4. UAV recording
 Demonstration video

Also available on YouTube 
https://www.youtube.com/watch?v=X0Rvs7Xoff4 35

https://www.youtube.com/watch?v=X0Rvs7Xoff4


5. Blind acoustic characterisation
 Estimated PSD can be used for various applications other 

than acoustic signal enhancement.
 Blind acoustic characterisation is an emerging topic that 

aims to estimate various acoustic parameters, e.g. 
reverberation time (T60) and direct-to-reverberation ratio 
(DRR), without measuring a room impulse response.

 ACE (acoustic characterisation of environment) 
Challenge was held in 2015 where participants 
competed with others on estimation accuracy of T60 and 
DRR.

ACE Challenge
http://www.ee.ic.ac.uk/naylor/ACEweb/index.html
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Direct to reverberation ratio (DRR)
 Energy ratio of direct sound and reverberation measured

at a position in a reverberant room.
 Calculated from a measured room impulse response.

R
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DRR = 
Energy of direct sound

Energy of reverberant sound 

Direct Sound ReverberationReceived Signal
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Why estimating DRR?
 DRR can be used for various purposes. For example 

source distance can be calculated from the estimated 
DRR.

DRR [dB]  = 10 210log
16

S
d
α
π

 
 
 

example:
DRR curve in diffuse sound field 
(4×6×2.5 [m], α = 0.15)

d : distance to source from mic

D
RR

d : distance to source
S : surface area of wall
α: absorption coefficient 

Theoretical DRR in perfectly 
diffuse sound field
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Calculating DRR from PSD
 DRR can be approximated by the ratio of the PSD of the 

direct sound and reverberation.
2
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D D

10 10
RR,

| ( ) |
DRR  [dB]: 10log

| ( ) |

( ) ( )
10log 10log

4 ( )( )

H

H

P P

PP d

ω

ω

ω ω

ωω

ω

ω

ω ω

π ωω

Ω

ΩΩ

 
 =  
 
 
   
   ≈ =   Ω      

∑
∑

∑ ∑
∑∑∫

• Direct sound arrives to a microphone 
without being reflected or diffracted by 
rigid materials (a)

• Reverberation arrives from every angle 
with uniform power distribution, i.e. 
Isotropic (b)

Assumed sound propagation model
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PSD estimation
 Use TWO beamformers which have different directivity 

patterns for PSD estimation in beamspace. 
 Assuming the reverberation being spatially diffuse, same 

model as that for diffuse noise can be set.
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PSD of direct sound and 
reverberation are estimated.
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Evaluation using ACE Challenge corpus
 Performance evaluated using the ACE Challenge corpus 

recorded by a triangular microphone array (Mobile). 
 Direction of arrival (DOA) of the direct sound was 

estimated by the steered beamformer based method with 
a delay-and-sum beamformer.

 Voice activity detection (VAD) was applied for extracting 
frames with reasonable amount of speech components 
used for the PSD estimation.

Parameter Value Parameter Value

Sampling rate 16,000 Hz
Beamformer for 
PSD estimation

Type Delay & Sum

Frame size 512 samples Mainlobe
angle

Ω1={θD,φD}
Ω2={θD+π/3,φD}

Frame shift 256 samples Resolution of DOA estimation Azimuth: π/72
Zenith: π/60

[Hioka et al. ACE Challenge Workshop 2015] 41



Evaluation using ACE Challenge corpus
 Estimation accuracy and distribution across rooms

(a) Ambient

(c) Babble

(b) Fan

DRR estimation performance in 
different rooms
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IV. Summary



Summary
 For realising practically effective acoustic signal 

enhancement, spectral manipulation using Wiener filter 
has been focused.

 PSD estimation in beamspace was developed for 
calculating the PSD of each sound source located in 
different angles/locations. 

 Various applications that utilise PSD estimation in 
beamspace are introduced:
 Directional sound source separation 
 Distance distinguishing microphone
 “Zooming” microphone array
 UAV recording
 Blind acoustic characterisation – DRR estimation –
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Thank you for your attention
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