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Model architectures and computing power

are transferrable across applications
labeled data is not!

Model



Creating Labeled Data for Relation Extraction

4(Zhang et al., 2018)

TACRED dataset: 106k labeled
instances for 41 relations,

crowd-sourced via Amazon
Mechanical Turk



Creating Labeled Data for Relation Extraction

Cost on Amazon
Mechanical Turk: $0.5
per instance à $53k!

Time cost: ~20 second
per instance à 7+ days

(Zhou et al., WWW20)
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Labeled data for more complex tasks

6(Rajpurkar et al., 2018)



Towards faster learning (with less labels)
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Multi-task Learning Transfer Learning

Distant Supervision Active Learning



Towards faster learning (with less labels)

8

Multi-task Learning Transfer Learning

Distant Supervision Active Learning

Challenges: availability of related data
sources & strong assumptions on data

distributions



Our Idea: High-level Human Supervisions
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Our Idea: High-level Human Supervisions
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Machine digests human rationale and
learns how to make decisions



This Talk

Q1 How to augment model training with rules?

Q2 How to handle compositional natural language input?

Q3 How to incorporate prior knowledge as inductive bias?
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Soft rule grounding for data augmentation (Zhou et al. WWW20)

Neural execution tree for NL explanation (Wang et al. ICLR20)

Knowledge-aware graph networks (Lin et al. EMNLP19)



Standard pipeline for data annotation
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Microsoft was founded by Bill Gates in 1975.
Apple was founded by Steven Jobs in 1976.
Amazon was founded by Jeff Bezos in 1994.

Corpus

Annotator

Labels

ORG: FOUNDED_BY
ORG: FOUNDED_BY
ORG: FOUNDED_BY

Slow, redundant annotation
efforts on similar instances!

Neural Classifier



Alternative Labeling Scheme: Surface Pattern Rules
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Microsoft was founded by Bill Gates in 1975.
Apple was founded by Steven Jobs in 1976.
Amazon was founded by Jeff Bezos in 1994.

Corpus Labels

ORG: FOUNDED_BY
ORG: FOUNDED_BY
ORG: FOUNDED_BY

Annotator

SUBJ-ORG was founded by OBJ-PER → ORG: FOUNDED_BY

Annotate contextually similar 
instances via much fewer rules!

(Hearst, 1992)



Neural Rule Grounding for Data Augmentation
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Microsoft was founded by Bill Gates in 1975.
Apple was founded by Steven Jobs in 1976.
Microsoft was established by Bill Gates in 1975.
In 1975, Bill Gates launched Microsoft.

Corpus

SUBJ-ORG was founded by OBJ-PER → ORG: FOUNDED_BY
SUBJ-PER born in OBJ-LOC → PER: ORIGIN

Labeling Rules

Microsoft was founded by Bill Gates in 1975.
Apple was founded by Steven Jobs in 1976.

Hard-matched instances (x_i, y_i)
ORG: FOUNDED_BY
ORG: FOUNDED_BY

Microsoft was established by Bill Gates.
In 1975, Bill Gates launched Microsoft.

Unmatched instances

1. Hard-matching

2. Soft-matching

(x_i, y_i, matching score)
ORG: FOUNDED_BY  0.8
ORG: FOUNDED_BY  0.7

(Zhou et al, WWW20)

Generalizing rule coverage via soft matching to instances



A Learnable, Soft Rule Matching Function
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ENT1 was founded by ENT2 → ORG: FOUNDED_BY
ENT1 born in ENT2 → PER: ORIGIN

Labeling Rules

Microsoft was established by Bill Gates.
In 1975, Bill Gates launched Microsoft.

Unmatched instances
ORG: FOUNDED_BY  0.8
ORG: FOUNDED_BY  0.7

(Zhou et al, WWW20)

2. Soft-matching

(x_i, y_i, matching score)



Joint Parameter Learning: Relation Extractor
+ Soft Rule Matcher
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SUBJ-ORG was founded by OBJ-PER →
ORG: FOUNDED_BY
SUBJ-PER born in OBJ-LOC → PER: ORIGIN

Labeling Rules
Microsoft was founded by Bill Gates in 1975.
Apple was founded by Steven Jobs in 1976.

Matched Sentences
ORG: FOUNDED_BY
ORG: FOUNDED_BY

Microsoft was established by Bill Gates.
In 1975, Bill Gates launched Microsoft.

Unmatched Sentences

Soft-matching

ORG: FOUNDED_BY  0.8
ORG: FOUNDED_BY  0.7

𝐿#$%&'

(Zhou et al, WWW20)

𝐿$()*+,-&.
𝐿)*+,-&.

Cross-entropy loss on relation labels

(x_i, y_i)

(x_i, y_i, matching score)



Joint Parameter Learning: Relation Extractor
+ Soft Rule Matcher
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ENT1 was founded by ENT2 → ORG: FOUNDED_BY
ENT1 born in ENT2 → PER: ORIGIN

Labeling Rules

(Zhou et al, WWW20)

Contrastive loss for
discriminating by rule bodies

(surface patterns)
𝐿,%$'



Joint Parameter Learning: Relation Extractor
+ Soft Rule Matcher
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Microsoft was founded by Bill Gates in 1975.
Apple was founded by Steven Jobs in 1976.
Microsoft was established by Bill Gates in 1975.
In 1975, Bill Gates launched Microsoft.

Corpus

SUBJ-ORG was founded by OBJ-PER → ORG: FOUNDED_BY
SUBJ-PER born in OBJ-LOC → PER: ORIGIN

Labeling Rules

Microsoft was founded by Bill Gates in 1975.
Apple was founded by Steven Jobs in 1976.

Matched Sentences Labels

ORG: FOUNDED_BY
ORG: FOUNDED_BY

Microsoft was established by Bill Gates
in 1975.
In 1975, Bill Gates launched Microsoft.

Unmatched Sentences

1. Hard-matching

2. Soft-matching

Labels + Matching Score
ORG: FOUNDED_BY  0.8
ORG: FOUNDED_BY  0.7

(Zhou et al, WWW20)

𝑳 = 𝐿)*+,-&. + 𝛼 ⋅ 𝐿$()*+,-&. + 𝛽 ⋅ 𝐿#$%&' + 𝜸 ⋅ 𝑳𝒄𝒍𝒖𝒔



Results on Relation Extraction
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Relation Extraction Performance (in F1 score) on TACRED
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Study on Label Efficiency
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Dashed: Avg # of rules / sentences labeled by annotators.

Spent 40min
on labeling

instances from
TACRED

Solid: Avg model F1 trained with corresponding annotations.

{Rules + Neural Rule Grounding} produces much
more effective model with limited time!
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Standard annotation pipeline

view each 
example

assess the 
example

provide a 
label

Rule-based annotation pipeline

SUBJ-ORG was founded by OBJ-PER 
→ ORG: FOUNDED_BY

Annotator

Labeling rulessummarize rulesview several 
examples

Better label efficiency
Less user-friendly, limited expressiveness



Problem: Can users provide more complex clues
to explain their thought process, in a natural way?

22



Learning with Natural Language Explanations
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Sentiment on ENT is 
positive or negative?

x;: There was a long wait for a table 
outside, but it was a little too hot in the 
sun anyway so our ENT was very nice. 

Positive, because the 
words “very nice” is within 
3 words after the ENT.

x<:Officials in Mumbai said that the two 
suspects, David Headley, and ENT1, who 
was born in Pakistan but is a ENT2 citizen, 
both visited Mumbai before the attacks.

per: nationality, because the 
words ‘‘is a’’ appear right 
before ENT2 and the word 
‘‘citizen’’ is right after ENT2.

Relation between ENT1 and ENT2?

Users' natural language
explanations

Wang et al., to appear at ICLR’20 http://inklab.usc.edu/project-NExT

http://inklab.usc.edu/project-NExT


Explanations to “labeling functions”
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The	words	“who	died”	precede	OBJECT	by	no	more	than	
three	words	and	occur	between	SUBJECT	and	OBJECT

Explanation

Candidate logical forms
@And	(	@Is	(	@Quote	(	‘who	died’	),	@AtMost (	@Left	(	
@OBJECT	),	@Num (	@Token	)	)	),	@Is	(	@Word	(	‘who	
died’	),	@Between	(	@SUBJECT	,	@OBJECT)	)	)

predicate assigning

@Word	@Quote(who	died)	@Left	@OBJECT	@AtMost
@Num@Token	@And	@Is	@Between	@SUBJECT	@And	
@OBJECT

CCG parsing

..….

Candidate scoring

inference

Labeling function (most plausible)
def	LF	(x)	:
Return	(	1	if	:	And	(	Is	(	Word	(	‘who	died’	),	AtMost (	Left	
(	OBJECT	),	Num (3,	tokens	)	)	),	Is	(	Word	(	‘who	died’	),	
Between	(	SUBJECT	,	OBJECT)	)	);	else	0	)

function assigning

(Srivastava et al., 2017; Zettlemoyer & Collins, 2012)

..….



Hard matching for data augmentation
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Sentence:	quality	ingredients	preparation	
all	around,	and	a	very	fair	price for	NYC.

Question:	What	is	the	sentiment	polarity	
w.r.t.	“price”	?

Instance

Human labeling

unlabeled instance
Sentence: it has delicious food 
with a fair price.

Label:	Positive

Explanation: because the word “price” is 
directly preceded by fair.

Label result
Hard Matching



Problems with hard matching
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hard 
matching

𝑈 = {𝒙z}

explanation

𝐿 = {(𝒙z, 𝒚z)}
model

Challenge 1: language
variations on both explanation
predicates & contextual clues

Challenge 2: compositional
nature of the explanations

training

per: nationality, because the 
words ‘‘is a’’ appear right 
before ENT2 and the word 
‘‘citizen’’ is right after ENT2.



Learning with Hard & Soft Matching
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hard 
matching

𝑈 = {𝒙z}

𝐵* = {(𝒙z, 𝒚z)}
explanation

soft 
matching

𝐵$ = {(𝒙~, �𝒚~, 𝜔~)}

sample and annotate

logical form

semantic parsing

annotate with a pseudo 
label and a confidence score

model

(Wang et al., ICLR20)



Neural Execution Tree (NExT) for Soft Matching
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Explanation
The words “who died” precede OBJECT by no more than 

three words and occur between SUBJECT and OBJECT

Labeling function
def LF (x) :
Return ( 1 if : And ( Is ( Word ( ‘who died’ ), AtMost ( Left
( OBJECT ), Num (3, tokens ) ) ), Is ( Word ( ‘who died’ ), Between
( SUBJECT , OBJECT) ) ); else 0 )

Sentence

SUBJECT was murdered on OBJECT

Neural Execution 
Tree 

SUBJECT was killed in OBJECT

SUBJECT , who died on OBJECT

..….

(Wang et al., ICLR20)

string 
matching

soft
counting

deterministic
function

logic
calculation



Neural Execution Tree (NExT) for Soft Matching
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Explanation
The words “who died” precede OBJECT by no more than 

three words and occur between SUBJECT and OBJECT

Labeling function
def LF (x) :
Return ( 1 if : And ( Is ( Word ( ‘who died’ ), AtMost ( Left
( OBJECT ), Num (3, tokens ) ) ), Is ( Word ( ‘who died’ ), Between
( SUBJECT , OBJECT) ) ); else 0 )

0.3, 0.2, 0.9, 0.2, 0.40, 1, 1, 1, 00.3, 0.2, 0.9, 0.2, 0.4 0.6, 1, 1, 1, 1

Sentence

SUBJECT was murdered on OBJECT

Neural Execution 
Tree 

( Word ( who died ) )

AtMost (Left(OBJECT), Num(3 Tokens))

(Word(who died)Between(SUBJECT, OBJECT)) 

SUBJECT was killed in OBJECT

SUBJECT , who died on OBJECT

..….

(Wang et al., ICLR20)



Neural Execution Tree (NExT) for Soft Matching

30

Explanation
The words “who died” precede OBJECT by no more than 

three words and occur between SUBJECT and OBJECT

Labeling function
def LF (x) :
Return ( 1 if : And ( Is ( Word ( ‘who died’ ), AtMost ( Left
( OBJECT ), Num (3, tokens ) ) ), Is ( Word ( ‘who died’ ), Between
( SUBJECT , OBJECT) ) ); else 0 )

0.3, 0.2, 0.9, 0.2, 0.40, 1, 1, 1, 00.3, 0.2, 0.9, 0.2, 0.4 0.6, 1, 1, 1, 1

0.90.9

Sentence

SUBJECT was murdered on OBJECT

Neural Execution 
Tree 

( Word ( who died ) )

AtMost (Left(OBJECT), Num(3 Tokens))

Is

(Word(who died)

Is

Between(SUBJECT, OBJECT)) 

SUBJECT was killed in OBJECT

SUBJECT , who died on OBJECT

..….

p1 p2 p1 p2

argmax(p1*p2) argmax(p1*p2)

(Wang et al., ICLR20)



Neural Execution Tree (NExT) for Soft Matching
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Explanation
The words “who died” precede OBJECT by no more than 

three words and occur between SUBJECT and OBJECT

Labeling function
def LF (x) :
Return ( 1 if : And ( Is ( Word ( ‘who died’ ), AtMost ( Left
( OBJECT ), Num (3, tokens ) ) ), Is ( Word ( ‘who died’ ), Between
( SUBJECT , OBJECT) ) ); else 0 )

0.3, 0.2, 0.9, 0.2, 0.40, 1, 1, 1, 00.3, 0.2, 0.9, 0.2, 0.4 0.6, 1, 1, 1, 1

0.90.9

0.8

Sentence

SUBJECT was murdered on OBJECT

Neural Execution 
Tree 

( Word ( who died ) )

AtMost (Left(OBJECT), Num(3 Tokens))

Is

And

(Word(who died)

Is

Between(SUBJECT, OBJECT)) 

SUBJECT was killed in OBJECT

SUBJECT , who died on OBJECT

..….

SUBJECT was murdered on
OBJECT

SUBJECT was murdered on
OBJECT

SUBJECT was murdered on
OBJECT

SUBJECT was murdered on
OBJECT

p1 p2 p1 p2

argmax(p1*p2) argmax(p1*p2)p1 p2

max(p1+p2-1, 0)

matching score

(Wang et al., ICLR20)



Modules in NeXT
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1. String matching 2. Soft counting

3. Soft logic

4. Deterministic
functions

(Wang et al., ICLR20)



Study on Label Efficiency (TACRED)
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Annotation time cost:
giving a label + an explanation ~= 2x giving a label

Number of explanations

500
1000
1500
2000
2500 # labels to

achieve equal
performance
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Standard annotation pipeline

view each 
example

assess the 
example

provide a 
label

NL explanation-based annotation pipeline

Positive, because the 
words “very nice” is within 
3 words after the TERM.Annotator

NL explanationsprovide rationaleview an 
example

Rule-based annotation pipeline

SUBJ-ORG was founded by OBJ-PER 
→ ORG: FOUNDED_BY

Annotator

Labeling rulessummarize rulesview several 
examples



Problem: Can we make use of prior knowledge to
constrain the model learning?

35



Commonsense Reasoning in QA

Can you choose the most plausible answer based on
daily life commonsense knowledge?

Where do adults usually use glue sticks?

A: classroom B: office C: desk drawer

What do you need to fill with ink to write notes on an A4 paper?

A: fountain pen B: printer C: pencil

36(CommonsenseQA, Talmor et al., 2018)



Pre-trained LMs doesn’t get it for free

37

Question Answer Choice

: if the choice is correct or not

Fine-tuning BERT for CommonsenseQA (12k QA pairs).

Accuracy will drop 15+% if labeled data
are reduced for 10%



Limitations of Fine-tuned LMs
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Online demo of BERT’s Masked-LM https://demo.allennlp.org/masked-lm

1. Not capturing commonsense

2. Not Interpretable w/ Knowledge

Most plausible predictions
are far from common truth

https://demo.allennlp.org/masked-lm


Neural-Symbolic Reasoning with
Commonsense KG

39

Where do adults use glue sticks?

A: classroom B: office C: desk drawer

work

CapableOf

AtLocation AtLo
cati

onHa
sS
ub
ev
en
t

CapableOf

ReceiveAction

Knowledge-Aware Reasoning*

A Schema Graph
for the choice B

Question

glue_stick

adult

office

use

Grounding

Answer Candidates

Symbol Space

Semantic Space

(Bill Yuchen Lin et al. EMNLP19)



Question
Answer

Concept Recognition
Question
Concepts

Answer
Concepts

Multi-relational Graph as Inductive Bias

Schema Graph

Language Encoder
(e.g. BERT)

Graph Construction
via Path Finding

Statement Vector

Graph
Vector

MLP

Plausibility score

Graph Encoder*

KagNet

Statement

40(Bill Yuchen Lin et al. 2019)



Encoding Unlabeled
Schema Graphs

Cq
<latexit sha1_base64="5OMPA+86tRP1ySu0Q8DeEiYVzTU=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclZkq6LLYjcsK9gHtWDJppg3NJGOSUcrQ/3DjQhG3/os7/8ZMOwttPRA4nHMv9+QEMWfauO63s7K6tr6xWdgqbu/s7u2XDg5bWiaK0CaRXKpOgDXlTNCmYYbTTqwojgJO28G4nvntR6o0k+LOTGLqR3goWMgINla670XYjAjmaX3afyj2S2W34s6AlomXkzLkaPRLX72BJElEhSEca9313Nj4KVaGEU6nxV6iaYzJGA9p11KBI6r9dJZ6ik6tMkChVPYJg2bq740UR1pPosBOZin1opeJ/3ndxIRXfspEnBgqyPxQmHBkJMoqQAOmKDF8YgkmitmsiIywwsTYorISvMUvL5NWteKdV6q3F+XadV5HAY7hBM7Ag0uowQ00oAkEFDzDK7w5T86L8+58zEdXnHznCP7A+fwBPJySVQ==</latexit>

Ca
<latexit sha1_base64="dQQHt0/0PBOFo0bEC+awhykIroQ=">AAAB9HicbVDLSsNAFL2pr1pfVZdugkVwVZIq6LLYjcsK9gFtKDfTSTt0Mokzk0IJ/Q43LhRx68e482+ctFlo64GBwzn3cs8cP+ZMacf5tgobm1vbO8Xd0t7+weFR+fikraJEEtoiEY9k10dFORO0pZnmtBtLiqHPacefNDK/M6VSsUg86llMvRBHggWMoDaS1w9RjwnytDEf4KBccarOAvY6cXNSgRzNQfmrP4xIElKhCUeleq4Tay9FqRnhdF7qJ4rGSCY4oj1DBYZUeeki9Ny+MMrQDiJpntD2Qv29kWKo1Cz0zWQWUq16mfif10t0cOulTMSJpoIsDwUJt3VkZw3YQyYp0XxmCBLJTFabjFEi0aankinBXf3yOmnXqu5VtfZwXanf5XUU4QzO4RJcuIE63EMTWkDgCZ7hFd6sqfVivVsfy9GCle+cwh9Ynz/q6JIx</latexit>

LSTM Path Encoder
LSTM( )Pi,j [k]

<latexit sha1_base64="teqK/CNCdOXuGAw7kuDknxGtZZM=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBg5TdKuix6MVjBfuB26Vk02wbm02WJCuUpf/CiwdFvPpvvPlvTNs9aOuDgcd7M8zMCxPOtHHdb6ewsrq2vlHcLG1t7+zulfcPWlqmitAmkVyqTog15UzQpmGG006iKI5DTtvh6Gbqt5+o0kyKezNOaBDjgWARI9hY6aHRy9jZ48QfBb1yxa26M6Bl4uWkAjkavfJXty9JGlNhCMda+56bmCDDyjDC6aTUTTVNMBnhAfUtFTimOshmF0/QiVX6KJLKljBopv6eyHCs9TgObWeMzVAvelPxP89PTXQVZEwkqaGCzBdFKUdGoun7qM8UJYaPLcFEMXsrIkOsMDE2pJINwVt8eZm0alXvvFq7u6jUr/M4inAEx3AKHlxCHW6hAU0gIOAZXuHN0c6L8+58zFsLTj5zCH/gfP4AS7eQqw==</latexit>

…..

R
<latexit sha1_base64="CrLsuWMDMFWjz+iaUw09lj4OVG4=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeCF4+t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTjm5n/8IRK81jem0mCfkSHkoecUWOl5l2/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+Sdq3qXVRrzctK3c3jKMIJnMI5eHAFdbiFBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPqIWMyA==</latexit>

T
<latexit sha1_base64="KcCkQ8Dr2DPVFNecfOXjV24oJ5Y=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGFfkEbymY7adduNmF3I5TQX+DFgyJe/Une/Ddu2xy09cHA470ZZuYFieDauO63s7G5tb2zW9gr7h8cHh2XTk7bOk4VwxaLRay6AdUouMSW4UZgN1FIo0BgJ5jcz/3OEyrNY9k00wT9iI4kDzmjxkqN5qBUdivuAmSdeDkpQ476oPTVH8YsjVAaJqjWPc9NjJ9RZTgTOCv2U40JZRM6wp6lkkao/Wxx6IxcWmVIwljZkoYs1N8TGY20nkaB7YyoGetVby7+5/VSE975GZdJalCy5aIwFcTEZP41GXKFzIipJZQpbm8lbEwVZcZmU7QheKsvr5N2teJdV6qNm3LNzeMowDlcwBV4cAs1eIA6tIABwjO8wpvz6Lw4787HsnXDyWfO4A+czx+rjYzK</latexit>

Statement Vectors
<latexit sha1_base64="lILmndifYlXYYd3TBDeiCV0kJuw=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsxUQZdFNy4r2Ae2Q8mkd9rQTGZIMkIZ+hduXCji1r9x59+YtrPQ1gOBwzn3knNPkAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqz02IuoGQVhpqf9csWtunOQVeLlpAI5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7lkoaofazeeIpObPKgISxsk8aMld/b2Q00noSBXZyllAvezPxP6+bmvDaz7hMUoOSLT4KU0FMTGbnkwFXyIyYWEKZ4jYrYSOqKDO2pJItwVs+eZW0alXvolq7v6zUb/I6inACp3AOHlxBHe6gAU1gIOEZXuHN0c6L8+58LEYLTr5zDH/gfP4A9u6RGw==</latexit>

g
<latexit sha1_base64="70nNBQaCBgZQwVTQrRxMMmGaQK4=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGK/YA2lM120y7dbMLuRCih/8CLB0W8+o+8+W/ctDlo64OBx3szzMwLEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJbe53nrg2IlaPOE24H9GREqFgFK30MCoPKlW35s5BVolXkCoUaA4qX/1hzNKIK2SSGtPz3AT9jGoUTPJZuZ8anlA2oSPes1TRiBs/m186I+dWGZIw1rYUkrn6eyKjkTHTKLCdEcWxWfZy8T+vl2J442dCJSlyxRaLwlQSjEn+NhkKzRnKqSWUaWFvJWxMNWVow8lD8JZfXiXtes27rNXvr6oNt4ijBKdwBhfgwTU04A6a0AIGITzDK7w5E+fFeXc+Fq1rTjFzAn/gfP4A/MyM8Q==</latexit>

Pi,j
<latexit sha1_base64="wjgZQHVCe19RlY4Rdt9vOhdqX/Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBT0WvXisYD+gDWWznbRrN5uwuxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGt1O/9YRK81g+mHGCfkQHkoecUWOlVr2X8bPHSa9ccavuDGSZeDmpQI56r/zV7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx27oScWKVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE177GZdJalCy+aIwFcTEZPo76XOFzIixJZQpbm8lbEgVZcYmVLIheIsvL5PmedW7qJ7fX1ZqN3kcRTiCYzgFD66gBndQhwYwGMEzvMKbkzgvzrvzMW8tOPnMIfyB8/kDGqSPag==</latexit>

Pi,j [k]
<latexit sha1_base64="teqK/CNCdOXuGAw7kuDknxGtZZM=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBg5TdKuix6MVjBfuB26Vk02wbm02WJCuUpf/CiwdFvPpvvPlvTNs9aOuDgcd7M8zMCxPOtHHdb6ewsrq2vlHcLG1t7+zulfcPWlqmitAmkVyqTog15UzQpmGG006iKI5DTtvh6Gbqt5+o0kyKezNOaBDjgWARI9hY6aHRy9jZ48QfBb1yxa26M6Bl4uWkAjkavfJXty9JGlNhCMda+56bmCDDyjDC6aTUTTVNMBnhAfUtFTimOshmF0/QiVX6KJLKljBopv6eyHCs9TgObWeMzVAvelPxP89PTXQVZEwkqaGCzBdFKUdGoun7qM8UJYaPLcFEMXsrIkOsMDE2pJINwVt8eZm0alXvvFq7u6jUr/M4inAEx3AKHlxCHW6hAU0gIOAZXuHN0c6L8+58zFsLTj5zCH/gfP4AS7eQqw==</latexit>

KagNet: Knowledge-aware Graph Network

the k-th path between c(a)j
<latexit sha1_base64="6jx4y/5xilUNLmSm8VO3ZuDeHtU=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahXspuK+ix4MVjBfsh7VqyabaNTbJLkhXK0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbW9/Y3MpvF3Z29/YPiodHLR0litAmiXikOgHWlDNJm4YZTjuxolgEnLaD8fXMbz9RpVkk78wkpr7AQ8lCRrCx0j3pPz6kZXw+7RdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvFqlertRanuZnHk4QROoQweXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMMf+B8/gA8EY/6</latexit>

c(q)i
<latexit sha1_base64="cFp0lm/JqJAAbxCNYiELRwyFIY0=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahXspuK+ix4MVjBfsh7VqyabYNTbJrkhXK0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbW9/Y3MpvF3Z29/YPiodHLR0litAmiXikOgHWlDNJm4YZTjuxolgEnLaD8fXMbz9RpVkk78wkpr7AQ8lCRrCx0j3ps4e0/Hg+7RdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvFqlertRanuZnHk4QROoQweXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMMf+B8/gBS55AJ</latexit>

and

Modeling Relational Paths between c(a)j
<latexit sha1_base64="6jx4y/5xilUNLmSm8VO3ZuDeHtU=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahXspuK+ix4MVjBfsh7VqyabaNTbJLkhXK0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbW9/Y3MpvF3Z29/YPiodHLR0litAmiXikOgHWlDNJm4YZTjuxolgEnLaD8fXMbz9RpVkk78wkpr7AQ8lCRrCx0j3pPz6kZXw+7RdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvFqlertRanuZnHk4QROoQweXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMMf+B8/gA8EY/6</latexit>

c(q)i
<latexit sha1_base64="cFp0lm/JqJAAbxCNYiELRwyFIY0=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahXspuK+ix4MVjBfsh7VqyabYNTbJrkhXK0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbW9/Y3MpvF3Z29/YPiodHLR0litAmiXikOgHWlDNJm4YZTjuxolgEnLaD8fXMbz9RpVkk78wkpr7AQ8lCRrCx0j3ps4e0/Hg+7RdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvFqlertRanuZnHk4QROoQweXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMMf+B8/gBS55AJ</latexit>

andPi,j
<latexit sha1_base64="wjgZQHVCe19RlY4Rdt9vOhdqX/Q=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REBT0WvXisYD+gDWWznbRrN5uwuxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGt1O/9YRK81g+mHGCfkQHkoecUWOlVr2X8bPHSa9ccavuDGSZeDmpQI56r/zV7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx27oScWKVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE177GZdJalCy+aIwFcTEZPo76XOFzIixJZQpbm8lbEgVZcYmVLIheIsvL5PmedW7qJ7fX1ZqN3kcRTiCYzgFD66gBndQhwYwGMEzvMKbkzgvzrvzMW8tOPnMIfyB8/kDGqSPag==</latexit>

c(q)i
<latexit sha1_base64="cFp0lm/JqJAAbxCNYiELRwyFIY0=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahXspuK+ix4MVjBfsh7VqyabYNTbJrkhXK0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbW9/Y3MpvF3Z29/YPiodHLR0litAmiXikOgHWlDNJm4YZTjuxolgEnLaD8fXMbz9RpVkk78wkpr7AQ8lCRrCx0j3ps4e0/Hg+7RdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvFqlertRanuZnHk4QROoQweXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMMf+B8/gBS55AJ</latexit> c(a)j

<latexit sha1_base64="6jx4y/5xilUNLmSm8VO3ZuDeHtU=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahXspuK+ix4MVjBfsh7VqyabaNTbJLkhXK0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbW9/Y3MpvF3Z29/YPiodHLR0litAmiXikOgHWlDNJm4YZTjuxolgEnLaD8fXMbz9RpVkk78wkpr7AQ8lCRrCx0j3pPz6kZXw+7RdLbsWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwis/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrWvFqlertRanuZnHk4QROoQweXEIdbqABTSAg4Ble4c1Rzovz7nwsWnNONnMMf+B8/gA8EY/6</latexit>

KagNet: Knowledge-Aware Graph Networks
for Commonsense Reasoning 41(Bill Yuchen Lin et al. 2019)



Experiments

42

More Performance on Official Test Set: https://www.tau-nlp.org/csqa-leaderboard

(Bill Yuchen Lin et al. 2019)

Recent follow-up submissions:
- Based on XL-NET / RoBERTa (72.1)
- Using large-scale wiki docs via IR
- Transfer from other QA datasets (e.g. RACE)
- Adversarial Data Augmentation

https://www.tau-nlp.org/csqa-leaderboard


Transferability

CSQA

SWAG WSC

KagNet BERT-Large

59.01% vs 56.53%

No Training!

Training!

53.51% vs 51.23%

43(Bill Yuchen Lin et al. 2019)

Interpretability



Conclusion

Q1 How to augment model training with rules?

Q2 How to handle compositional natural language input?

Q3 How to incorporate prior knowledge as inductive bias?

44

Soft rule grounding for data augmentation (Zhou et al. WWW20)

Neural execution tree for NL explanation (Wang et al. ICLR20)

Knowledge-aware graph networks (Lin et al. EMNLP19)

(Label-efficient) Learning from high-level human supervisions
that are abstractive, compositional, and linguistically complex



Other related efforts

Q1 How to augment model training with rules?

Q2 How to handle compositional natural language input?

Q3 How to incorporate background knowledge?

45

Soft rule grounding for data augmentation (Zhou et al. WWW20)

Neural execution tree for NL explanation (Wang et al. ICLR20)

Knowledge-aware graph networks (Lin et al. EMNLP19)

Learning from Distant Supervision: [Ye et al., EMNLP19], [Zhang et al.,
NAACL19], [Shang et al., EMNLP18], [Liu et al., EMNLP17]

Reasoning over Heterogeneous Data: [Fu et al., EMNLP18], [Jin et al., ICLR-
GRLM19], [Ying et al., NeurIPS18], [Ying et al., ICML18]



46

Students Collaborators

Research Partnership

Funding

Dan MacFarland, Sociology, Stanford University
Jure Leskovec, Computer Science, Stanford University
Dan Jurafsky, Computer Science, Stanford University
Jiawei Han, Computer Science, UIUC
Morteza Dehghani, Psychology, USC
Kennth Yates, Clinical Education, USC
Craig Knoblock, USC ISI
Curt Langlotz, Bioinformatics, Stanford University
Kuansan Wang, Microsoft Academic
Leonardo Neves, Snap Research
Mark Musen, Bioinformatics, Stanford University



Thank you!

USC Intelligence and Knowledge Discovery (INK) Lab

http://inklab.usc.edu/

Code: https://github.com/INK-USC

xiangren@usc.edu

@xiangrenNLP
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http://inklab.usc.edu/
https://github.com/INK-USC
http://usc.edu

