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Financial Structure and Economic Growth
Abstract

We address the issue of whether financial structufliences
economic growth. Three competing views of finanstalicture exist
in the literature: the bank-based, the market-bas®etthe financial
services view. Recent empirical studies examing tledevance by
utilising panel and cross-section approaches. pager for the first
time ever utilises time series data and methodspgalwith the
Dynamic Heterogeneous Panel approach, essentialigeseloping
countries. We find significant cross-country hetgmeity in the
dynamics of financial structure and economic groveiid conclude
that it is invalid to pool data across our sampmentries. We find
significant effects of financial structure on rgaér capita output,
which is in sharp contrast to some of the recemtifigs. Panel
estimates, in most cases, do not correspond to tigospecific
estimates, and hence may proffer incorrect infexerfor several
countries of the panel.

1. Introduction

Whether financial structure influences economicwghois a crucial policy issue. If

one form of financial structure is more conducigeetonomic growth than another,
then economic policy must take this into accounis,| therefore, hardly surprising

that the distinction between bank-based and mdr&sed financial systems, and their
relative importance to economic growth, has beerfdbus of the relevant theoretical
debate for over a century (Allen and Gale, 1999s@weenkron, 1962; Stiglitz, 1985).

The debate is still very alive (see, for exampleyibe, 2002), not least because

resolving this issue undoubtedly improves the ¢qyal economic policies.

The empirical literature on this issue attemptset@mine whether one type of
financial system better explains economic growthnttanother. However, these
studies are not without their own problems. Thelists that analyse the UK and the
US as market-based systems versus Japan and Geaséank-based systems (e.g.
Hoshi et al, 1991; Mork and Nakkamura, 1999; Weinsand Yafeh, 1998; Arestis et
al., 2001) tend to show that financial structurdtera. However, they are susceptible
to the criticism that these countries historicalhare similar growth rates. Therefore,

they may not form a suitable sample to investighte relative contribution of one



financial system over another in the growth pro¢€sdsmith, 1969). Moreover, the
results based on Japan, Germany, the UK and theab®nly be used as a conjecture
when it comes to economic policy for developing moies. Put it simply, the
relationship between financial structure and ecao@rowth remains unaddressed in

the case of developing countries. We aim to fifl tap in this paper.

Panel and cross-section studies (Demirguc-KuntLawihe, 1996; Levine, 2002 and
2003; Beck and Levine, 2002), find that financialsture is irrelevant to economic
growth: neither the bank-based nor the market-bdiseohcial system can explain
economic growth. Instead, it is the overall prauispf financial services (banks and
financial markets taken together) that are impartdhese multi-country studies are
also subject to a number of concerns. Levine amdagg(1996, p. 325) state that panel
regressions mask important cross-country differeracel suffer from 'measurement,
statistical, and conceptual’ problems. Quah (1%@®; also, Caseli et al., 1996) shows
the difficulties associated with the lack of bakahcgrowth paths across countries
when pooling data. Pesaran and Smith (1995) poutt the heterogeneity of
coefficients across countries. Luintel and KhanO@0show that panel estimates often
do not correspond to country-specific estimatesasggquently, generalisations based
on panel results may proffer incorrect inferenaasskveral countries of the panel. In
short, panel estimates may be misleading at colewsl; consequently their policy

relevance may be seriously impaired.

This paper contributes to the empirical literatauerounding financial structure and
economic growth in a number of ways. First, we exilitime series data on financial
structure for six countries, most of which are depig economie$.Data span for a
minimum of 30 (South Korea) to a maximum of 39 ge@Breece). Our sample of
low- and middle-income countries with varied growettperiences (see Table 1), also
addresses the concern raised by Goldsmith (19&2prfsl, we formally test whether
the data of our sample countries can be pooledh Biote series and dynamic
heterogeneous panel methods, which do not impogerass-country restrictions on
parameters and adjustment dynamics, are appliechuf&knowledge, this is the first

ever study of this kind which estimates the long-relationship between financial

1 The six countries are: Greece, India, South KdtreaPhilippines, South Africa and Taiwan.



structure and economic growth using time series dymhmic heterogeneous panel
methods, and utilising data from developing coestriJohansen’s (1988, 1991)
multivariate vector auto-regression (VAR), a weltablished method in time series
econometrics, is utilized. Panel estimates areimddafollowing the heterogeneous
panel estimators due to Larson et al. (2001). is timy, our results could be
compared with those in the relevant literature.(éayine, 2002; Beck and Levine,
2002), and we could formally test whether the paastimates (parameters)

correspond to the country specific estimates.

Our results are quite revealing. First, time serésilts show that for the majority of
sample countries financial structure significangiyplains economic growth. The
results from the dynamic heterogeneous panels @sdirm the significance of
financial structure. These findings are in sharpiti@st to existing results, which
either depict financial structure as irrelevant ibe 2002 and Beck and Levine,
2002), or else that only bank-based financial systeare conducive to growth
(Arestis, et al., 2001). Second, we find significdieterogeneity in cross-country
parameters and adjustment dynamics; tests shovd#tatcannot be pooled for these
six countries. Tests also show that the panel patensido not correspond to country
specific estimates. Thus, our results uphold tseréisn of Levine and Zervos (1996)
that ‘panel regressions mask important cross-cgutitferences’. Third, our results
are robust to estimation methods and stabilitysteSverall, our findings indicate that
the apparent failure of large cross-country studtesdentify a significant effect of
financial structure on economic growth may be daetheir failure to account

sufficiently for cross-country heterogeneity.

The rest of the paper is organised as followsh& gection that follows we briefly
discuss the theoretical arguments and the empiecialence surrounding financial
structure and economic growth. Section 3 outlinesdeh specification and the
econometric methods; section 4 discusses the datssetion 5 covers tests of
poolability; section 6 presents and discusses thia empirical results; and section 7

summarises and concludes.



2. Financial Structure and Development

Theoretical Considerations

The relationship between financial structure an@nemic development can be
examined on the basis of competing theories ofndi@ structure. These are: the
bank-based, the market-based and the financiaicestWwVe discuss them briefly in
what follows. The bank-based theory emphasises pibgtive role of banks in
development and growth, and, also, stresses theticehangs of market-based
financial systems. It argues that banks can finaleselopment more effectively than
markets in developing economies, and, in the cdsstate-owned banks, market
failures can be overcome and allocation of savireys be undertaken strategically
(Gerschenkron, 1962). Those banks that are unhaup®y regulatory restrictions,
can exploit economies of scale and scope in infionaathering and processing (for
more details on these aspects of bank-based systeméevine, 2002, and Beck and
Levine, 2002). Indeed, bank-based financial systamesin a much better position
than market-based systems to address agency pelaedshort-termism (Stiglitz,
1985; Singh, 1997). The bank-based view also &ise®e shortcomings of market-
based systems. The latter reveal information plyplibereby reducing incentives for
investors to seek and acquire information. Inforamatasymmetries are thus
accentuated, more so in market-based rather thdamk-based financial systems
(Boyd and Prescott, 1986). Banks can ease distsr@@nanating from asymmetric
information through forming long-run relationshipsith firms, and, through
monitoring, contain moral hazard. As a result, baaked arrangements can produce
better improvement in resource allocation and caf@ governance than market-
based institutions (Stiglitz, 1985; Bhide, 1993).

By contrast, the market-based theory highlights ddgantages of well-functioning
markets, and stresses the problems of bank-basadcial systems. Big, liquid and
well-functioning markets foster growth and profitcéntives, enhance corporate
governance and facilitate risk management (Lev2@)2, and Beck and Levine,
2002). The inherent inefficiencies of powerful bgrdte also stressed, for they “can
stymie innovation by extracting informational rersd protecting firms with close
bank-firm ties from competition ..... may collude wiihm managers against other
creditors and impede efficient corporate governalcevine, 2002, p. 3). Market-

based financial systems reduce the inherent in&fiiees associated with banks and



are, thus, better in enhancing economic developaehtgrowth. A related argument
is that developed by Boyd and Smith (1998), who aiestrate through a model that
allows for financial structure changes as countgesthrough different stages of
development, that countries become more marketdbase evelopment proceeds. An
issue of concernidentified by a recent World Bank (2001) study Ire tcase of

market-based financial systems in developing caesjtris that of asymmetric

information. It is argued that “the complexity ofuoh of modern economic and
business activity has greatly increased the vadétyays in which insiders can try to
conceal firm performance. Although progress in medbgy, accounting, and legal
practice has also improved the tools of detectiom, balance the asymmetry of
information between users and providers of funds i@t been reduced as much in
developing countries as it has in advanced ecormieand indeed may have

deteriorated” (p. 7).

The third theory, the financial services view (Meriand Bodie, 1995; Levine, 1997),
is actually consistent with both the bank-based tardmarket-based views. Although
it embraces both, it minimises their importancetlie sense that the distinction
between bank-based and market-based financial nsystmatters less than was
previously thought; it is financial services thelags that are by far more important,
than the form of their delivery (World Bank, 20011).the financial services view, the
issue is not the source of finance. It is rather ¢reation of an environment where
financial services are soundly and efficiently pded. The emphasis is on the
creation of better functioning banks and marketeerathan on the type of financial
structure. Quite simply, this theory suggests th#& neither banks nor markets that
matter; it is both banks and markets. They aresdifit components of the financial
system; they do not compete, and as such amelidifiéeent costs, transaction and
information, in the system (Boyd and Smith, 1998yibe, 1997; Demirguc-Kunt and
Levine, 2001). Under these circumstances, finan@aiangements emerge to
ameliorate market imperfections and provide finanservices that are well placed to
facilitate savings mobilisation and risk managemeagsess potential investment
opportunities, exert corporate control, and enhdincedity. Consequently, as Levine

(2002) argues, “the financial services view plattes analytical spotlight on how to



create better functioning banks and markets, atebates the bank-based versus

market-based debate to the shadows” (3. 3).

Empirical Evidence

A number of studies have concentrated on comparitg@t view Germany and Japan
as bank-based systems, while the US and UK as traaked systems. These studies
have employed rigorous country-specific measurenahcial structure. Studies of
Germany and Japan use measures of whether bankshawes or whether a company
has a ‘main bank’ respectively (Hoshi et al., 1994grk and Nakkamura, 1999;
Weinstein and Yafeh, 1998). These studies providideace that confirms the
distinction between bank-based and market-basetdial systems in the case of the
countries considered. However, reassessment ofévidence on the benefits of the
Japanese financial system in view of the economgar performance in the 1990s
has concluded against the beneficial effectthefbank-based nature of this system.
Bank dependence can lead to a higher cost of flandsms, since banks extract rent
from their corporate customers (Weinstein and Y,ai&l98). Studies of the US and
the UK concentrate on the role of market takeowasscorporate control devices
(Wenger and Kaserer, 1998; Levine, 1997), and calecin favour of market-based
financial systems. Goldsmith (1969), however, asgtiet such comparisons in the
case of Germany and the UK for the period 1864-18&ds not contribute to the
debate since “One cannot well claim that a supiéyion the German financial
structure was responsible for, or even contributeda more rapid growth of the
German economy as a whole compared to the Brigsimamy in the half-century
before World War I, since there was not significdifiterence in the rate of growth of
the two economies” (p. 407). Our own study (Arestisal., 2001) that provides

evidence for the superiority of bank-based systemay be subjected to the same

ZA special case of the financial services viewhis law and finance view (La Porta et al, 1998; see,
also, Levine, 1999). It maintains that the roletloé legal system in creating a growth-promoting
financial sector, with legal rights and enforcemenechanisms, facilitates both markets and
intermediaries. It is, thereby, argued that thibyidar a better way of studying financial systeather
than concentrating on bank-based or market-basstnsy. The World Bank (2001) view on the
matter, based on “econometric results systematipaiints in one direction: far from impeding growth
better protection of the property rights of outsfiteanciers favors financial market development and
investment” (p. 8). Indeed, Rajan and Zingales 8)%&gue that although countries with poor legal
systems benefit from a bank-based system, bejat &y/stems improve market-based systems, and as
such the latter are preferable. While we recogiiee importance of legal systems in a growth-
promoting finance sector, we do not attempt to eetil this issue in this paper. It requires a sthyly
itself and as such it is left for another occasion.



criticism. We may note in passing, though, that timplications for developing

economies are evident, as argued in that paper.

Levine (2002) reinforces Goldsmith’s (1969) argumewvhen concluding that
“financial structure did not matter much since ther countries have very similar
long-run growth rates” (p. 4).evine (op. cit.) addresses this problem by using a
broad cross-country approach that allows treatnoénfinancial system structure
across many countries with different growth rafdse findings of this study support
neither the bank-based nor the market-based vithwey, are, instead, supportive of
the financial services view, that better-develofiedncial systems is what matters for
economic growth. An earlier study by Demirguc-Kand Levine (1996), using data
for forty-four industrial and developing countriees the period 1986 to 1993, had
concluded that countries with well-developed matieted institutions also have
well-developed bank-based institutions; and coastrivith weak market-based
institutions also have weak bank-based institutidiereby supporting the view that
the distinction between bank-based and market-bdisaacial systems is of no
consequence. However, Levine and Zevros (1998), laing cross-country
regressions for a number of countries coveringottreod 1976 to 1993, conclude that
market-based systems provide different servicesn frbank-based systems. In
particular, market-based systems enhance growdudghr the provision of liquidity,
which enables investment to be less risky, so dwahpanies can have access to
capital through liquid equity issues (see, alsge And Jovanovic, 1993, and Harris,
1997). The World Bank (2001) provides a comprelensummary of the available
evidence, which also reaches similar conclusianardues strongly that the evidence
should be interpreted as clearly suggesting thath'lolevelopment of banking and of
market finance help economic growth: each can cemeht the other” (p. 48). In
what follows we attempt to tackle the problem adlddo by Goldsmith (1969) and
others. We also deal with the concerns surroundhag panel and cross-country
regressions referred to by, among others, Levirtk Zgrvos (1996). Our usage of
time-series and heterogeneous panel estimatorsnatysa a number of diverse

countries, should go some way in tackling theseeors.



3. Specification and Econometric Methods

Specification

We specify a generalised Cobb-Douglas productioctian of the following form:
log(Q/L) = &+ alog(K/L); + alog(STR) (1)

where Q is output, L is labour, K is capital andRSi§ financial structure (defined as
the market capitalisation over bank lending; sé&,&elow). Higher STR means a
system that is more of the market-based varietyievehlower STR means more of a
bank-based system. In specification (1), finansialcture directly accounts for Total
Factor Productivity (TFP). In actual estimations uwse per capita output (LYP) and
per capita capital stock (LKP), since consistenetseries on labour force do not exist
for most of the sample countries. It is importaminbte that for the purposes of this
study, we are interested in the significance oentise of the coefficient,arather
than its sign. In either case a significaptcaefficient implies that financial structure
matters; an insignificant ;acoefficient implies that financial structure is ob

consequence whatsoever.

It is common that cross-section studies use sewthar determinants of economic
growth - the years of schooling (human capitacklmarket premiums, indicators of
civil liberty, revolutions and coups, assassinajonbureaucratic efficiency,
corruptions etc. However, data on these variablesuaually obtained from periodic
surveys and hence consistent time series are Umialeai Nevertheless, our
specification (1) compares quite favourably withe ttsimple conditioning set’

specified by Levine (2002) and Beck and Levine @00rhey use initial levels of

income and schooling as ‘simple conditioning sed @&xamine the effect of financial
structure on economic growth in panel/cross seativtamework, whereas we specify

a generalised Cobb-Douglas production funcfion.

3 Barro and Lee (2000) and Cohen and Soto (200Mideeriodic data, five yearly and 10 yearly
respectively, on educational attainment for seveoaintries of the world. We thought of interpolgtin
annual series on educational attainments for ommpkeacountries from these periodic observations.
However, the owners of the respective data setssediws strongly against interpolation, on the
grounds of unreliability. We, therefore, decided twopursue this matter any further.



Econometric Methodology

Under the Johansen (1988) maximum likelihood (Mhp@ach a k-dimensional and
p" order vector (X) can be re-parameterised to aoveetror-correction model
(VECM):

AX, = pu+T AX G +T AX p+ AT CAX ot X, +9 D+ (2)

In our analysis X [LYP, LKP, STR] is a 3x1 vector of first-order imgeated [I(1)]

variables;I"j are (3x3) short-run coefficient matricd3jss) is a matrix of long-run

(level) parameters; {[raptures the usual deterministic components a constant
term ande; is a vector of Gaussian error. A co-integratedesys X, implies that: (i)
M=0aoaxnB'x a3 is rank deficient, i.e. r < k (r = number of dmsti cointegrating
vectors; k = 3); and (ildol Bo} has full rank, (k-r), wherenp andBp are (3 x (3-r))
orthogonal matrices ta and3. The rank off1 is tested by the well known Maximal

Eigenvalue X-max) and Trace statistics (Johansen, 1988).

The Johansen method is a reduced-form dynamicnsysstimator, which addresses
the issues of multi-cointegration and normalisatmumber of issues are important
for the estimation of the VAR model. It is the timpan of the data rather than the
number of observations, which determines the pafepintegration tests (Campbell
and Perron, 1991). Our data extend from a minimdn3® (South Korea) to a
maximum of 39 (Greece) years, which in our viewgyides sufficient time length to
capture the long-run relationship between LYP, L&# STR. We specify the VAR
lengths (p) such that the VAR residuals are rertiamn-autocorrelatetl. A constant
term is entered in the co-integrating space tonaflor non-zero mean of the system
variables. A trivariate VAR can exhibit two cointaging vectors at the most. Pesaran
and Shin (2002) suggest identification of multirgegration through the tests of over-
identifying restrictions. We follow their approachf identification if multiple

cointegrating vectors are found.

4 Johansen (1992) suggests that the lag lengthenVAR should be specified whereby the VAR
residuals are rendered uncorrelated. Selectiomgtdngth based on information criteria may not be
adequate to render the VAR residual uncorrelatdie@g and Lai, 1993). Hence, we specify lag-
length based on the test of serial correlation AR\fesiduals.



4. Description of Data

Our sample consists of six countries, viz. Gret&udia, South Korea, the Philippines,
South Africa and Taiwan. Data on real Gross Dorod3toduct (GDP), real gross
fixed Investment (1), Bank Lending (BLR, defined tasal lending by deposit taking
institutions) and total population are obtainednirétMF CD-ROM (March 2002).
Market capitalization (CLR, defined as total valoé domestic equities listed in
domestic stock exchanges) is obtained from Globarf€ial Data, Inc. and Standard
and Poor’'s Emerging Markets database (2002). Datpéncy, determined simply by
data availability, is annual and the sample peisat®62-2000 for Greece, 1970-1999
for South Korea, 1966-1999 for India, 1969-1999tfe Philippines, 1965-1999 for
South Africa and 1965-2000 for Taiwan. The hetenegg in the sample period
across countries is due to unavailability of d#aconsistent series of total physical
capital stock for the whole sample period is, utufoately, not available. Therefore,
we constructed it for each country in the sampdenfithe respective real gross fixed
investment series using the perpetual inventoryhatet Following Luintel and Khan
(1999), amongst others, a depreciation rate oft ggghcent and the sample-average
growth rate of real investment, are used to comthéenitial capital stock. Following
Levin (2002) and Beck and Levine (2002), finansialicture is defined as the log of
the market capitalisation over bank-lending. Thus; measure of financial structure
is akin to their measure of ‘structure-size’.

Table 1 reports some descriptive statistics ofdaia set. It is obvious that our sample
consists of countries with differing income levelsd varied growth experience. In
our sample Korea was the fastest growing econonty 4 growth of real per capita
income per annum) and the Philippines the slow@$% per capita income growth
per annum). A striking feature, however, is thabat one (Taiwan) sample countries
have evolved towards a more market-based systemtlowdast thirty to forty years.
Although the bank lending ratios have gone up fbsample countries during this
period, the rise in capitalisation ratio is by gmeater. The bank-lending ratio, on
average, is 2.73 folds higher in the last five yeairthe sample compared to its level
of first five year, but the capitalisation ratioshshot up by 7.60 folds during the same
period. The low base may partly explain this huge in the capitalisation ratio.
Nevertheless, financial structure, on averagegbag up by almost three folds in the
intervening period. The last column of Table 1 shdhat the financial systems of

sample countries grew towards a more market-oidesystem by an average annual
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rate of 0.2 % for Taiwan (lowest) and 2.5% for Kahighest). Figure 1 plots LYP
for all sample countries.

All plots are normalised at 1995=1 for the easeahparison across countries. In
econometric modelling we do not use normalised.data apparent that LYP shows
positive trend for all countries but at varyingerafaiwvan and South Korea show
guite steep rise in real per capita output whepdats for India and the Philippines
appear relatively flat. Plots for Greece and Sd\ftita are in between.

Figure 2 plots LKP. Again, the rate of capital aocuation appears quite high for
Taiwan and South Korea, as their plots of LKP amdtp steep. Greece shows a rapid
rate of capital accumulation prior to 1975, buslbws down thereafter. For the
remaining countries the rate of accumulation pre@pears rather slow as depicted
by the flatness of their plots.

Figure 3 plots the financial structure variablet®lappear more volatile than those of
LYP and LKP; a positive trend is also not easilyodirnable in some case&reek
financial structure depicts big spikes during tf8¥Qs and late 1990s. Taiwan and
South Korea also show spikes during late 1980sobat lesser magnitude. Overall,

these plots show a gradual move towards a marleited financial system.

5. Heterogeneity

Our sample consists of low- and middle-income coesit which represent different
stage of development and economic structure. Tiseyshare significantly different
growth experiences (Table 1). It is, thereforeeriesting to formally test if it is valid
to pool the data set of these countries. This goirtant not least because there is a
growing concern about the panel and cross-sectasts,t in that they neglect

heterogeneity.

Formal tests of the dynamic heterogeneity of fimgrgtructure and economic growth
are conducted as follows. First, we estimate aesenf P' (p=1,2,3) order
autoregressive and distributed lag models, ADL@@nditioning LYP on LKP and
STR, and test for the equality of parameters acsassple countries. Second, we

estimate ADL(P) on growth rates and perform teSfsasameter equality.

5 This lack of apparent positive trend in some @fsthplots is mainly due to the big scaling on the
vertical axis, which is required to accommodate @exk series. Country-by-country plot shows a
positive trend more clearly.
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Chow-type F tests under the null of parameter éyuatross sample countries are
reported in Table 2, where the tests reject theunder all specifications. Thus, the
elasticity of LYP with respect to LKP and STR istdtegeneous across countries.
Furthermore, as another measure of dynamic heteeggewe test for error variances
homoskedasticity across groups. The LM-test of graise heteroskedasticity is
reported in Table 2, which confirms that error &nges across sample countries are
significantly different and this also holds acr@disspecifications. It follows that the
elasticity of LYP with respect to LKP and STR, aslivas the error dynamics across
sample countries, are significantly heterogene@misequently, the data set cannot
be pooled. This raises concerns with respect toahdity of extant panel, and cross-

sectional tests that do not allow for cross-couhgterogeneity.

6. Empirical Results

In order to evaluate the time series propertigh®ata formally, we implement the
univariate KPSS test (Kwiatkowski et al., 1992) ahhtests the null of stationarity.
The results are reported in Table 3. LYP and LK® raon-stationary; tests reject the
null of stationarity in all cases but one, thisrgethe Philippines’ LYP. The latter’s
trend stationarity is rejected but level statiotyais not. The financial structure
variable also appears non-stationary in all but tases. The exceptions are Greece
and South Korea. The Greek financial structure appkevel stationary but not trend
stationary whereas the opposite holds for SoutheBoMWe further examine the
autocorrelation functions for these (three) suspeaad found that they decay slowly
which means they appear closer to I(1) series thalf0). Hence, we treat them as
(1) in further modelling. All series appear unegugally stationary in their first
differences. Thus, the overall finding of the KP®Sts is that LYP, LKP and STR are

I(2).

® Kwiatkowski et al. (1992) show that these testsraore powerful than the usual DF/ADF tests.
Recently, however, Caner and Kilian (2001) warrnirejehese power gains, especially for high
frequency data. Our data are low frequency.
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Table 4 reports the Johansen rank tests and a cdng®&R diagnostics obtained from
the VECM. Trace tests show that LYEKP and STR are co-integrated and exhibit a
single co-integrating rank (vector) for all sampleuntries. TheA-max statistic
supports these findings except that the evidenceoahtegration for India and the
Philippines now appears marginal. Given the supigriof trace statistics over the
maximal eigen-value statistics in testing the milihon-co-integration, we conclude
that LYP, LKP and STR are co-integrated with single co-iraéigg vector for all of

our sample countries.

For a valid normalisation and error-correction esgntation, the associated loading
factors (i) must be negatively signed and significant. On basis, we can normalise
all countries on LYP; their associated loading destare negatively signed and
significant at 5% or better. Given the signs ofdiog factors and the existence of a
single co-integrating vector, the parameters of empirical model are uniquely
identified. LM tests show absence of serial coti@tain VAR residuals for all cases.
The VAR residuals pass normality tests except fwa@n. Thus, utilizing the VECM,
we are able to identify a long-run output relatlipsbased on per capita capital stock
and the financial structure variable, which confritme error-correcting behaviour

when displaced from the long-run equilibrium.

Table 5 (section A) reports the estimated co-irgy vectors (long-run parameters).
As expected the long-run elasticity of LYP withpest to LKP is positive and highly
significant for all countries included in our samplTypically, large panel studies,
which do not account for cross-country parameteterbgeneity, estimate the
contribution of capital stock within the range o830 to 0.40. Our average point
estimate (0.506) is on the higher side and cowpsgific parameters exhibit
heterogeneity. Financial structure significantlfeefs per capita GDP for all but one
country (the Philippines). The sign and the sigaffice of parameters show that the
market-based financial system appears conducieréece, India, South Korea and
Taiwan, whereas the bank-based system appears fogt@outh Africa in explaining
the long-run per capita output. In the case of Bdippines, financial structure

appears insignificant in explaining per capita amtpOverall, we find significant
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effects of financial structure on long-run per taputput in the majority of cases

examined (five out of six countries).

In section B of Table 5 we report the panel, ‘betmeimension’, estimates of the
elasticities of LYP with respect to LKP and STRrdson et al. (2001) discuss the
computations of these panel estimates under thandeh approach. Essentially, the
‘between-dimension’ panel parameters are the me#anthe country-specific
parameters. Our panel-based results corroborateimer series findings: financial
structure appears significant for this panel of gi@ntountries. This is in contrast to
the findings of Levine (2002) and Beck and Levi#8@_2). It is important to note that
the negatively signed large coefficient (-0.519)Samiuth Africa alone is sufficient to
turn the overall coefficient for the panel into a@ge (-0.008). All the existing panel
tests suffer from this typical caveat — resultsooé or few countries dominate the
whole panel — and one of the contributions of @suits is that they bring this issue to
focus! This further lends support to our preference taintgy-by-country (time

series-based) results.

A note on the reconciliation of our results witke thxisting panel results is in order.
The ‘between-dimension’ panel approach we use rdiffeom the panel approach
followed by Levin (2002) and Beck and Levine (200R) fact, the cointegration-

based ‘between-dimension’ panel test (which we emant) is a statistically superior
test than that implemented by Levine (op. cit.) &tk and Levine (op. cit.). This is
because the ‘between-dimension’ approach allows ftbe cross-country

heterogeneity, whereas the approach of Levin (2@08)Beck and Levin (2002) does
not. This difference in empirical approach may axpthe differences in the two sets
of results. We reiterate that we attach more ingw# to the country specific time-
series results, and to the cross-country heterdgeesults exhibited; this is precisely
the focus of the paper. The fact that the data eyepll for the purposes of this paper
cannot be pooled across our sample countries |dndker support to the

appropriateness of the time-series approach asseppt the panel approach. The

" Panel unit root tests, panel co-integration téfeamic heterogeneous or otherwise) and traditiona
(OLS- and/or IV- based) panel tests all suffer fitiis problem.
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‘between dimension’ dynamic heterogeneous panellteesire, therefore, reported

merely to highlight the point that panel resultsyrha misleading.

The magnitudes of the country-specific point esteésdelasticities) in Table 5 show a
considerable degree of cross-country heterogeriéityn a policy perspective, it is
extremely important to establish the degree of\ejemnce between the panel and the
country specific estimates because national pslicidy on such key parameters. We
address this issue by formally testing if counppedfic parameters are jointly equal
to the corresponding panel estimates. This invobaeglucting a Wald or LR test for
the restriction that each country-specific coeéintiis equal to its panel counterpart
and summing up the individugf statistics (Pesaran et al., 2000). Assuming trestet
tests are independent across countries, the suhe dfidividualy® statistics tests for
the null that country-specific coefficients arenjty equal to their respective panel
estimates. The test statisticx&N) distributed, where N is the number of countiies
the panel. The empirical test statistic signifigamejects the null that the financial
structure variable exerts the same effect acrossntdes® The cross-country
heterogeneity in the parameters of financial stmects significantly different. Thus,
our results show that financial structure signifitya affects the level of output for
most sample countries (five of the six), and thessfcountry heterogeneity in

estimated point elasticities is pervasive andstesilly significant.

Stability

It is well known that structural shifts should lemtified endogenously rather than
exogenously (see, among others, Perron, 1997; t@nhos 1992; Quintos, 1995;
Luintel, 2000). Hence, we evaluate the stabilityesfimated co-integrated vectors by
following the recursive approach of Hansen and dséa (1999). This approach
essentially compares the recursively-computed rasfkghe [] matrix with its full
sample rank. A significant difference between thiemplies a structural shift in the
cointegrating rank. Likewise, conditional on thendfied ranks off], if sub-sample
parameters significantly differ from those of thdl Ssample, this signifies instability
of the cointegrating parameters. The LR test fes¢hhypotheses is asymptoticaify

with kr-r* degrees of freedom. Tests are carried out in ®&ttings: (i) allowing both

8 Thex” test statistic under the null of parameter equlig®(6)=30.440.
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short-run and long-run parameters to vary (the Zefo and (ii) short-run parameters

are fixed and only long-run parameters are alloteedary (the R-model).

We specify a base estimation window of the firstt®@ervations.Since sample sizes
differ across countries, the period of stabilitgtseis not uniform — the stability tests
range between a minimum of 13 years (South Koreaa maximum of 17 years
(Greece). Figure 4 plots the normalised LR stasistiiat test rank stability using the
R-model*® All LR statistics are scaled by the 5% criticalug hence, values greater
than unity imply rejection of the null of stabilignd vice versa. In these plots stability
of rank, r, requires rejection of r-1 ranks.

Plots of the scaled LR statistics show that thé @ihon-cointegration (K r=0) is
clearly rejected for all sample countries. All gldhat test the null of r=0 cross the
critical threshold. The plots that tesg:H<1 are all below unity (i.e. less than the 5%
critical value) except for a marginal break shownltia during 1994-95Figure 5
plots the normalised LR statistics, which test fbe stability of cointegrating
parameters.

Plots pertaining to both Z- and R-models are regzbrCo-integrating parameters are
stable for all countries with only one exceptiorheTZ- model shows parameter
instability for South Africa prior to 1990; this rimarily due to the volatility of
short-run parameters since the R-model shows paeanstability. Overall, our

estimated co-integrating rank and parameters ananebly stable.

7. Summary and Conclusions

We have focused in this paper on the important,doutroversial, issue of whether
financial structure matters in an economic systéve. briefly reviewed the relevant
theoretical and empirical literature before embagkdon a time-series investigation of
this issue, the first of this kind to be investeght We further provided panel results

based on dynamic heterogeneous panel estimator.

® Hansen and Johansen (1999) specify an initiahesion window of 16 (monthly) observations.
1° The R-model is more suitable for testing the $tgtif cointegrating ranks and long-run parameters

(Hansen and Johansen, 1999). Nonetheless, resutiglie Z-model appear broadly similar and hence
are not reported (but are available from the asthipon request).
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Our results clearly show that significant cross+toy heterogeneity exists in

financial structure and growth dynamics and itnigailid to pool data even for these
six countries. This indicates that extant panel@ndross-section studies of financial
structure and economic growth, which pool severalntries, may well have

concealed important cross-country differences. Wl fa robust co-integrating

relationship between output per capita, capitatlstper capita and the financial
structure. Financial structure exerts significdfeéats on the level of output per capita
in all but one country (the Philippines). Furthermmothe magnitude of the long-run
effects (cointegrating parameter) of financial stame on per capita output is
extremely heterogeneous across countries. Tegst rigje null of equality between
the ‘between-dimension’ panel and country spegficameters vis-a-vis the financial
structure variable. Thus, panel estimates do n@eap to correspond to country
specific estimates (parameters). The speed of makuns to long-run disequilibria also
differs significantly across countries. A companisof our time series and panel
results also reveals that a single country mayicserfitly dominate the result for the
whole panel. Consequently, panel results may peoddceptive results for most

country estimates in the panel.

Our findings of a significant effect of financidgrscture on output levels are in sharp
contrast to those of Levine (2002) and Beck andree{2002), amongst others. This
contrast is maintained by both the empirical apphea (time series and the dynamic
heterogeneous panel estimators) we have pursuddisirstudy. We attribute this
difference in the results to our empirical approaehich allows for cross-country
heterogeneity in parameters and adjustment dynarttigs, thus, possible that the
apparent insignificant effect of financial stru@uon growth shown by extant panel
tests may be due to their failure to address arossiry heterogeneity. The main

policy message of our findings is that financialisture matters for economic growth.
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Table 1: Some Summary Statistics of Data

Growth of Real

Bank Lending Ratio (BLR)

Capitalisation Ratio (CLR)

Financial Structure (STR)

Per Capita
Income
BLRy |BLRt |BLR, |ABLR |CLRy | CLRr |CLR, | ACLR |STR, | STRr |STR, |ASTR

Greece 0.037 0.273 0.921 0.720 0.020 0.043 04757980. 0.024 | 0.156 0.807, 0.302 0.020
India 0.026 0.248| 0.462 0.409 0.007 0.036 0.33713®.1 0.007 | 0.149 0.729] 0.254 0.013
South Korea 0.076 0.393 0.7083 0.5p0 0.017 0.06668({30.224 | 0.024| 0.16Y 0.516 0.401 0.025
Philippines 0.006 0.281] 0.671 0.384 0.011 0.119 79.60.254 | 0.011| 0.423 1.030 0.632 0.005
South Africa 0.015 0.900] 1.431 1.026 0.019 0.876649. 1.043 | 0.022| 0.976 1.086 1.010 0.004
Taiwan 0.064 0.346] 1.8674 0.948 0.045 0.183 1.p331D0. 0.020| 0.55Q 0.554] 0.3783 0.002
Average Change| 0.037 2.733 7.603 &.96

BLR = total lending by deposit taking institutioBEP; CLR = total value of domestic equities listedlomestic stock exchange/GDP; STR =
log(CLR/BLR). Growth of Real Per Capita Income taies the average annual growth rate (expressedtiay over the sample period.
Subscripts 0 and T denote mean values of thefiustyears and the last five years of the sampieefich country; subscript indicates the

6
sample mean value. The average change (in theolagts calculated asZ(Xt - X,)/6, where X denotes BLR, CLR and STR.
1
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Table 2: Tests of heterogeneity of financial structure and growth dynamics
acr oss sample countries

Specification: A Specification: B

P=1 P=2 P=3 P=1 P=2 P=3

Parameter equality | 17.352 | 19.299 | 12.083 | 9.389" |8.577 |5.833
(5,171) | (7,153)| (10, 129)| (5, 165)| (7, 147)| (10, 123)

LM Test 14.508 |15.456G |12.492 |11.169|11.11%|12.55¢

p p p
The specification ALYP=A,+> A, LYP, +> A, LKPi +> A, STR+¢ .

i=1 i=1 i=1
P p P
The specification BALYP=6,+> G,ALYP, +> 6,A LKP, +> G,A STR+¢ .
i=1 i=1 i=1

Equality of@ andA are standard (Chow type) F-tests of parameterliggaeross the
sample (six) countries. Numbers within parentheSgsare the degrees of freedom of
F distribution. The 1% critical value for F(5, 125)3.17; the 5% critical value for
F(5, 125) is 2.29. Lagrange Multiplier (LM) testseé text) reject the null of
homoskedastic error variances across the sampleris) they are?(5) distributed.
Superscripts ‘a’ and ‘b’ indicate rejection of tmall at 1% and 5%. Variable
definitions are: LYP = log of per capita real GDEKP = log of per capita real
physical capital stock; and STR = log (CLR/BLR).

23



Table 3: KPSS unit root tests

Countries LYP LKP STR

Nu lu Nu lu Nu lu
Greece 1.256 | 0.2338 | 1.254 0.326 0.207 0.198
India 1.15% |0.248 |1.18% |0.292 |0.704 |0.278&

South Korea| 1.079 | 0.132 1.086° | 0.134 0.642 |0.078

Philippines | 0.312 | 0.136 | 0.893 | 0.25¢ |0.452 | 0.186

South Africa | 0.99% | 0.266 |0.866 |0.319¢ |0.50% |0.116

Taiwan 1.393 [ 0.204 [1.379¢ |0.29Ff |0.368 |0.194

The critical values fomy are 0.739, 0.463 and 0.347 at 1%, 5% and 10%; the
respective critical values fof are 0.216, 0.146 and 0.11§, and1, respectively test
the nulls of level and trend stationarity. In thdirst differences all series are
stationary. The latter set of results is not repwitb conserve space; they are available
from the authors upon request. Superscripts and candicate rejection of the null of
stationarity at 1%, 5% and 10%, respectively. \ldeadefinitions are: LYP = log of
per capita real GDP; LKP = log of per capita relaygical capital stock; and STR =
log(CLR/BLR).
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Table 4. Co-integration tests and VAR diagnostics between LYP, LKP and STR
(Johansen Method)

r=0 K1 K2 | (=0 K1 2 | Factor )

GRE

3953 1563 [4.19 [23.89 [11.44 |4.19 |-0.40F |0.748 | 0.192
(0.015)| (0.196)| (0.396)| (0.027)| (0.228)| (0.396)| [0.078]

IND [34.53 [14.85 [3.00 |19.68 [11.85 [3.00 |-0.919 [0.188 | 0.334
(0.057)| (0.241)| (0.589)| (0.113)| (0.201)| (0.588)| [0.248]

KOR | 32.60 | 10.03 [2.98 [2258 |7.05 |2.98 |-0.404 [0.453 | 0.128
(0.092)| (0.643)| (0.593)| (0.043)| (0.669)| (0.592)| [0.123]

PHL | 36.24 [17.46 |6.40 |18.78 |11.07 |6.40 |-0.652 [0.795 | 0.115
(0.037)| (0.117)| (0.168)| (0.148)| (0.256)| (0.167)| [0.296]

SAF | 3499 [11.79 236 |23.12 (943 |2.36 |-0.18% |0.114 | 0.215
(0.052)| (0.477)| (0.707)| (0.036)| (0.402)| (0.706)| [0.046]

TWN | 44.4G | 17.86 | 7.22 |26.53 [10.64 |7.22 [-0.683 |0.146 | 0.000

(0.003)| (0.110)| (0.120)| (0.010)| (0.290)| (0.120)| [0.138]

The country mnemonics are: GRE=Greece; IND=Indi@R< South Korea; PHL=
the Philippines; SAF= South Africa; TWN=Taiwan. &igs within parenthesis (.) are
p-values under the ¢4r=0; r< 1 and r< 2. For the loading factors figures within the
brackets [.] are standard errors. LM{3} reportsgieses of the third order LM test of the
null of no serial correlation in VAR residuals. Tbelumn NOR reports p-values of
Bera-Jarque normality tests of VAR residug{§2) distributed. The column LAG
reports the VAR lag lengths used. Superscript anld, c indicates significance at 1%,
5% and 10% respectively. GRE, IND and PHL do najunee any dummy. KOR
required impulse dummies for 1978 and 1998; Taivesuired an impulse dummy
around first oil price shock (1970 and 1971), alifjo non-normality is still evident.
SAF required impulse dummies for 1981 and 1987.s&henpulse dummies are
entered unrestricted in the VAR. Exclusion of thesenmies does not change the
results qualitatively except for the failure of tHeagnostics (non-normality and/or
autocorrelation). Superscripts a, b, and c indisgaificance at 1%, 5% and 10%,
respectively.
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Table 5: Estimated Cointegrating parameters (Nasedlon LYP)

Section A: Country-by-Country time series paramsete

Section B

D

GRE IND KOR PHL SAF TWN Panel results
LKP 0.43F |0.594 |0.637 |0.273 |[0.487 0.6158 | 0.506
[0.066] |[0.043] |[0.040] |[0.031] |[0.145] | [0.035]| [0.046]
STR 0.067 |0.054 |0.168 |0.007 -0.51¢ |0.176 | -0.008
[0.023] |[0.012] [0.045] | [0.008] |[0.143] |[0.062]| [0.004]

The country mnemonics are: GRE=Greece; IND=Indi@R«Korea; PHL= the
Philippines; SAF= South Africa; TWN=Taiwan. Figareithin parenthesis [.] are
respective standard errors. Variable definitiores BYP = log of per capita real GDP;
LKP = log of per capita real physical capital stoakd STR = log(CLR/BLR).
Superscripts a, b, and c indicate parameter signife at 1%, 5% and 10%,
respectively. Section B reports dynamic heterogesdx@tween dimension panel
results as discussed in the text.
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Figure 1: GDP per capita (1995
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Figure 2: Per capita capital stock (1995
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Figure 3: Financial structurevariable (1995
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Figure 4: Plots of Scaled Recursive LR- Statistics (Rank Stability Tests: R
Model)
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Figure5: Parameter Stability Tests (Plots of Scaled Recursive L R- Statistics)
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