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Abstract—The Advanced Metering Infrastructure (AMI) in a
smart grid comprises of a large number of smart meters along
with heterogeneous cyber-physical components. These compo-
nents communicate with each other through different commu-
nication media, protocols, and delivery modes for transmitting
usage reports and control commands to and from the utility.
There is potential for dependability threats especially due to
misconfigurations, which can easily disrupt the operations in
AMI. Therefore, an AMI must be configured correctly. In
this paper, we present an automated configuration synthesis
framework that mitigates potential threats by eliminating mis-
configurations. We have manifold contributions in this research:
(i) formal modeling of AMI configurations including AMI device
configurations, topology and communication properties, and data
flows among the devices; (ii) formal modeling of AMI operational
integrity properties considering the interdependencies among
AMI devices’ configurations; and (iii) implementing the model
using Satisfiability Modulo Theories (SMT), execution of which
synthesizes necessary AMI configurations. We demonstrate the
proposed framework on an example case study and evaluate the
scalability of the framework on various synthetic AMI networks.

Keywords—Advanced metering infrastructure; configuration
synthesis; dependability; formal model.

I. INTRODUCTION

AMI is a core component of a smart grid and it provides
two-way communication between smart meters and the utility
system (particularly, one or more headend servers) through
intelligent collectors, which allows energy service providers
to monitor and control power consumption remotely. These
devices communicate with one another using different commu-
nication media, protocols, and security policies. Energy usage
data is transferred from meters to collectors and from collectors
to the headend server following different data delivery modes
under the control of various security and business policies.

Misconfigurations can cause nontrivial threats to the secu-
rity and reliability of an AMI system because of interdependen-
cies among device configurations, communication and security
properties, and mission requirements. On the other hand, due
to the limited budget and benefit, it is not possible to deploy so
many devices (e.g., collectors) in order to have a dependable
data delivery in AMI. Manual enforcement of the appropriate
AMI configurations can be overwhelming and often inaccurate
due to high potentiality of human errors. Therefore, there is a
pressing need for the automatic synthesis of the AMI topology
and devices’ configurations, ensuring operational integrity of
the system. In this paper, we address this need by presenting an
automated configuration synthesis framework for an AMI sys-
tem. In this framework, we create a logic-based formal model
of the AMI topology and devices’ configurations, data delivery
among the devices, and operational integrity requirements. The
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Fig. 1. The topology of a typical advanced metering infrastructure.

solution to this formal model synthesizes AMI configurations,
including a deployment or placement design for collectors
and report schedules for meters and collectors. We apply
abstraction in modeling smart meters and their association with
collectors, which allows the proposed synthesis mechanism
to scale with large numbers of smart meters. We implement
the framework and illustrate its execution using an example
case study. We use SMT (Satisfiability Modulo Theories) to
formalize the framework [1]. SMT consists of powerful logic
theories that can solve hard constraint satisfaction problems
which arise in many diverse areas, including software and
hardware verification, test-case generation, scheduling, and
planning. We also evaluate the accuracy and scalability of our
framework by running it on various synthetic test networks.

The rest of the paper is organized as follows. We discuss
the motivation of our research in Section II. We present the
architecture of synthesis framework and the corresponding
formal model in Section III. The evaluation results are pre-
sented in Section IV. The related work is briefly discussed in
Section V, which is followed by the conclusion.

II. BACKGROUND AND CHALLENGES
A. Advance Metering Infrastructure

The typical network structure of an AMI system is shown
in Fig. 1 [2], [3]. An AMI system often consists of thousands
of smart meters and hundreds of intelligent data concentrators
or collectors. A meter reports energy usage data to a specific
collector periodically. A collector stores the data received from
a group of meters in its buffer and forwards the stored data



to a server located at the energy provider’s utility network.
This server is often known as the headend system. Although
in some AMI architectures, a meter directly reports energy
usage data to the headend system, often data collectors are
used to collect and store meter data and later to send the
stored data to the headend system when it is required [4],
[2], [3], [5]. This collector based AMI design gives better
manageability by allowing scalable infrastructure design, flex-
ible protocol use, and efficient networking. The collector also
forwards control commands and patches from the headend to
the meters. A meter is connected to a collector either directly
or through another meter. The latter case occurs in a mesh
network of meters, where intermediate meters relay the data
to the collector. Collectors are connected to a headend usually
through a proprietary but often a third party network. Unlike
the policy-based Internet forwarding, data deliveries in an
AMI network are either time-driven or request-driven and they
follow specific schedules. In the time-driven or push-driven
mode a meter or a collector reports data periodically based on
a pre-configured delivery schedule, while in the request-driven
or pull-driven mode a meter or a collector reports data only
upon receiving a request. In the pull-driven mode, requests
are often sent periodically following a schedule [2], [6]. In
practice, the push mode is used between meter and collector,
while the pull mode is used between collector and headend.
For the purpose of successful delivery of data, an AMI network
must be configured carefully to synchronize the data delivery
without overflowing the network or its devices.
B. Causes of Threats to AMI

There are two main causes of threats to AMI [7], [8]:
(i) the presence of vulnerabilities in the system and (ii) the
lack of preparedness against attacks. Misconfiguration is one
of the major sources of vulnerabilities in AMI. For example,
improper data scheduling due to misconfiguration can cause
data loss by overflowing the communication bandwidth or the
collector’s storage capacity. Similarly, due to communication
protocol or security policy misconfiguration, reachability or
trusted communication can be failed. It is well documented
that configuration errors cause 50%-80% of vulnerabilities
in cyber infrastructure [9]. Let us provide an example of a
misconfiguration scenario. Although the values used in this
example are synthetic, they are motivated from [2], [5], [10].
A collector receives reports from 100 meters of two types.
Each meter of one kind has a sampling rate of 18 KB per
30 seconds, while each meter of another kind has a sampling
rate of 20 KB per 40 seconds. Among these 100 meters, 60 of
them fall into the first kind, while the rest of them fall into the
second kind. Therefore, the collector will receive 3,360 KB
(in an average) data in every 60 seconds, which is to be stored
in its buffer. The size of the collector’s buffer is 80 MB (≈
80,000 KB). Let us assume that the collector is configured with
the report schedule, according to which the collector sends the
data to the headend system in every 1440 seconds. Thus, in
this reporting interval, 80,640 KB of total data will be reported
to the collector by these meters. It is obvious that this amount
of data (80,640 KB) will flood the collector’s buffer (80,000
KB), which will in turn cause data loss (i.e., initial 640 KB
report data will be overwritten).

It is worth mentioning the present practice of billing data
collection. The data collection from the meters/collectors is
very often once or twice a day, in better cases hourly, while
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Fig. 2. The AMI Synthesizer Framework.

in worse cases monthly [11]. Moreover, there is no or very
few demand-response management services running in smart
grids at present as the projects of deploying smart meters
are still continuing [10], [12]. In near future when the ideal
objectives of the AMI system will start to be performed in
practice, the data collection rate will increase significantly,
even per second. We believe that, at that time, the issue of
data loss during data collection due to lack of resources (data
collectors), attacked/failure incidents, or improper reporting
or data collection scheduling will be very critical leading to
disrupted services, decreased revenue, and loss of reputation.
C. Objective

The correct functioning of an AMI system stands on con-
sistent and secure execution of tasks in time. The reliability of
configuration depends not only on the local device parameters
but also on the safe and secure interactions of these devices
across the network. There is a significant number of logical
constraints on configuration parameters of thousands of AMI
devices, which need to be satisfied to ensure dependable com-
munications among AMI components. These constraints rep-
resent system invariants and user-driven (i.e., organizational)
requirements. There is no such formal framework for automat-
ically configuring an AMI system based on the essential and
organizational dependability requirements. In this work, our
objective is to develop an automated framework that takes nec-
essary inputs, such as AMI topology and device specifications,
operational integrity properties, user-driven requirements (e.g.,
data freshness), resource constraints (e.g., deployment budget),
and automatically synthesizes necessary AMI configurations
satisfying the given properties and requirements.

III. FORMAL MODEL OF THE SYNTHESIS FRAMEWORK
A. Synthesis Framework Architecture

The architecture of the AMI configuration synthesis frame-
work is shown in Fig. 2. The framework follows a top-down
design automation approach instead of the traditional bottom-
up verification-based design approach. In this framework, we
first formally model the AMI system, including the topol-
ogy, devices, and data deliveries. Then, we formally model
operational integrity requirements on top of the AMI system
model, satisfaction of which determines necessary AMI con-
figurations, which include an appropriate deployment of AMI
devices (particularly collectors) and their report schedules. We
Implement the model using SMT.

The synthesis framework takes different inputs as shown in
Fig. 2: (i-ii) specifications about the AMI topology and devices
(smart meters and collectors), (iii) AMI operational invariants,
and (iv) user-driven requirements and constraints that mainly
include data freshness requirements and the deployment bud-
get constraint. In this work, for a particular AMI topology,



smart meters are considered as already deployed, while the
collectors are required to be deployed satisfying dependability
properties. With respect to the inputs, the framework models
the deployment of collectors, reachability among the devices,
report schedules, topological and operational invariants, and
other user-driven requirements, and resource limitations as
constraints. The solution to this model satisfies the constraints
and provides AMI topology configurations (i.e., deployment
design for necessary collectors) and AMI devices’ configura-
tions (i.e., report schedules of the meters and collectors). The
deployment plan for collectors includes where (placements)
and what (collector types and their numbers) to deploy.

B. AMI Configurations Parameters
We define a number of parameters to denote AMI config-

urations that includes AMI devices and topology properties.
In our notations, variables start with small alphabetic letters,
while constants start with capital letters. In this paper, we use
multiple-letter notations to denote many parameters. We expect
that these multiple-letter notations will help the readers to
recall them. Also note that, no multiplication of two parameters
is represented here without the multiplication sign.
Configuration Level Abstraction

An enterprise AMI network typically consists of thousands
of smart meters distributed over different geographical regions.
The meters communicate with collectors for delivering data
based on device configurations and communication properties.
For the purpose of achieving better scalability, we apply the
concept of abstraction in terms of groups or classes based on
the similarities between the configurations of the meters. A
particular group or class of devices shares the same (physical
and logical) configuration properties. Collectors are modeled as
individual devices. Moreover, we use the term zone to denote
a collection of meters residing at the same geographical area.
The meters within a zone form a mesh network to commu-
nicate to collectors deployed in that zone. This collection of
meters often forms a number of meter groups. Therefore, a
meter group is identified or localized with respect to a zone.
AMI Device Configurations:
Smart Meter: A meter group is identified by mk,i, where k
is the zone index and i is the meter group index. A meter
group exists when mk,i is true. The objective of our synthesis
framework is to synthesize properties of each existing meter
group. We use mT k,i for denoting the meter type and mSk,i

for representing the group size. A particular type of meter is
mainly specific to a vendor and it has a specific data sampling
rate (i.e., the number of samples per time slot), as well as a
specific size for each sample. Since each meter in a group
has the same type, they have the same property values. That
is, the sampling rate and the sample size of each meter of
a group are the same and they are denoted by mSRk,i and
mSSk,i, respectively. The report schedule is represented by
two parameters, the base (starting) time of reporting (mRBk,i)
and the reporting interval (mRI k,i), which indicate that the
meters of this group report periodically at each interval starting
from the base time with respect to a specific time period, e.g.,
during a day. We use mC k,j to identify the collector that is
associated to the meter group. We assume minute as the unit
for time slots and kilo bytes (KB) for the data or storage size.

Intelligent Data Collector: A collector is represented by ck,j ,
where k is the zone index and j is the collector index. If

ck,j is true, then the associated collector is deployed in the
system. The objective of our synthesis framework includes
synthesizing the collectors to be deployed in each zone, their
configurations, and the association between the collectors and
the meter groups in each zone. We use cT k,j to denote the
collector type. A particular type of collector has a specific
buffer size and it is associated with a deployement cost (price).
The buffer size is denoted by cBSk,j and the deployment cost
by cC k,j . Similar to a meter, the report schedule of a collector
is also represented by two parameters: the base time cRBk,j

and the reporting interval cRI k,j .

AMI Topology Configurations:
An AMI topology mainly defines the connectivity between

the AMI devices. As shown in Fig. 1, the AMI topology,
i.e., the connectivity between the AMI devices, is well de-
fined. The meters in a particular zone are considered to be
connected to one or more collectors by forming a mesh
network between them. We consider MBW as the average
bandwidth of the mesh network communication. A collector
can be individually connected to the headend system through
WAN communication. If a collector is not connected with
the headend system directly, it needs to be connected with
another collector (cFC ) to forward its stored report data to
the headend. All of the collectors connected to the headend
share the path in the energy provider’s network after the border
router. The individual paths from the collector to the border
router can be wired, wireless, or cellular. We use cIP to
denote the (individual) communication path type deployed for
a collector toward the headend. Each path type has a specific
bandwidth (PB ) and a deployment cost (PC ). We use SBW
to denote the shared link bandwidth from the border router to
the headend. The bandwidths of these communication paths
play an important role for choosing the report schedules.

C. Modeling of AMI Configurations
The constraints associated with AMI dependability re-

quirements are divided into system invariants (i.e., opera-
tional integrity constraints) and user-driven requirements (data
freshness constraints). Modeling of system invariants includes
modeling of configurations for meters and collectors and that
of report schedules.

Meter Groups and their Properties:
The meters in a group have the same meter type. A valid

meter type (between 1 to MT number of available types) for
group i in zone k is ensured as follows:

mk,i → (mT k,i ≥ 1) ∧ (mT k,i ≤ MT )

We assume that the meters are already deployed. That is, the
number of a particular type of meters in a zone is given. Since
a meter group in a zone has a specific type, the size of the
group must be within the number of meters of that particular
type residing in the zone:

mk,i → (mT k,i = t)→ mSk,i ≥ 1 ∧mSk,i ≤ MSk,t

In the above constraint formulation, MSk,t denotes the number
of meters of type t residing in zone k. Moreover, if we sum
up the sizes of all meter groups in a zone having the same
meter type, then the summation must be equal to the total of
this particular type of meters in the zone. The sampling rate
and the sample size of each meter of a meter group in a zone



depend on its type. If MSRt and MSS t are the sampling rate
and sample size of a meter of type t, then:
(mT k,i = t)→ (mSRk,i = MSRt) ∧ (mSSk,i = MSS t)

The meters of a meter group in a zone send their sampled
data to a specific collector deployed in the same zone. If CN
is the maximum number of potential collectors in a zone, then:

mk,i → (mC k,i ≥ 1) ∧ (mC k,i ≤ CN )

In a particular zone, no two meter groups can have the same
values for all properties. That is:

mk,i∧mk,̂i ∧ (i 6= î)→
¬((mT k,i = mT k,̂i) ∧ (mC k,i = mC k,̂i)

∧ (mRBk,i = mRBk,̂i) ∧ (mRI k,i = mRI k,̂i))

Collectors and their Properties:
There is a finite number of collector types. Let this number

be CT . A collector’s type must be within this set of types.
Therefore, if collector j exists in zone k, then its type should
satisfy the following constraint:

ck,j → (cT k,j ≥ 1) ∧ (cT k,j ≤ CT )

The buffer size and deployment cost of each collector in a
zone depend on its type. Therefore, if CBS t and CC t are the
buffer size and the deployment cost of a collector of type t,
respectively, then we have the following:

(cT k,j = t)→ (cBSk,j = CBS t) ∧ (cC k,j = CC t)

If a collector is selected as the designated collector for a meter
group in a zone for reporting, that indicates that the particular
collector is deployed. Therefore:∨

i

(mC k,i = j) → ck,j

Topology and its Properties:
If PT is the number of communication path types, the type

of collector j’s individual communication path must be within
this set of types, while the type is zero when there is no path:

ck,j → (cIPk,j ≥ 0) ∧ (cIPk,j ≤ PT )

The bandwidth (cPBk,j) of the path and its deployment cost
(cPC k,j) correspond to those of the path type. If collector j
does not have communication path to the headend system, it
must be connected to a collector (in the same zone) to forward
its report data to the headend:

(cIPk,j = 0) → (cFC k,j ≥ 1) ∧ (cFC k,j ≤ CN )

The forwarding collector should be a deployed one and it must
have a communication path to the headend:

(cFC k,j = ĵ)→ ∃ĵ ck,ĵ ∧ (cIPk,ĵ > 0)

Report Schedule Constraints:
We consider finite sets of potential values for the base time

of the report schedule for meters (BM ) and collectors (BC ).
Therefore, mRBk,i ∈ BM and cRBk,j ∈ BC . Similarly, we
consider a finite set of potential values for reporting intervals.
We have a number of invariant constraints to choose the

reporting schedules. First, the base time of a report schedule
must be lower than its interval. Second, a collector should
report less frequently than its associated meters, so that no
reporting is done without new data. The following equations
ensure these constraints:

mk,i → mRBk,i < mRI k,i
ck,j → cRBk,j < cRI k,j
(mC k,i = j)→ mRI k,i ≤ cRI k,j

A collector should forward its stored usage data to the headend
system in a timely manner so that no part of this data is
overwritten by new data. That is, the total incoming data
from the meters within the report interval of the collector
should not exceed its buffer. Moreover, the reporting data
should not exceed the communication bandwidth. Let mRA
denote whether a meter reports at a particular time slot (s)
and mRS denote the size of the reported data. We have similar
parameters (cRA and cRS ) for collectors. We calculate mRA
(for each zone k, meter group i, and slot s) as follows:

mRAk,i,s → mk,i → ((s−mRBk,i)%mRI k,i = 0)

Similarly, we calculate cRA for collectors. We compute the
report size of a meter considering the average number of
times a meter sends data to the associated collector within
the reporting interval of the meter:
mk,i → (mRSk,i = mSk,i ×mSSk,i ×mRI k,i/mSRk,i)

The report data for a collector (cRS ) is ultimately the total
usage data sent to the collector by the associated meters:

ck,j → (cRSk,j =
∑

{i|(mCk,i=j)}

mRSk,i × cRI k,j/mRI k,i)

The following equation ensures no overwrite on the stored data
in the collector’s buffer:

ck,j → cRSk,j ≤ cBSk,j

We assume that the bandwidth in a mesh network is shared
by the participating nodes in the network. Therefore, to ensure
the successful delivery of usage data to a collector from the
associated meters, the accumulated rate of data transmission
by the meters must be within the bandwidth:∑

{i|mk,i}

mRSk,i ≤ MBW ×mRI k,i

If collector j in zone k is not connected to the border router
of the energy provider’s network directly, it sends the data to a
neighboring collector (cFC k,j) according to its own schedule.
We assume that the communication latency between these
two collectors are negligible compared to the long distance to
the headend. Thus, for each time slot (s), the communication
bandwidth constraint for the communication from collector j
to the border router is formulated considering the reporting
schedules of itself and the collectors forwarding to it, and the
associated report sizes:

(cRAk,j,s × cRSk,j) +
∑

ĵ,cFCk,ĵ=j

(cRAk,ĵ,s × cRSk,ĵ)

≤ cPBk,j × cRI k,j

Since the path after the border router to the headend is
shared by all of the collectors, we formalize a similar band-
width constraint by summing up all the reports at a particular



TABLE I. EXAMPLE’S OUTPUT (METERS’ CONFIGURATIONS)
Zone Group

Id
Meter
Type

Group
Size ×20

Associated
Collector Id

Reporting
Base Time

Reporting
Interval

1 1 1 9 1 60 120
1 2 2 8 3 0 30
1 3 1 21 2 30 60
. . . . . . . . . . . . . . . . . . . . .
2 7 2 10 1 0 30
2 9 1 12 2 10 120
3 8 1 20 2 0 120
3 9 2 26 3 60 120
. . . . . . . . . . . . . . . . . . . . .

time slot. Moreover, we also consider different organizational
constraints. For example, the data transmission delay from a
meter to a collector should reach within a threshold time.

D. An Example Case Study

We implement our synthesis model using Z3 [1]. Here,
we illustrate the execution of the model with a synthetic and
small example. We consider an arbitrary AMI system of 2,000
smart meters distributed in 4 zones. It is required to find
safe and reliable configurations of the AMI system, including
the deployment of collectors, association among meters and
collectors, and report schedules within the given deployment
budget. There are 2 types of meters and the number of each
type in a specific zone is given. Each type of meter has a
particular set of properties (i.e., sampling rate and size of each
sample). A type 1 meter takes a sample (of size 2 KB) at each 5
minutes, while a type 2 meter takes a sample (of size 3 KB) at
each 10 minutes. The minimum reporting interval for a meter is
considered as 30 minutes, while the maximum is 120 minutes,
while they are 120 minutes and 360 minutes for collectors. The
maximum number of meter groups expected in a zone is 10,
while each group should have at least 20 meters. A collector
can be either of 2 types, while each type has a different
buffer size (10,000 KB and 12,000 KB buffer, respectively) and
deployment cost ($7K and $10K, respectively). The maximum
number of collectors that can be deployed in a zone is 5. The
bandwidth of the mesh network between meters and collectors
is 200 kbps. There are three options for the individual path
from a collector to the utility’s border router (bandwidths of
100, 200, and 1000 kbps and deployment costs of $10K, $15K,
and $20K), while the shared link after the utility border router
toward the headend system is 10000 kbps. According to the
data freshness constraint, the data should reach from a meter to
a collector in 5 minutes, while from a collector to the headend
system in 30 minutes. The deployment budget is $200K.

The formal model corresponding to this example returns a
satisfiable result including necessary configuration parameters.
The configurations associated with the meters and the deployed
collectors are shown (partially) in Tables I and II. We see that
8 meters groups are selected in zone 1, 3 groups in zone 2,
2 groups in zone 3, and 5 groups in zone 4. The collector’s
id associated to each meter group is identified (e.g., in zone
2, meter group 7 is associated with collector 1). With regards
to the collector deployment, 4 collectors are selected to be
deployed in zone 1, 2 collectors are selected for each of zones
2 and 3, and 3 collectors in zone 4. Collectors 2 and 3 in
zone 1, collector 1 in zone 2, collectors 2 and 3 in zone 3,
and collector 2 in zone 4 have communication paths to the
headend. The report schedules are selected in such a way
that the collectors do the reporting in distributed time slots,
considering the limited buffer sizes and bandwidths.

TABLE II. EXAMPLE’S OUTPUT (COLLECTORS’ CONFIGURATIONS)
Zone Collector

Index
Collector
Type

Reporting
Base Time

Reporting
Interval

Comm
Path Type

Forwarding
Collector

1 1 2 60 120 - 2
1 2 2 60 120 2 -
1 3 1 120 240 2 -
1 4 1 120 240 - 3
2 1 2 60 120 1 -
. . . . . . . . . . . . . . . . . . . . .

IV. EVALUATION

We evaluate our AMI synthesis framework mainly in terms
of scalability. We analyze the tool by evaluating different
constraints under synthetic AMI configurations.
Methodology: We evaluate the scalability of the AMI con-
figuration synthesis model by analyzing the time and memory
required in constraint verification by varying the AMI network
size. We consider the network size as the total number of smart
meters in the AMI system, which are distributed in different
sizes of zones. Since an organization usually is limited within
the choice of a few types of meters and collectors, we consider
up to 3 types of meters or collectors in our experiments. The
number of potential values of the reporting base time as well
as the interval is kept less than or equal to 10. We run our
experiments on an Intel Core i5 machine with 8 GB memory.
Impact of the Problem Size on Execution Time: Fig. 3(a)
shows the execution time of our synthesis framework with
respect to the AMI size, i.e., the number of smart meters.
We show the execution time in two different scenarios of
the number of collector types. The graphs in the figure show
that with the number of meters, the increase in the execution
time lies between linear and quadratic growths. Although the
number of parameters seems to be increased exponentially (as
does the execution time), we observe complexity less than that.
This is due to the property-based abstraction that is applied in
modeling. The evaluation results with respect to the average
size of each zone are shown in Fig. 3(b). The graphs shows
that the execution time decreases with the zone size. If the size
increases, the number of zones reduces in the AMI network,
which ultimately reduces the effective problem size.
Impact of the Constraints on Execution Time: The syn-
thesis of AMI configurations depends on the given constraints
(e.g., budget and data freshness constraints). The tighter the
constraint, the more time is required to synthesize the config-
urations. We analyze the impact of this budget on the execution
time. The analysis results are shown in Fig. 3(c) and they show
that the execution time increases rapidly with the decrease of
the budget. This is because the lower the budget, the more
space is required by the solver to search for a satisfiable set
of configurations, and thus the execution time increases. If
the budget becomes much lower, there may be no solution.
In unsatisfiable cases, the execution time is often high, much
larger than that in satisfiable cases, as whole of the search
space needs to be traversed to conclude that there is no
solution. However, if a constraint is too tight (e.g., the budget
is too low), the solver takes a much shorter time to conclude
with unsatisfiability because the search space becomes small
due to the extremely tight constraints.
Memory Requirement: We evaluate the memory requirement
for executing our model in the SMT solver [1] by changing the
number of meters. The analysis results are shown in Table III
for two different scenarios. In the first scenario, the number of
collector types is 2, while in the second scenario, the number
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Fig. 3. The execution of the synthesis framework with respect to (a) the number of meters and (b) the average size of each zone, and (c) the impact of the
budget constraint on the execution time.

TABLE III. MEMORY REQUIREMENTS (IN MB) W.R.T. PROBLEM SIZE

Hosts Scenario 1 Scenario 2
1000 43.20 46.20
2000 105.30 110.40
3000 168.10 175.00
4000 330.50 340.90
5000 465.90 478.60

is 3. We observe that the memory requirement lies between the
linear and quadratic orders. The table shows that the memory
requirement in the second scenario is larger than the memory
requirement in the first because, due to a larger number of
collector types, there are more options (and so more variables)
to design the deployment of collectors.

V. RELATED WORK

Last several years, a significant number of works (e.g.,
[7], [8]) have been initiated on describing the interoperability
among heterogeneous smart grid components including secu-
rity/dependability issues based on different attack scenarios.
McDaniel et al. [13], [14] discussed the security and privacy
challenges in smart grid networks. Wang et al. [15] presented
an artificial intelligent based approach for analyzing risks
in smart grid networks. McLaughlin et al. [16] described
an approach for penetration testing on AMI systems. In our
previous work [2] we presented a formal model based tool that
provably verify operational consistency and security controls
in AMI systems. However, all these above mentioned works
follow the traditional bottom-up approach of verifying the
security/dependability of the system.

The research on the configuration synthesis for dependable
cyber and cyber-physical systems is still in the early stage.
Narain et al. presented a tool named ConfigAssure in [17],
which takes routing specific security requirements and con-
figuration variables as inputs and produces the values of the
configuration variables as outputs that make the requirements
true. In our previous work [18], we proposed a formal model
for generating network security configurations satisfying the
given isolation requirements and business constraints. Unlike
to all of these works, in this paper, we solve the problem
of synthesizing the AMI configurations for its operational in-
tegrity, where the dependability requirements are significantly
different than that of the traditional networks.

VI. CONCLUSION

In this paper, we present an automated AMI configuration
synthesis framework. We model various constraints that are
crucial for dependable data delivery in AMI systems. We im-
plement the framework using SMT. The execution of the pro-
posed model synthesizes necessary configurations satisfying

the constraints. We evaluate the scalability of our framework
in different synthetic AMI networks and requirements and
observe that its running time is almost an hour for a network of
10,000 smart meters in our particular computing environment.
We achieve significantly high scalability by applying the
group-based abstraction in the model.
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