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The "mcmris[.or," first deft ned by L. Clma for electrical drwits, 1·$ proposed as a new
bond gra,ph clemel/t, on (1.11- equul footiug with R, L, & C, and having some unique
modelling capubilities for nontinear systems.

The Missing Constitutive Relation

Ix HIS original lecture notes int.roducing the bond
graph technique, Paynter drew a 1I1ctrahedron of state," (Fig.
I) which sumnHlrir.cd j.he relationship between the sl.ate vl~riables

(c, I, p, q) [I, 2].1 There are G binary relationships possible be­
tween these 4 state variableii, Two of these are definitions: the

displacement., q(t) = q(O) + J:' f(t)clJ, and the qU:l.utit,y pet) =

p(O) + }:' c(l)dt, which is interpreted ns momentum, magneti(~

flux, or "pressUI'c-momentum" 12J. Of the remaining four pos­
sible relation8, thrcc nre the elementary const.itutive relation::>
for the energy storage and dissipation c1ementoS:

circuit thcory; howevcr, if wc look beyond the electrical doma.in
it is not hard 1.0 find systems whose characteristics are con­
veniently represented by a memristor modcl.

Properties

The constitutive relation for a I-port memristor is a curve in
the q-p ph~ne, Fig. 2. [n this context, we do not necessarily in_

terpret the quant.it,y p(l) = p(O) + ]:' e(t)dt as momentum,

flux, or pressure-momentum (2), buti merely as t.he integrated
etTol't ("impulse!».

Depending 011 whether the memristor is charge- or impulse­
collLl'Olled we mn.y express the cOIll:ititutive relation as

Fdc, q) ~ 0 (Ia)
q - F(P) impulse-controlled (3a)

F,(p,f)
p - G(q) charge-controlled (3b)

U (Ib)

Fn(c. f) 0 (Ie)
DifTct'entil~ting, we obt.ain

What of thc missing cOllstihlt,ive relation (which Paynter draw;;
as n "hidden line" in Fig. ])1 From n. pmcly logical viewpoint,
this constitutive rehlt.ion is as Hflludamentlll" as the other
three!

Recently, L. Chua pointed oul. that we may have been too
hidebound in our physical interpretations of the dynamical
variables \3J. After nil, they nrc only mnt.hemn.ticnl dcfinit.ions.
He proposed that the missing constitutive relation,

Ii ~ F'(P) P or f - W(p)c

p ~ G'(q) Ii or c ~ M(q)f

where M ('1) is called thc incremental :lmemrist.ance" and

e

(4a)

(4b)

W(p)

1

Fig.l Relation of state variables and constitutive relations C"retra­
hadron of State," Payntor, 1961)

'l.p

(2)

be ca.lIcd a °memristor,'j i.e., ~ory .!:csiSl..or, since it IIl'e_

members" both integrated flo".' and total applied effort.
What distinguishes n memristor from the other basic elements'?

What ure its properties, aUlI whut efTects, if auy, does ii, model?
Chua found few applicatiolls wit.hin the confines of elect.ricnl

INumbers in brackelll designate RefcrcDce!I 8t cnd of pllper.

Contribuwd b)' the Automatic Control Di"i~on for pulJlication (withom.
prcsenlation) in the JOUIl:i.U 01' Dyx.'I.)IIC SY8TI;;M8, 1\..IF..'l.8uR&~u:NT, .'I.~I)

COXTJlOL. "rtmu9cript rcccin)(j at ,\SME I-leadquartofll, April 2B, 1972.
Paper No. 72-Autr-N.
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the incremental l'memduct.ance." We see that, dynamically,
the memristor appears as eit.her an impulse or a charge modulated
resistor. Notice that for the special case of a linear constitutive
relation, III = constant and W = constant., a memrbitor appears
a.c; an ordinary resist{)r. So memristors have meaning only for
nonlinear systems (which may account in part for their neglect.
till now). Furthermore, a glance rot. the dtetrahedron of state"
Fig. 1, shows th,at, since both an integration and a differentiation
are involved in vie~ring the memristor as a "resistor" (Le., on
t.he e-fplane), the memristor, like the resistor, is causally neutral.
That is, it may accept either an effort or a How as input. variable.
However, there appear to be some restrictions insofar as device
modeling is concerned which will be mentioned in the following.

Since the memristor is a I-port device, it is trivially reciprocal
in (q-p) coordinates. However, it is obvious that :l.ll definitions
may be easily extended to the case of multiport, nonreciprocal
resistors [31.

What then distinguishes a memristor from a resistor? Con­
sider, for example, the tapered dashpot shown in Fig. 3. If we
att.empt to characterize this device on the e-f plane, mistaking
it. for a true resist{)r, we would not obtain a unique con..<;t.itutive
relation, F(e, f) = 0, but rather some peculiar hysteretic be­
havior, since the incremental resistance depends on t.he instan­
taneous piston displacement. On first glance one might attempt
to model this device with a modulated R, so that the resistor
constitutive relation could be parameterized by the state vari-

2

Fig. 5 Memductance curves

able x, Fig. 3(b).2 However, x is not a defined state variable
for any element in the system. ,",nat is required is the displace­
ment of the dashpot itself.s Modeling this device as a mem­
rist{))' eliminat.es the cumbersome modulation, and permits us to
characterize the device as a single curve in the x-p plane. An
important restriction, which is apparent from t.he form of the
constitutive relation, is that the memristor can only be used to
model linear, displacement modulated resistors. A real dashpot,
for example, might have a characteristic like e = F(q)flfl. The
experimental setup to measure the constitutive relation for the
tapered da.<.;hpot is shown in Fig. 3(c).

Examples

We have simulated both mechanical and electrochemical sys­
tems with memristors. The mechanical system, which includes
a tapered dashpot of the type described in the foregoing, might

2Not.e: We are using the effort:velocity, flow:force analogy.

3An example of a true displacement modulAtetl resi!ltor is an electrolytic
solution, when' the numher of charge carriers may vary with the electrolyte
concentration (51. Such concentration moduJat.ion is ll.lways implicitly pres­
ent in electrical Bvst.ems since the definit·ion of the flow "ariable contains a.
concentration ter~ which is included in the resistance: I = qIld. where Vd =
electron or ion drift velocity [41.
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Fig.' Sinusoidal response on the state-plane

SOlAllror.

be considered a crude model of an automobile suspension using
a shock absorber whose characteristics depend on displacement.
The electro-chemical system is a simple circuit containing a
membrane rectifier [5]: an electrolytic cell whose electrical
resistance depends on the electrolyte concentration between
two charged membranes.

The schematic of the mechanical system is shown in Fig.
4(a). The mass could represent the mass of the car, the spring
and dashpot its suspension system, and the velocit}r source the
input due to undulations in the road. The bond graph. with
the tapered dashpot as a memristor, i" shown in Fig. 4(b) (using
the e = velocity, f = force definitions). It is an accident. of t.his
particular system that it is also possible to represent the tapered
dashpot as a modulated resistor since the displacement of
the dashpot i:s the same as the displacement of the spring and thus
proportional to the force in the spring. The bond graph for this
system is shown in Fig. 4(c). Note that even in this case which
has a standard bond graph representation, the bond graph with
the memristor uses fewer elements and avoids the necessity of
defining an entirely different kind of bond, the dashed bond for
modulation.

Power-law relations used for the memductance are shown in
Fig. 5 for the three cases that were simulated. Since, as was
shown in the foregoing, the conductance depends on the slope
of the memductance curves, the curve marked n > 1 corresponds
to a dashpot that has a monotone increasing conductance. This
is reversed for the curve marked n < 1, and for n = 1 the con­
ductance is the same everywhere.

The response of the system to a sinusoidal forcing velocity is
shown in the state plane in Fig. 6. The curves are coded in the
same manner as used in Fig. 5; the solid line is for n = 1, the
dashed line for n = 2, and the dash-dot line for n = 1/2• These
results were consistent. with those computed using the modulated
resistor instead of the memristor. The case n = 1 corresponds
to an ordinary linear dashpot, and, as expected, it.s state-plane
trajectory is an ellipse. The other two t.rajectories are non··
elliptical, indicating that the nonlinear p-q relation caused
frequencies other than t.he forcing frequency to appear in the
output. The presence of these harmonics is typical of nonlinear
syst.ems. The slopes of the trajectories neal' the velocity axis
(that is, for spring-force close to zero) shows the characteristies
of the displacement modulated dashpot; for n = 2 the dashpot

(c) BO"d grnrh of syEtem £illll;.lated

Fig.7 Electro-chemical memrlstor system

is very soft around its center and the trajectory shows this by
being nearly horizontal. On the other hand, for n = 1/2, the
dashpot is very stiff near the center and its trajectory is very
steep. (In theory, for n = 1/2 the slope is infinite at the origin.
Use of a finite-difference solution, however, replaces the infinite
slope with a large, but finite, slope near the origin, a much more
realistic situation.)

In the system shown in Fig. 7(a) two oppositely charged
membranes~are introduced into a tarik with two electrodes as
shown. Because the oppositely charged membranes selectively
prevent the passage of co-ions (Le., ions with the same charge
as the membranes), when an electric current Bows through the
electrodes the net electrolyte concentration in the inter-mem­
brane space will increase or decrease, depending on the direction
of current flow. Since the apparent electrical conductivity goes
down as the concentration of ions decreases, the resistance of
this device, as viewed from the external circuit, will depend on
the total amount of current that has flowed through the cell.
The concentration, and t.hus the resistance, will continue to
change as long as there is any current flow.·

We have simulat.ed the system shown in Fig. 7(b); its bond
graph is shown in Fig. 7(c). In this case there are no variables
anywhere in the syst.em that could be used to provide the
modulation for a modulated resistance. Thus, the memristor
is the only possible element that caOl be used to model the
electrolytic tank, short of a full-scale model of the ionic Bows
[5]. Not.e that, although the memristor appears as a dissipative
element, it is a dynamic device requiring the independent
specification of an initial condition, q(O). The state space for
the system of Fig. 7(b) is 3-dimensional, not 2-dimensional as
would be expected on the basis of an RLC model.

Since coneentrations can never be negative, we expect an
asymmetric constitutive relation in the p-q plane; if we assume

4In the model simulated here it is assumed that the membranes are per­
fectly selective. In the act.ulI.l case a stead~r-state ~an be est~bli~hed at very
high (or very low) concentrations because the gra.dlen~ for dlffusLOn becomes
high enough eo that there will he eorne tlow of the CO-L~ns tl~rough the mem­
branes, thus stabilizing the intermembrane concentratLOn {al.

Journal of Dynamic Systems, Measurement, and Control 3
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Fig.8 Memristance curves

that the electrical resistance is inversely proportional to the
concentration in the intermembrane space one obtains an
exponential memrist,ance curve, as shown by the dashed line
in Fig. 8. The linear memristance shown by the solid line yields
a completely linear system (Le., constant resistance) for com­
parison purposes.

The results on the state plane projection are shown in Fig, 9
for sinusoidal excitation. As expected, the linear memristance
(solid line) has an elliptical trajectory indicating the absence
of any harmonic..'i. The nonlinear case shows behavior indica­
tive of an output containing more than just the forcing frequency
and, because of the asymmetric constitutive relation of the
memristor, its trajectory is also asymmetric.

There are two apparent restrictions on the use of the mem­
ristor as a modeling device. (i) According to equation (4), the
memristol', viewed on the e-f plane, models a linear displacement­
modulated resistor. That is, the device appears nonlinear by
virtue of the nonlinear p-q relationship; but the f = fee, q)
surface representing the resistor characteristic can only be a
ruled surface, i.e., a surface swept out by a straight line. (ii)
Memristors whose constitutive relation becomes horizontal (q =

constant) are vertical (p = constant) are usually not admissible
models, since the device continues to integrate the effort even
though displacement is static. Therefore, when polarity is
reversed across the device, a hysteretic behavior may occur in
p-q as well as e-f coordinates.

4

Fig.9 State-plane trajectories for sinusoidal excitation
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songs worked like a charm. So it seems that 
the male forms of fru fine-tune these neurons 
in the male to perfect his song.

Even if it is not well tuned, a song circuit is 
present in females. So what makes them hide 
their singing talent? The selective activation of 
thoracic song circuits in males but not females 
is likely to be controlled by some subset of the 
fru neurons in the brain. Indeed, classic studies 
of gynandromorph flies (which have a mixture 
of male and female nervous tissues) indicated4 
that certain brain regions must be ‘male’ to trig-
ger the song. In this context, it is interesting to 
note that several pairs of neurons descending 
from the brain to the thorax are fru-positive1. 
These neurons are prime candidates to convey 
sex-specific commands to the thoracic song 
circuits.

The picture that emerges from these studies 
is that the circuitry for song generation, like 
that for pheromone processing9,10, is largely 
shared between the sexes. The crucial sex dif-
ferences seem to lie somewhere in between 
these bisexual input and output circuits, in 
dimorphic ‘decision-making’ centres in the 
brain. A similar design has recently been pro-
posed11 for the circuits that regulate sexual 
behaviour in mice: in females unable to per-
ceive certain olfactory cues, male-like sexual 
behaviour results, presumably reflecting the 
activation of otherwise dormant circuits for 
these male behaviours in females. This modu-
lar and bisexual design affords considerable 
flexibility, which may even be exploited within 
the animal’s own lifetime. Some species of fish, 
for example, change their sexual behaviour in 
response to social cues12. They may do this 
by simply resetting a few critical switches in 
the decision-making centres of an otherwise 
bisexual nervous system.

There is great excitement in neuroscience 
these days, as genetic tools are used to anatomi-
cally and functionally dissect the neural circuits 
that mediate complex animal behaviours13. 
Clyne and Miesenböck’s work1 beautifully 
illustrates the essential role photoactivation 
methods will have in this endeavour. As bio-
chemists and biophysicists have long appreci-
ated, surprising insights come when one can 
address questions of causality as well as cor-
relation, reducing a system to its essentials and 
pushing it beyond its normal operating range. 
The mating behaviours of the humble fruitfly 
seem to be particularly amenable to this type 
of reductionist approach. ■
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ELECTRONICS

The fourth element
James M. Tour and Tao He

Almost four decades since its existence was first proposed, a fourth basic 
circuit element joins the canonical three. The ‘memristor’ might herald a 
step-change in the march towards ever more powerful circuitry.

We learn at school that there are three funda-
mental two-terminal elements used for circuit 
building: resistors, capacitors and inductors. 
These are ‘passive’ elements, capable of dissi-
pating or storing energy — but not, as active 
elements are, of generating it. The behaviour 
of each of these elements is described by a sim-
ple linear relationship between two of the four 
basic variables describing a circuit: current, 
voltage, charge and magnetic flux. 

As the electrical engineer Leon Chua 
pointed out1 in 1971, for the sake of the logical 
completeness of circuit theory, a fourth passive 
element should in fact be added to the list. He 
named this hypothetical element, linking flux 
and charge, the ‘memristor’ (Fig. 1). Almost 40 
years later, Strukov et al.2 (page 80 of this issue) 
present both a simple model system in which 
memristance should arise and a first, approxi-
mate physical example.

So what? Beyond its fundamental interest, 
the excitement lies in the possibility that the 
memristor could markedly extend how we can 
make electronic circuits work. In doing so, it 
might provide us with a way to keep on expo-
nentially increasing computing power over 
time — thus maintaining something approxi-
mating to Moore’s law, the rule-of-thumb to 
that effect that has been valid over the past few 
decades.

But before we get ahead of ourselves, some 
basics. According to the theory, a memristor 
is essentially a device that works under alter-
nating current (a.c.) conditions1 in which the 
applied voltage varies sinusoidally with time. 
As the polarity of this voltage changes, the 
memristor can switch reversibly between a less 
conductive OFF state and a more conductive 
ON state. Crucially, the value of the current 
flow through the memristor (the measure of 
its resistance) does not in the second half of the 
cycle retrace the exact path it took in the first. 
Because of this ‘hysteresis’ effect, the memris-
tor acts as a nonlinear resistor the resistance 
of which depends on the history of the voltage 
across it — its name, a contraction of ‘memory 
resistor’, reflects just that property.

The memristor is a special case of a more 

general class of nonlinear dynamical devices 
called memristive systems3. Whether physi-
cally realized or not, since memristance was 
first proposed the memristor has been success-
fully used as a conceptual tool for analysing sig-
nal processing and for modelling the workings 
of, for instance, electrochemical and nonlinear 
semiconductor devices. 

Even so, the concept has not been widely 
adopted, possibly because in normal micro-
scale chips the memristance is minute. But 
everything changes on the nanoscale, because 

Figure 1 | Complete quartet. There are six 
independent permutations of two objects from 
a bank of four. Thus, six mathematical relations 
might be construed to connect pairs of the four 
fundamental circuit variables (current, i; voltage, 
v; charge, q; magnetic flux, φ)1. Of these, five 
are well known. Two arise from the definitions 
of two of the variables concerned: charge and 
magnetic flux are the time integrals of current 
and voltage (dq = i dt and dφ = v dt), respectively. 
The other three lead to the axiomatic properties 
of three classic circuit elements: resistance, R, 
is the rate of change of voltage with current; 
capacitance, C, that of charge with voltage; and 
inductance, L, that of flux with current. The sixth 
relation leads to a fourth basic circuit element, 
which had been missing. Strukov et al.2 have now 
found it: the memristor, with memristance, M, 
defined as the rate of change of flux with charge. 
(Figure adapted from refs 1 and 2.)

Resistor
dv = Rdi

Capacitor
dq = Cdv

Inductor
dj = Ldi

Memristor
dj = Mdq

q

v

i

j

dj
 =

 v
dt

dq = idt
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the size of memristance effects increases as the 
inverse square of device size. Strukov et al.2 
use a simple model to show how memristance 
arises naturally in a nanoscale system when 
electronic and atomic transport are coupled 
under an external voltage. The authors realize 
this memristive system by fabricating a layered 
platinum–titanium-oxide–platinum nanocell 
device. Here, the hysteretic current–voltage 
characteristics relate to the drift back and forth 
of oxygen vacancies in the titanium oxide layer 
driven by an applied voltage4.

This observation provides a wonderfully 
simple explanation for several puzzling phe-
nomena in nanoscale electronics: current–
voltage anomalies in switching; hysteretic 
conductance; multiple-state conductances (as 
opposed to the normal instance of just two con-
ductance states, ON and OFF); the often mis-
characterized ‘negative differential resistance’, 
in which current decreases as voltage increases 
in certain nanoscale two-terminal devices; 
and metal–oxide–semiconductor memory 
structures, in which switching is caused by the 
formation and breakdown of metal filaments 
owing to the movement of metal atoms under 
applied bias.

But what of Moore’s Law? Established by 
Intel co-founder Gordon Moore in 1965, this 
empirical rule states that the density of transis-
tors on a silicon-based integrated circuit, and 
so the attainable computing power, doubles 
about every 18 months. It has held for more 
than 40 years, but there is a sobering consen-
sus in the industry that the miniaturization 
process can continue for only another decade 
or so.

The memristor might provide a new path 
onwards and downwards to ever-greater proc-
essor density. By fabricating a cross-bar latch, 
consisting of one signal line crossed by two 
control lines5, using (two-terminal) memris-
tors, the function of a (three-terminal) transis-
tor can be achieved with different physics. The 
two-terminal device is likely to be smaller and 
more easily addressable than the three-termi-
nal one, and more amenable to three-dimen-
sional circuit architectures. That could make 
memristors useful for ultra-dense, non-volatile 
memory devices.

For memristor memory devices to become 
reality, and to be readily scaled downwards, 
the efficient and reliable design and fabrica-
tion of electrode contacts, interconnects and 
the active region of the memristor must be 
assured. In addition, because (unlike with 
transistors) signal gain is not possible with a 
memristor, work needs to be put into obtain-
ing high resistance ratios between the ON and 
OFF states. In all these instances, a deeper 
understanding of the memristor’s dynamic 
nature is necessary.

It is often the simple ideas that stand the test 
of time. But even to consider an alternative to 
the transistor is anathema to many device engi-
neers, and the memristor concept will have a 
steep slope to climb towards acceptance. Some 

will undoubtedly trivialize the realization of 
this ubiquitous nanoscale concept, whereas 
others will embrace it only after the demon-
stration of a well-functioning, large-scale array 
of these densely packed devices. When that 
happens, the race towards smaller devices will 
proceed at full steam. ■
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CLIMATE CHANGE

Natural ups and downs
Richard Wood

The effects of global warming over the coming decades will be modified 
by shorter-term climate variability. Finding ways to incorporate these 
variations will give us a better grip on what kind of climate change to expect.

Climate change is often viewed as a phenom-
enon that will develop in the coming cen-
tury. But its effects are already being seen, 
and the Intergovernmental Panel on Climate 
Change recently projected that, even in the 
next 20 years, the global climate will warm by 
around 0.2 °C per decade for a range of plaus-
ible greenhouse-gas emission levels1. Many 
organizations charged with delivering water 
and energy resources or coastal management 
are starting to build that kind of warming 
into their planning for the coming decades. 
A confounding factor is that, on these 
timescales, and especially on the regional 
scales on which most planning decisions are 
made, warming will not be smooth; instead, 
it will be modulated by natural climate varia-
tions. In this issue, Keenly-
side et al. (page 84)2 take a 
step towards reliably quan-
tifying what those ups and 
downs are likely to be.  

Their starting point is 
the ocean. On a time scale 
of decades, this is where 
most of the ‘memory’ of the 
climate system for previous 
states resides. Anomalously 
warm or cool patches of 
ocean can be quite persist-
ent, sometimes exchanging 
heat with the atmosphere 
only over several years. 
In addition, large ocean-
current systems can move 
phenomenal amounts of 
heat around the world, and 
are believed to vary from 
decade to decade3,4.

To know and predict the 
state of the ocean requires 
an approach similar to 

weather forecasting: one sets up (initializes) 
a mathematical model of the climate system 
using observations of the current state, and 
runs it forwards in time for the desired forecast 
period. With a given climate model, enough 
observations to set the ball rolling and a large-
enough computer to move it onwards, the exer-
cise is conceptually straightforward. 

But does it actually produce anything useful? 
We don’t expect to be able to predict the details 
of the weather at a particular time several years 
in the future: that kind of predictability runs 
out after a week or two. But even predicting, 
say, that summers are likely to be unusually wet 
during the coming decade would be useful to 
many decision-makers. Only recently, with 
the study from Keenlyside et al.2 and another 

Figure 1 | Heat up? These three possible trends of winter temperature 
in northern Europe from 1996 to 2050 were simulated by a climate 
model using three different (but plausible) initial states6. The choice 
of initial state crucially affects how natural climate variations evolve 
on a timescale of decades. But as we zoom out to longer timescales, 
the warming trend from greenhouse gases begins to dominate, and 
the initial state becomes less important. Keenlyside and colleagues2 
use observations of the sea surface temperature to set the initial state 
of their model. Their results indicate that, over the coming decade, 
natural climate variability may counteract the underlying warming 
trend in some regions around the North Atlantic. (Figure courtesy of 
A. Pardaens, Met Office Hadley Centre).
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LETTERS

The missing memristor found
Dmitri B. Strukov1, Gregory S. Snider1, Duncan R. Stewart1 & R. Stanley Williams1

Anyone who ever took an electronics laboratory class will be fami-
liar with the fundamental passive circuit elements: the resistor, the
capacitor and the inductor. However, in 1971 Leon Chua reasoned
from symmetry arguments that there should be a fourth fun-
damental element, which he called a memristor (short for memory
resistor)1. Although he showed that such an element has many
interesting and valuable circuit properties, until now no one has
presented either a useful physical model or an example of a mem-
ristor. Here we show, using a simple analytical example, that mem-
ristance arises naturally in nanoscale systems in which solid-state
electronic and ionic transport are coupled under an external bias
voltage. These results serve as the foundation for understanding a
wide range of hysteretic current–voltage behaviour observed in
many nanoscale electronic devices2–19 that involve the motion of
charged atomic or molecular species, in particular certain tita-
nium dioxide cross-point switches20–22.

More specifically, Chua noted that there are six different math-
ematical relations connecting pairs of the four fundamental circuit
variables: electric current i, voltage v, charge q and magnetic flux Q.
One of these relations (the charge is the time integral of the current)
is determined from the definitions of two of the variables, and
another (the flux is the time integral of the electromotive force, or
voltage) is determined from Faraday’s law of induction. Thus, there
should be four basic circuit elements described by the remaining
relations between the variables (Fig. 1). The ‘missing’ element—the
memristor, with memristance M—provides a functional relation
between charge and flux, dQ 5 Mdq.

In the case of linear elements, in which M is a constant, memri-
stance is identical to resistance and, thus, is of no special interest.
However, if M is itself a function of q, yielding a nonlinear circuit
element, then the situation is more interesting. The i–v characteristic
of such a nonlinear relation between q and Q for a sinusoidal input
is generally a frequency-dependent Lissajous figure1, and no com-
bination of nonlinear resistive, capacitive and inductive components
can duplicate the circuit properties of a nonlinear memristor
(although including active circuit elements such as amplifiers can
do so)1. Because most valuable circuit functions are attributable to
nonlinear device characteristics, memristors compatible with inte-
grated circuits could provide new circuit functions such as electronic
resistance switching at extremely high two-terminal device densities.
However, until now there has not been a material realization of a
memristor.

The most basic mathematical definition of a current-controlled
memristor for circuit analysis is the differential form

v~R(w)i ð1Þ

dw

dt
~i ð2Þ

where w is the state variable of the device and R is a generalized
resistance that depends upon the internal state of the device. In this
case the state variable is just the charge, but no one has been able to

propose a physical model that satisfies these simple equations. In
1976 Chua and Kang generalized the memristor concept to a much
broader class of nonlinear dynamical systems they called memristive
systems23, described by the equations

v~R(w,i)i ð3Þ

dw

dt
~f (w,i) ð4Þ

where w can be a set of state variables and R and f can in general be
explicit functions of time. Here, for simplicity, we restrict the discus-
sion to current-controlled, time-invariant, one-port devices. Note
that, unlike in a memristor, the flux in memristive systems is no
longer uniquely defined by the charge. However, equation (3) does
serve to distinguish a memristive system from an arbitrary dynamical
device; no current flows through the memristive system when the
voltage drop across it is zero. Chua and Kang showed that the i–v
characteristics of some devices and systems, notably thermistors,
Josephson junctions, neon bulbs and even the Hodgkin–Huxley
model of the neuron, can be modelled using memristive equations23.
Nevertheless, there was no direct connection between the mathe-
matics and the physical properties of any practical system, and
hence, almost forty years later, the concepts have not been widely
adopted.

Here we present a physical model of a two-terminal electrical
device that behaves like a perfect memristor for a certain restricted

1HP Labs, 1501 Page Mill Road, Palo Alto, California 94304, USA.

Resistor
dv = Rdi

Capacitor
dq = Cdv

Inductor
dj = Ldi

Memristor
dj = Mdq

Memristive systems

q

v

i

j

d
j

 =
 v

d
t

dq = idt

Figure 1 | The four fundamental two-terminal circuit elements: resistor,
capacitor, inductor and memristor. Resistors and memristors are subsets of
a more general class of dynamical devices, memristive systems. Note that R,
C, L and M can be functions of the independent variable in their defining
equations, yielding nonlinear elements. For example, a charge-controlled
memristor is defined by a single-valued function M(q).
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range of the state variable w and as a memristive system for another,
wider (but still bounded), range of w. This intuitive model produces
rich hysteretic behaviour controlled by the intrinsic nonlinearity of
M and the boundary conditions on the state variable w. The results
provide a simplified explanation for reports of current–voltage
anomalies, including switching and hysteretic conductance, multiple
conductance states and apparent negative differential resistance,
especially in thin-film, two-terminal nanoscale devices, that have
been appearing in the literature for nearly 50 years2–4.

Electrical switching in thin-film devices has recently attracted
renewed attention, because such a technology may enable functional
scaling of logic and memory circuits well beyond the limits of com-
plementary metal–oxide–semiconductors24,25. The microscopic
nature of resistance switching and charge transport in such devices
is still under debate, but one proposal is that the hysteresis
requires some sort of atomic rearrangement that modulates the
electronic current. On the basis of this proposition, we consider a
thin semiconductor film of thickness D sandwiched between two
metal contacts, as shown in Fig. 2a. The total resistance of the
device is determined by two variable resistors connected in series
(Fig. 2a), where the resistances are given for the full length D of
the device. Specifically, the semiconductor film has a region with a
high concentration of dopants (in this example assumed to be pos-
itive ions) having low resistance RON, and the remainder has a low
(essentially zero) dopant concentration and much higher resistance
ROFF.

The application of an external bias v(t) across the device will move
the boundary between the two regions by causing the charged
dopants to drift26. For the simplest case of ohmic electronic conduc-
tion and linear ionic drift in a uniform field with average ion mobility

mV, we obtain

v(t)~ RON

w(t)

D
zROFF 1{

w(t)

D

� �� �
i(t) ð5Þ

dw(t)

dt
~mV

RON

D
i(t) ð6Þ

which yields the following formula for w(t):

w(t)~mV

RON

D
q(t) ð7Þ

By inserting equation (7) into equation (5) we obtain the memri-
stance of this system, which for RON=ROFF simplifies to:

M(q)~ROFF 1{
mVRON

D2
q(t)

� �

The q-dependent term in parentheses on the right-hand side of this
equation is the crucial contribution to the memristance, and it
becomes larger in absolute value for higher dopant mobilities mV

and smaller semiconductor film thicknesses D. For any material, this
term is 1,000,000 times larger in absolute value at the nanometre scale
than it is at the micrometre scale, because of the factor of 1/D2, and
the memristance is correspondingly more significant. Thus, memri-
stance becomes more important for understanding the electronic
characteristics of any device as the critical dimensions shrink to the
nanometre scale.

The coupled equations of motion for the charged dopants and the
electrons in this system take the normal form for a current-controlled
(or charge-controlled) memristor (equations (1) and (2)). The
fact that the magnetic field does not play an explicit role in the
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Figure 2 | The coupled variable-resistor model for a memristor. a, Diagram
with a simplified equivalent circuit. V, voltmeter; A, ammeter. b, c, The
applied voltage (blue) and resulting current (green) as a function of time t for
a typical memristor. In b the applied voltage is v0sin(v0t) and the resistance
ratio is ROFF=RON~160, and in c the applied voltage is 6v0sin2(v0t) and
ROFF=RON~380, where v0 is the magnitude of the applied voltage and v0 is
the frequency. The numbers 1–6 label successive waves in the applied voltage
and the corresponding loops in the i–v curves. In each plot the axes are
dimensionless, with voltage, current, time, flux and charge expressed in units
of v0 5 1 V, i0:v0=RON~10 mA, t0 ; 2p/v0 ; D2/mVv0 5 10 ms, v0t0 and

i0t0, respectively. Here i0 denotes the maximum possible current through the
device, and t0 is the shortest time required for linear drift of dopants across
the full device length in a uniform field v0/D, for example with D 5 10 nm
and mV 5 10210 cm2 s21 V21. We note that, for the parameters chosen, the
applied bias never forces either of the two resistive regions to collapse; for
example, w/D does not approach zero or one (shown with dashed lines in the
middle plots in b and c). Also, the dashed i–v plot in b demonstrates the
hysteresis collapse observed with a tenfold increase in sweep frequency. The
insets in the i–v plots in b and c show that for these examples the charge is a
single-valued function of the flux, as it must be in a memristor.
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mechanism of memristance is one possible reason why the phenom-
enon has been hidden for so long; those interested in memristive
devices were searching in the wrong places. The mathematics simply
require there to be a nonlinear relationship between the integrals of
the current and voltage, which is realized in equations (5) and (6).
Another significant issue that was not anticipated by Chua is that the
state variable w, which in this case specifies the distribution of
dopants in the device, is bounded between zero and D. The state
variable is proportional to the charge q that passes through the
device until its value approaches D; this is the condition of ‘hard’
switching (large voltage excursions or long times under bias). As long
as the system remains in the memristor regime, any symmetrical
alternating-current voltage bias results in double-loop i–v hysteresis
that collapses to a straight line for high frequencies (Fig. 2b). Multiple
continuous states will also be obtained if there is any sort of asym-
metry in the applied bias (Fig. 2c).

Obviously, equation (7) is only valid for values of w in the interval
[0, D]. Different hard-switching cases are defined by imposing a vari-
ety of boundary conditions, such as assuming that once the value of w
reaches either of the boundaries, it remains constant until the voltage
reverses polarity. In such a case, the device satisfies the normal equa-
tions for a current-controlled memristive system (equations (3) and
(4)). Figure 3a, b shows two qualitatively different i–v curves that are
possible for such a memristive device. In Fig. 3a, the upper boundary
is reached while the derivative of the voltage is negative, producing an
apparent or ‘dynamical’ negative differential resistance. Unlike a true
‘static’ negative differential resistance, which would be insensitive to
time and device history, such a dynamical effect is simply a result of
the charge-dependent change in the device resistance, and can be
identified by a strong dependence on the frequency of a sinusoidal
driving voltage. In another case, for example when the boundary is
reached much faster by doubling the magnitude of the applied volt-
age (Fig. 3b), the switching event is a monotonic function of current.
Even though in the hard-switching case there appears to be a clearly
defined threshold voltage for switching from the ‘off’ (high resis-
tance) state to the ‘on’ (low resistance) state, the effect is actually
dynamical. This means that any positive voltage v1 applied to the
device in the off state will eventually switch it to the on state after time
*D2ROFF=(2mVvzRON). The device will remain in the on state as
long as a positive voltage is applied, but even a small negative bias will
switch it back to the off state; this is why a current-hysteresis loop is
only observed for the positive voltage sweep in Fig. 3a, b.

In nanoscale devices, small voltages can yield enormous electric
fields, which in turn can produce significant nonlinearities in ionic
transport. Figure 3c illustrates such a case in which the right-hand
side of equation (6) is multiplied by a window function w(1 2 w)/D2,
which corresponds to nonlinear drift when w is close to zero or D. In

this case, the switching event requires a significantly larger amount of
charge (or even a threshold voltage) in order for w to approach either
boundary. Therefore, the switching is essentially binary because the
on and off states can be held much longer if the voltage does not
exceed a specific threshold. Nonlinearity can also be expected in the
electronic transport, which can be due to, for example, tunnelling at
the interfaces or high-field electron hopping. In this case, the hyster-
esis behaviour discussed above remains essentially the same but the
i–v characteristic becomes nonlinear.

The model of equations (5) and (6) exhibits many features that
have been described as bipolar switching, that is, when voltages of
opposite polarity are required for switching a device to the on state
and the off state. This type of behaviour has been experimentally
observed in various material systems: organic films5–9 that contain
charged dopants or molecules with mobile charged components;
chalcogenides4,10–12, where switching is attributed to ion migration
rather than a phase transition; and metal oxides2–4,20, notably TiO2

(refs 4, 13, 14, 21) and various perovskites4,15–19. For example, multi-
state8–14,16–18,20,21 and binary3,4,7,15,16 switching that are similar to those
modelled in Figs 2c and 3c, respectively, have been observed, with
some showing dynamical negative differential resistance. Typically,
hysteresis such as in Fig. 3c is observed for both voltage pola-
rities7,9–12,14–17,21, but observations of i–v characteristics resembling
Fig. 3a, b have also been reported8,17–20. In our own studies of TiOx

devices, i–v behaviours very similar to those in Figs 2b, 2c and 3c are
regularly observed. Figure 3d illustrates an experimental i–v char-
acteristic from a metal/oxide/metal cross-point device within which
the critical 5-nm-thick oxide film initially contained one layer of
insulating TiO2 and one layer of oxygen-poor TiO22x (refs 21, 22).
In this system, oxygen vacancies act as mobile 12-charged dopants,
which drift in the applied electric field, shifting the dividing line
between the TiO2 and TiO22x layers. The switching characteristic
observed for a particular memristive system helps classify the nature
of the boundary conditions on the state variable of the device.

The rich hysteretic i–v characteristics detected in many thin-film,
two-terminal devices can now be understood as memristive beha-
viour defined by coupled equations of motion: some for (ionized)
atomic degrees of freedom that define the internal state of the device,
and others for the electronic transport. This behaviour is increasingly
relevant as the active region in many electronic devices continues to
shrink to a width of only a few nanometres, so even a low applied
voltage corresponds to a large electric field that can cause charged
species to move. Such dopant or impurity motion through the active
region can produce dramatic changes in the device resistance.
Including memristors and memristive systems in integrated circuits
has the potential to significantly extend circuit functionality as long
as the dynamical nature of such devices is understood and properly
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Figure 3 | Simulations of a voltage-driven memristive device. a, Simulation
with dynamic negative differential resistance; b, simulation with no dynamic
negative differential resistance; c, simulation governed by nonlinear ionic
drift. In the upper plots of a, b and c we plot the voltage stimulus (blue) and
the corresponding change in the normalized state variable w/D (red), versus

time. In all cases, hard switching occurs when w/D closely approaches the
boundaries at zero and one (dashed), and the qualitatively different i–v
hysteresis shapes are due to the specific dependence of w/D on the electric
field near the boundaries. d, For comparison, we present an experimental i–v
plot of a Pt–TiO22x–Pt device21.
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used. Important applications include ultradense, semi-non-volatile
memories and learning networks that require a synapse-like
function.
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