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0 Introduction

These notes are intended to summarize and explain the topics discussed dur-
ing class in the Fall 2017 section of AST551, General Plasma Physics I. I am
writing these notes primarily as a learning experience. I find that in order to
learn physics topics, I need to examine that topic in detail, going through any
derivations myself step by step. Thus, you will see that I try not to skip steps
as much as possible. I also find that to really understand something, I need to
explain it to someone else. Thus, I will do my best to not only include the math,
but do my best to explain the physics behind the math, opting for wordiness
over brevity. If I do not fully explain a concept, it is probably because I do not
understand the physics behind that concept yet. I've found that with many of
the plasma physics books I've looked at, I understand the math and the deriva-
tions, but walk away without an understanding of the physics. My goal with
these notes is for that not to be the case.

Obviously, these notes are a work in progress. I have yet to write on many
important sections from the course, and many sections need to be expanded
or explained in more depth. However, my hope is that when these notes are
completed, they might be useful for me and possibly future students as they
prepare for generals or take AST551. If you are reading these notes and find a
typo or an error, please shoot me an email at mcgreivy@princeton.edu so I can
fix it.

Speaking of generals, I've attached a picture with the cover of the a previous
written section of the generals exam. Of the 360 points in the written section
of this generals exam, 190 of the points are from a topic which is covered in this
class. Many of these topics are covered again in more advanced courses, so one
might argue that learning this material well after GPP1 isn’t essential. I'm not
convinced.
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These notes are divided into 6 chapters, not necessarily correlated with the or-
der the topics were covered in class. The first chapter covers the most basic
topics in plasma physics, including plasma oscillations, Debye shielding, space-
time scales, and a bit on collisions. The second chapter covers single particle



motion, including particle drifts, adiabatic invariants, mirror machines, and
the iso-rotation theorem. The third chapter will introduce kinetic theory, the
Vlasov equation and discuss collision operators. The fourth chapter will cover
fluid equations and MHD, including 1D MHD equilibrium. Chapter 5 will cover
some fundamental waves in plasmas, from kinetic, fluid, and MHD perspectives.
Chapter 6 will cover Landau damping, to the extent it was covered in class.

So far, the best resource I have found for learning the fundamentals of plasma
physics is Paul Bellan’s book, Fundamentals of Plasma Physics. Every deriva-
tion is done step-by-step in great detail, so that the reader is not lost, and
each concept is explained thoroughly and often with good physical insight. The
downside of the book is that it is quite long. Everything Professor Bhatacharjee
does is exceptional, and his textbook Introduction to Plasma Physics with Space,
Laboratory, and Astrophysical Applications is no exception. His book contains
many of the same topics covered in these notes, plus many more. It would be
a great reference book for this course, and less time and algebra intensive than
Bellan. Physics of Fully Ionized Plasmas by Lyman Spitzer is a really old, fairly
short book, with an old-fashioned take to the subject. Sam Cohen once told
me it’s the only book I need to read to understand plasma physics. I don’t
believe him. Introduction to Plasma Physics and Controlled Fusion by Fran-
cis Chen is often referenced as a good book for beginning students - however, 1
think the level is appropriate for an undergraduate starting a summer of research
into plasma physics, not for a graduate student concentrating in plasma physics.

Greg Hammett imbued us first-year students with three pieces of wisdom during
the first lecture for GPP1 way back in September. I figure I should pass that
advice on. The first piece of advice is to remember how fortunate we are to
be at this wonderful university, and to make the most of this experience. The
second piece of advice is to find meaning and purpose in our lives outside of
work. The third piece of advice is to get some sleep.



1 Basics

It’s unbelievable how much you
don’t know about the game
you’ve been playing all your life.

Mickey Mantle

Plasma physics, as you may or may not have been told (once you are im-
mersed in the field for long enough, you will inevitably be told this at some
point), is a rich, varied subject. This richness comes mathematically, experi-
mentally, as well as through the numerous applications of plasma physics re-
search.

Research in plasma physics draws knowledge from of a huge number of ar-
eas of physics, including electromagnetics, thermodynamics, statistical mechan-
ics, nuclear physics, and atomic physics. Experiments in plasma physics of-
ten involve vacuum systems, superconducting coils, cryogenic systems, complex
optical instruments, advanced materials for plasma-facing components, wave-
guides, and much much more. Computational plasma physics involves devel-
oping and implementing numerical algorithms, linking computational work to
physical models, theory, and experiment, and often uses some of the most pow-
erful supercomputers in existence.

There are lots of applications of plasma physics. A few of the numerous
applications of plasma physics include astrophysics (where over 99% of the vis-
ible universe is in the plasma state), plasma thrusters, water processing, and
fusion energy. Fusion energy, which is easily one of the most challenging sci-
entific endeavors today, also holds one of the greatest rewards. The long-term
promise and allure of fusion energy comes from the immense energy bound up
in the atomic nucleus and the readily available fuel sources' which release that
energy which could power humanity for many millions of years. In addition,
fusion power is carbon-dioxide free, does not have the risk of nuclear meltdown,
doesn’t require large land usage, and is a steady power source.

Throughout these notes, we will start to see some of this mathematical and
physical richness come to play. However, as we did in class, these notes will focus
on the theoretical foundations of the subject rather than concentrate heavily on
any particular application of plasma physics.

1.1 Finals words before the onslaught of equations

One important question has not been answered so far - what is a plasma? Most
briefly, a plasma is an ionized gas. But of course this response leaves much to
the imagination. How ionized does it need to be to be a plasma? A gas of what?

IDeuterium is readily available in seawater. It should be emphasized that tritium, while
theoretically capable of being generated from lithium, does not exist in significant quantities
naturally and the process of creating tritium has not been demonstrated on a large scale. This
is one of the most challenging tasks facing developers of future D-T reactor.



As Nat Fisch points out, states of matter are really approximations of reality.
Take, for example, a closed box stuffed chock full of gravel. Each individual rock
in that gravel certainly behaves like a solid when we observe it. If we were to
take that box and throw it in the air, it would rotate approximately like a solid
body. But when we open that box and pour that gravel into a funnel, the
behavior of the gravel is better described with a fluid approximation. Similarly,
the tectonic plates which makes up the earth’s continents are certainly solid
when we look at them over the course of a day or a month or a year. But when
we look at them over a timescale of millions of years, the plates travel, flow, and
merge, certainly unlike a solid.

Thus, whether some real physical system can be treated as one of the ide-
alized states of matter depends on how we are observing that system. Alter-
natively, in the language of plasma physics, the state of matter some system
is in depends on the the timescales and length scales which we are observing
the system over. For example, in gas clouds in the interstellar medium, the
degree of ionization is very low and the magnetic fields are very small, but over
large enough scales and over long enough times, their evolution is apparently
well-described by the equations of plasma physics.

In some sense, plasmas fit somewhere along an energy spectrum, where the
spectrum ranges over the energy per particle (i.e. temperature). At one end of
the spectrum is condensed matter physics, i.e. solids. These are at the lowest
temperature. As we increase the temperature, eventually the solids become
fluids, fluids become gases, and at some point they become plasma-like. In
the temperature range where the gas becomes fully ionized, we have an ideal
classical plasma (~10eV to ~100KeV). If we were to turn up the temperature
even further, then at ~1MeV positrons start to become produced, and we have
a relativistic QED plasma (something I know nothing about!), and we have to
develop other equations to understand this system. In this energy range, we
are already out of the realm of classical plasma physics. If we really crank up
the energy dial, up to ~100MeV, then we’ll have a quark-gluon plasma, which
is confined by the strong force rather than the Electromagnetic force. What we
see from this illustration is that plasma physics is the physics of matter within
a certain restricted temperature range.

This still doesn’t answer our question of “what is a plasma”! It turns out
that this definition is a bit technical, but T’ll state is here. Some system is a
plasma if the number of plasma particles in a Debye sphere is much greater than
1, or nogw)\gD > 1. In effect, this means that the plasma is electrically neutral
on scales larger than the Debye length. We will explore these ideas more in
section 1.4.

1.1.1 Logical framework of Plasma Physics

Here is a half-truth: Plasma physics has been fully solved. Suppose we have
a large number of particles, each of which has charge ¢; and mass m;. These



particles interact via the Lorentz force,

d>z; - dZ;
i— = ¢G(E
m ai(E + 7

T x B) (1.1)

The initial conditions for the electric and magnetic fields are given by two of
Maxwell’s equations,

V-B=0 (1.2)
V- E=2 (1.3)

€0
while the time-evolution of the electric and magnetic fields are determined by
the other two Maxwell equations,

. - OB
=—— 1.
VxFE 5 (1.4)
- = - OE
VxB= ‘LL()J + po€o—7— (15)

ot

Given a set of initial conditions for the particles, we can solve for the time
evolution of these particles. If we really wanted to be precise, we could even use
the Lorentz-invariant Lorentz force law, and calculate the time-evolution of the
plasma particles to arbitrary precision. Unfortunately, this simplistic approach
doesn’t work for a myriad of reasons, both physical and practical.

Practically, such an approach is not solvable analytically, and requires so
much computing power that even on the most powerful supercomputers, it would
take something on the order of the age of the universe to simulate even the most
basic plasma configurations. And this is only the simplest model of a plasma
possible! To make any practical progress in plasma physics, we obviously need
a description of a plasma which can be practically solved. Thus, we will need
to approrimate somehow in order to get a tractable solution.

Physically, this simple model described in equations 1.1 through 1.5 is wrong.
Firstly, there is no consideration of boundary conditions. In any terrestrial
plasma, the plasma will be confined to some region by a solid?> boundary, and
the plasma particles will interact with the boundary in some complex way. Much
of plasma physics research involves understanding the effects of plasmas as they
interact with materials. These notes will not cover plasma-material interactions.
In astrophysical plasmas, the boundaries are either ignored, not well-defined, or
do not exist. In practice, periodic or open boundary conditions are often used
to understand astrophysical plasmas.

Secondly, not every particle is ionized, and neutral particles would (rigor-
ously) need to be treated with quantum mechanics. Indeed, a proper treatment
of collisions between even ionized particles in plasmas would (rigorously) involve
quantum mechanics. Atomic physics, including collision cross sections and reac-
tion rates, needs to be included to understand collisions as well as the ionization

20r, in some applications, a fluid boundary



and recombination of particles. We also need to account for the radiation emit-
ted through these atomic processes and through particle acceleration.

As you can imagine, a rigorous, complete description of a plasma would
get extremely complicated extremely quickly. Thus, approximation will be our
friend as we study this subject. With the approximation schemes we make in
these notes and throughout our study of plasmas, we will need to keep track of
when the approximations we make are valid, so as not to apply some equation
to a physical situation where it is not applicable.

There are a number of theoretical models for plasma physics. These include
considering only single-particle dynamics (particle drifts, the subject of section
2), many particle dynamics (particle-in-cell computing, not covered in these
notes), and using various statistical models and fluid models.

One such statistical model involves averaging over all possible ensembles?,
to get a 6-dimensional? time-evolving distribution function f, which tells us the
number of particles at a given position with a given velocity. This distribution
function f is called the Vlasov distribution, and this model is known as kinetic
theory, which will be further discussed in section 3.

Another model involves treating each species® in the plasma as a fluid. This
requires taking moments of f, and replacing an arbitrary velocity distribution
with, at each position in space, a mean velocity, temperature, and a pressure
tensor. Alternatively, instead of treating the each species as a fluid, we can
treat the plasma as a single fluid, and calculate an overall mean velocity, a total
current, and a single temperature and pressure tensor. This approximation is
called Magnetohydrodynamics, or MHD. These fluid models of a plasma will be
further discussed in chapter 4.

1.2 Plasma Oscillations

We will start our investigation of plasma physics by looking at plasma oscilla-
tions. We start here for a couple reasons. Firstly, plasma oscillations illustrate
many of the equations and techniques used throughout our study of this field.
Secondly, plasma oscillations are the most simple example of what is called col-
lective dynamics. Dynamics is the study of how a system evolves over time.
Collective dynamics simply means that when interacting, many plasma parti-
cles can conspire to create macroscopic behavior which is different than what
would be observed if the particles were not interacting. Our study of waves and
Landau damping are other examples of collective behavior.

Intuitively, plasma oscillations arise due to the electrostatic force which arises
when electrons are displaced from an equilibrium. Suppose some number of
electrons are displaced to the right, as in figure 1. Since there is now a positive
charge density to the left and a negative charge density to the right, an electric

3What is an ensemble? We will explain this again in chapter 3, but I will include a definition
here. Suppose we know the macrostate of a system but nothing about any given particle. An
ensemble is a microstate of a system consistent with the known macrostate.

43 spatial dimensions, 3 velocity dimensions

5Species means the types of ions, electrons, and various neutral atoms



Figure 1: An initial electron density configuration. Perturbation is exaggerated
for illustration.
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Figure 2: Electric field due to density perturbation.

field is setup which points towards the right, as in figure 2. Thus, the electrons
on the right side will feel a force to the left, and will be accelerated leftwards.
Thus, eventually the higher electron density will change from right to left. This
process will repeat itself, and the net effect is that the density perturbations
will oscillate in time (with zero group and phase velocity). These oscillations
are called plasma oscillations.

To derive these plasma oscillations, we have to start somewhere. For sim-
plicity, we will assume that a multi-species fluid approximation is valid. Instead
of looking at the density individual particles, we will treat the density of parti-
cles as a continuous smooth field. Thus, for each species we have a continuity
equation and a momentum equation. We will also use Poisson’s equation and
assume that any electric fields are curl-free (E = —ﬁqﬁ), and that the magnetic
field is zero. We're looking for oscillations of the electrons, which we expect to
be much faster than any oscillations of the ions because the electrons are much
lighter®. We will therefore assume that the ions are stationary (; = 0) and
have a constant and static density ng. Thus, we have

= —

V- E =e(ng—ne) (1.6)
one = oy
W + V- (neve) =0 (17)

6This differentiation of timescales between electrons and ions due to their different masses
will be a recurring theme throughout our study of plasma physics

10
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mene% + me(vg - ﬁ)(nev_‘;) = —en.k (1.8)

This is our first experience with fluid equations, which we have obviously not
derived. Equation 1.7 is a continuity equation for electron density, similar to
the charge conservation equation in electrodynamics. It just means that if the
electron density inside a fixed infinitesimal volume changes in time, it is because
there are electrons flowing across the boundary of that infinitesimal volume.
Equation 1.8 is a momentum equation for the electrons. Essentially, it means
that the mass times acceleration of electrons is equal to the force they feel due
to the electric field.

For those who have seen fluid equations before, note that there is no pressure
term in the momentum equation. Pressure, as you will remember from elemen-
tary kinetic theory of gases, is an effect which comes about due to the motion of
molecules. Thus, whatever results we will derive are technically applicable only
in the approximation of a zero-temperature plasma, where the molecules do not
have thermal velocities. For a plasma with a non-zero temperature, we will see
in chapter 5 that the wave dispersion relation changes, such that the wave has
a non-zero group and phase velocity.

From these equations, we will introduce a method, called linearization, which
will prove useful throughout our understanding of plasma waves. With this
method, we take some equilibrium (% — 0) solution to the equations, and
call the values of the relevant variables the Oth order solution to the equations.
From there, we will assume there is some perturbation to equilibrium solution,
and call the perturbations to the relevant variables the first-order quantities.
We plug the linearized quantities into the equations we have, ignore any terms
which are second-order or higher, and then look for oscillatory solutions.

Let’s see linearization in action. For plasma oscillations, we start with the
most basic equilibrium possible: a zero-velocity plasma (¢y = 0), with a uniform
density of electrons and ions (ng(Z) = ng) and zero electric field (¢9 = constant).
Then, we apply a small perturbation to all relevant quantities, except ion density
which is assumed to be constant over the timescales we are interested in. Thus,
Ue = V1, Ne = No + Ne,1, $ = ¢1. By ignoring all terms second-order or higher,
we have

- e
V¢, = —:(no —Ng — Ne,1) = €Ne.1 /€0 (1.9)
0
Thus,
p) . .
% = -V (noth) = —noV - v (1.10)
where P
menoﬂ = enoﬁ¢1 (1.11)
ot
Now taking the divergence of the linearized momentum equation, we have
oV - v 9%n - eZng
Meno— o L— —m, 81,‘;’1 = engVi¢p) = 5 Ne,1 (1.12)

11
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6t2 = —wgn871(f’ t) (113)
W2 = o (1.14)
p €0Me

Because the derivative is a partial derivative with respect to time, this equation
gives a solution for the density perturbation which oscillates in time, but not
in space. The way we visualize this is as follows: imagine we take some elec-
trons from one point in space and displacing them slightly to another position.
This electron density is shown graphically in Figure 3. At each point in space,
the perturbation will oscillate sinusoidally, so at some later time ¢t = 27 /4w,
the density will be instantaneously constant, and another quarter-period later
the leftmost electron density perturbation will have a higher electron density.
Remember: physically, we can think of plasma oscillations as arising due to

Figure 3: Initial electron density perturbation. Over time, these bumps will rise
and fall but stay at constant position in space in a cold plasma.

electrostatic forces which cause the electrons to accelerate back and forth. In
between the leftward and rightward bumps in Figure 3, there is an electrostatic
electric field which pushes the electrons between the two bumps back and forth,
creating the density oscillation. We will see later that in a warm plasma, the
temperature allows for plasma waves with some non-zero group velocity.

Although we are focused on the density here, note that the electron fluid
velocity oscillates in time, as does ¢.

1.3 Debye Shielding

As we remember from electromagnetism, the electric field inside a conductor is
0. Otherwise, charges would move around, causing the electric field to change,
until the electric field eventually became 0.

Plasmas, in general, are highly conducting. Thus, we should expect that
the electric field inside a plasma is 0, right? Well, not exactly. Indeed plasmas,
like conductors, screen external electric fields quite well. However, the electric
field inside a plasma is not necessarily zero. If we place a charge Ze in a warm
plasma and make it stay there, then the electric potential a distance r away

12



from the charge is
_Ze_=rix (1.15)
dmegr
where Ap is a constant called the Debye length which depends on, among other
things, temperature. Note that the potential falls off in a plasma faster than
1/r, due to the exponential dependence. This faster-than-exponential falloff of
the plasma potential is what is called Debye shielding or Debye screening. Over
distances significantly longer than a couple Debye lengths, the plasma potential
due to a charge in the plasma is very small. Loosely speaking, plasmas are net
neutral over distances longer than a Debye length.

Let’s derive this. Imagine inserting a test particle of infinitesimal charge )
into a plasma. Assume that each species (represented by ¢) in the plasma is in
thermal equilibrium with temperature T,, and that each species can be treated
as a fluid with density n,. Now, it is true that

Ny = nge*s’s (1.16)

This was argued to be true in class based on statistical mechanics, but I am
having trouble deriving it using the Grand Canonical Ensemble. The simplest
way to derive this follows Bellan section 1.6. We start with a fluid equation for
each species. .

mg% =q,F — n—iVPg (1.17)
Assuming the inertial term is negligible (which physically means the changes in
the plasma are slow), the electric field is electrostatic (E = —6@, the temper-
ature is spatially uniform, and the ideal gas law P, = n,kpT, holds, then this
reduces to

0=—nyqVo — kpT,Vn, (1.18)

which has the solution
ne = nge” 4?/ksTs (1.19)

These assumptions are all consistent with the plasma being in it’s maximum-
entropy state, which is the assumption used to derive it from statistical mechan-
ics. Now, we assume that kT, > q,¢, which is true assuming the test particle
is of infinitesimal charge so that ¢ is small as well. Thus

909
kBTo

) (1.20)

ng ~ no(l —

The second equation we will use is Poisson’s equation. Assuming the test
charge is at the origin, we have that

920 = Q5N + 3 ne (7)) (1.21)

Using equation 1.20 and the fact that the plasma is net neutral to zeroth order,
this simplifies to

13



V2 + 5 = —Q5O(F) (1.22)
/\D €0
where 1 1
—=Y = (1.23)
22 A2

[eoksT,
Ao = 4| 25 (1.24)
g2no

Now, 62¢ = T%%(TQ@). We look for a solution of the form ¢ = 19 where

or Amweqr
£(0) = 1. Remembering that V(1) = —476®)(7), we find that f” = ;&
D
so f(r) = e~ "/Ap where the positive exponential solution is ruled out due to
boundary conditions at infinity - the potential at infinity can’t be infinity. Thus,
we have our Debye shielding equation for a test charge @ in a plasma,

Q —r/rn (1.25)
4megr

Note that the Debye length is larger for larger values of T, and smaller for
larger values of g,. This makes sense, since Debye screening is an effect we see
due to the thermal motion of charged particles in tandem with the electrostatic
forces they feel. Loosely speaking, a species’ charge causes it to want to stay
close to any test charge @ in the plasma, thus large ¢, should decrease the
Debye length, by increasing the electrostatic force on these particles. On the
other hand, a species’ thermal motion causes it to zoom around randomly, thus
large T, should increase the Debye length by increasing these random speeds.
A zero temperature plasma has zero Debye length, because (in equilibrium) the
particles will have no thermal velocity and thus exactly cancel the potential due

to any test charges.
Note also the following nifty little relation, neglecting a factor of v/3 in the

thermal velocity vy, :
Ao = Lo [TBZe [T (1.26)
Wp,o Mg qzno

This is something you’ll want to remember!

Here’s something seemingly contradictory that confused me: the electric
field inside a plasma is not always 0! But we learned in freshman physics that
the electric field inside a conductor is 0. We also know that plasmas are highly
conducting. So what is it about a plasma which is different than a typical
conductor, such as a metal? Actually, in terms of shielding of electric fields,
nothing! In an idealized metal, the electrons are at a temperature T and are
free to move around as they please. Their behavior obeys Poisson’s equation
and the Boltzmann relation. Therefore, we must see Debye shielding in a metal!
In fact, if we were to put a test charge in a metal and hold it there, we would see

14



a potential quite like the Debye potential. At the edge of a charged conductor,
where there is a surface charge, the electric field will not go to 0 immediately
inside the conductor! Instead, it will fall to from o /ey to 0 over a couple debye
lengths.

1.4 Collisions in Plasmas

We discussed an extremely simple model of collisions in a plasma, to get a
rough estimate for the mean free path, the distance of closest approach, and the
collision cross-section between two plasma particles.

The distance of closest approach is approximately the distance at which the
average kinetic energy equals the electrostatic potential energy. This would oc-

cur if we had a particle with energy %k BT moving directly towards a stationary

particle, until the electrostatic potential energy is ﬁ %, where b is the distance
of closest approach. Solving for b, we get

2

q
= = 1.2
b GWG()]CBT ( 7)

The collision cross-section is roughly o = 7b%, so

¢
o= —5—— 1.28
36me2(kpT)? (1.28)
The mean free path is defined as
1
l=— 1.29
g (1.29)

. This is a basic result from statistical mechanics.

Until we get into the collision operator in chapter 3, this is all that we say in
this course about collisions, which is a bit unfortunate. Hopefully future courses
will cover collisions in depth, as they are certainly important.

1.5 Plasma Length and Time Scales

There are numerous length scales in plasmas:

82

e Distance of closest approach, b =

GreoknT
e Interparticl i -1/3
particle spacing, n
e Mean free path, A\, r, = ﬁ
e Electron gyroradius, p. = ’”;’,’BT'E = \/kigm
e lon gyroradius, p; = %
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e Debye Length, \p = egé‘iﬁf
The electron and ion gyroradius size depends on the local magnetic field, which
can vary dramatically between different plasmas. We can, however, say that the
ion gyroradius is nearly always significantly higher than the electron gyroradius,
as long as the electron temperature is not dramatically smaller than the ion
temperature, which almost never is the case. However, in a plasma (where the
number of particles in a debye sphere is much greater than 1), we have the
following ordering of scale lengths:

e b n B« A\p < Amfp

We can prove this as follows: Suppose we define A as the number of particles

in a debye sphere, A = %”n)\gjj > 1. Then if we define our scale length in units

of b, such that b = 1, we have that

2 EOk‘BT 1
= = 1.
Ab e?ng 67nob (1.30)
and thus b 1 )

¥ — Fno)\% — O(X) (1.31)

We also have that

n-1/3  -1/3 B

=~ O T0m) = o) (1.32)

Finally, we have that

Amfp 1 A2 1
N T s TbD?W = O(A*)O(1/A) = O(A) (1.33)
D

Thus, we have b : 1, n=%/3 : A2/3) X\p : A, Apysp ¢ A%, which gives our
ordering of scale lengths in a plasma where the number of particles in a debye
sphere is much greater than 1.

We can see now why we’ve chosen our definition of a plasma to be where the
number of particles in a Debye sphere, A, is much greater than 1. If we choose
this definition, then we have a definite ordering of scale lengths, meaning we
can use the same equations to treat a wide variety of different plasmas.

This condition, the number of particles in a Debye sphere, also implies that
the plasma is quasineutral over length scales larger than a Debye length. How
do we know this? Well, there’s an ingenious calculation we can do which shows
that this is the case. Imagine that all of the electrons in some region of space
were to all move radially outwards from a point until their velocity becomes zero,
as in figure 4. How large of a spherical region could the electrons evacuate, such
that we are quasineutral over that region? Well, the trick is to set the thermal
energy of the electrons inside the volume (which all end up at the surface of
the sphere) equal to the energy stored in the electromagnetic field created by
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Figure 4: Tllustration of the electrons evacuating a region of space with radius r,
leaving ions behind. This calculation is used to show why the number of particles
in a Debye sphere being much greater than 1 implies overall quasineutrality over
distances larger than a Debye length.

ions left behind in the absence of the electrons. The electric field is created by

the ions left behind, and from Gauss’s law E,47r? = %’;Ta, so B, = ’3‘76; The

b 2.2 5
electromagnetic field energy is [ L E?dV = % J[r'dr’ = % The
thermal energy per particle is %kBT, so the total thermal energy of the electrons

in that volume is 2mnkpTr3 Setting these equal, we have

max*

3 2mn2e?rd

2mnkpT = UL 1.34
™ B rma:v 4560 ( )

so the maximum radius 7,4, that the thermal energy of the electrons could

evacuate is
[45e0kpT
Tmaz = 2)623 ~TAp (135)

Thus, the largest region of space that can be evacuated of electrons is a few
Debye length. Now, the logic goes like this. If the number of particles in
a Debye sphere is much greater than 1, then the situation required to make
this happen (where all of the electrons are moving radially outwards) would be
extremely unlikely, as the number of particles is large. Thus, if there are many
particles in a Debye sphere, our plasma is extremely likely to be quasineutral.
If there is less than 1 particle in a Debye sphere, then it is possible that the
plasma will be non-neutral over length scales larger than a Debye sphere.
What about timescales? Here are some of the most important frequencies:

e Electron gyrofrequency, ;—B

B
m;

e Jon gyrofrequency,

e2ng

e Plasma frequency, om
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e Momentum collision frequency

e Energy collision frequency
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2 Single Particle Motion

The human mind is more attuned
to thinking geometrically rather
than thinking analytically. We
may be able to solve an equation
describing a process, but only
when we are able to make a
mental picture of how the process
proceeds, do we feel that we have
understood the process.

Arnab Rai Choudhuri

As we have seen, the mean free path of particles in a plasma is significantly
longer than any of the other scale lengths, assuming the number of particles in
a debye sphere is much greater than 1 (which is how we are defining a plasma).
Thus, particles often travel a long distance before colliding with other parti-
cles. For many plasmas, the collision timescale (1/v) is much longer than other
relevant timescales. In these plasmas, an ion or electron might o x B rotate
(sometimes called gyromotion or Larmor motion) many times before it collides
with another plasma particle, changing it’s trajectory.

Thus, for many plasmas, analyzing the motion of individual charged particles
gives valuable insight into the behavior of the plasma as a whole. We will first
investigate the motion of particles in prescribed electric and magnetic fields.
We will also see that periodic motion in the absence of collisions leads to the
existence of conserved quantities for individual particles, which can be helpful
for analyzing the motion of particles in complicated electromagnetic fields. We
will then analyze the magnetic mirror machine, the classic example of single-
particle motion. Lastly, we’ll discuss the isorotation theorem, an example of
single-particle motion not typically found in textbooks which Nat covered in
class.

2.1 Guiding Center Drifts

Imagine we have a constant, static magnetic field in the z-direction, B = Byz.
If we put a charged particle of charge ¢ and mass m in that magnetic field,
then the particle will spiral around the magnetic field, while it’s velocity in
the z-direction will remain constant. Let’s see this. The force on the particle
will be ¥ x é, which always points perpendicular to the motion. This is the
condition for uniform circular motion. Thus, we have a centripetal acceleration
v? /R = quiBy/m. This is easily solved, as in freshman physics, to give a
frequency Q = ¢By/m and a gyroradius B

In many plasmas, there exists some sort of uniform background magnetic
field”. Thus, the most basic, ubiquitous behavior of single particles in a plasma

"Usually due to some external magnetic coils, internal current, or a background field in
outer space.
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is gyromotion around this background magnetic field. However, the behavior
of particles in spatially, time-varying fields is much more complicated. We will
see that the guiding center (center of the gyromotion) motion involves various
drifts in addition to the gyromotion.

Suppose there exists a charged particle of mass m and charge ¢ in arbitrary
electric and magnetic fields, E(7,¢) and B(7,t)8. The equation of motion for
the charged particle is

7F=—(E(F,t) + 7 x B(F,t)) (2.1)

a
m
Let us assume that E and B are known. In general, this expression cannot
be integrated exactly to solve for the motion. However, we will make a few
approximations for this problem to become solvable. Firstly, we will assume
that the particle gyro-orbits around the magnetic field, and that the gyroradius

of the particle is small relative to the length scales (%) over which the electric

and magnetic fields change. Thus, 7(t) = 74c(t) + 7c(t) where 7, is the position
of the guiding center of the particle, and 7. is the vector from the guiding center
to the particles position. We will see that there are a number of drifts of .
which add to each other in the limit that the gyroradius is much smaller than
the relevant lengthscales of the magnetic and electric fields.

We define 7, as mquXF, where the magnetic field is evaluated at the position
of the guiding center. Note that this definition makes sense intuitively?. Why?
Well, remember when we had a constant magnetic field, such that the gyroradius
was %? Well, notice that our definition is essentially the same - it points in

the direction we want it to (perpendicular to both B and ¥) and reduces to our
previous expression in the limit that the magnetic field is constant in space.

= _‘”‘(1; )
< 2B
P AT,
a‘
s
/

Figure 5: A negatively charged particle moving in a magnetic field. The gyro-
radius, 7, and guiding center position, 7., are shown.

8Bellan’s book does a wonderfully rigorous, although not particularly physically enlighten-
ing derivation of the drift equations. Spitzer and Chen, on the other hand, give wonderfully
intuitive but less rigorous explanations of these drifts. These notes aim for somewhere in the
middle.

9How we decide to split ¥ between the guiding center drift and the cyclotron orbit is
somewhat arbitrary, but this definition makes things easier mathematically.
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Figure 6: Illustration of the E x B drift for a particle which starts at rest at the
origin. For particles with other initial velocities, the motion will have a different
trajectory but the same net guiding center velocity.

2.1.1 E x B Drift

The first guiding center drift we will examine is called the E cross B drift.

Toxn = E;—QB (2.2)
First off, we know that if there is an electric field in the same direction as the
local magnetic field, our particle will accelerate in that direction without feeling
any magnetic force. What about for electric fields perpendicular to the local
magnetic field direction? Well, this gives rise to the E x B drift which is under
study at the moment. How do we understand this intuitively? Well, imagine
we have a static constant B field in the z-direction, and a static constant F
field in the y-direction. Now imagine at t = 0 putting a charge +q at the origin
with zero initial velocity. What will happen? The electric field will cause the
charge to initially accelerate in the y-direction. As the charge picks up speed in
the y-direction, the magnetic field puts a force in the x-direction on the charge,
causing it to turn in the positive x-direction. As the particle turns, eventually
it’s velocity is entirely in the x-direction. Now, the magnetic force will be in
the negative y-direction, and it turns out that this force will be stronger than
the electric force in the positive y-direction. Thus, the particle starts to curve
downwards, in the negative y-direction. At some point, the particle will come
to rest at y = 0,'% and then the process will repeat itself. However, the particle
will have been displaced in the x-direction, which is also the E x B direction.
This process is illustrated in figure 6.

For negatively charged particles (i.e. electrons), they will initially acceler-
ate in the opposite direction, but the magnetic force will cause them to curve
towards the right in figure 6, again creating a E x B drift.

Mathematically, we derive this as follows. For simplicity, we will assume

10Tt must come to rest at y = 0, by conservation of energy
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Figure 7: Tllustration of the motion of a negatively charged particle in a magnetic
field gradient.

that the magnetic field is constant over the gyroorbit of the particle. We have

. L. ombxT
Tget) =7 —Te=7— 4B (2.3)
Taking the time-derivative, we have
2 2 mb A
rgc:r—q—er (2.4)
Inserting the equation of motion into F, we have
. . bx E . .
Fge =T — —bx (Fxb) (2.5)

Now, we can recognize that the rightmost term is 7 1, the velocity perpendicular

to the local magnetic field. We also know that 7= 7 + 7. Thus, we have

E x B
B2

Tge = 7)) + (2.6)
This is the E cross B drift we described earlier.

Notice that if we replaced ¢E with an arbitrary force F', we would get a drift
velocity vp = I; ;;23 . For example, this force could be the force of gravity, F' =
—mgZz. In laboratory plasmas, gravity causes positive and negative particles to
drift in opposite directions, until a small electric field arises which cancels this
force. In general, the force of gravity is ignored in laboratory plasmas, as it is
essentially negligible.

2.1.2 Grad-B drift

The grad-B drift is an effect that arises due to changes in the magnetic field
strength perpendicular to the magnetic field direction. The grad-B drift is equal
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Figure 8: Illustration of the motion of a positively charged particle in a magnetic
field gradient.

to
. vy rcbx VB mv] Bx VB

BT 9T pe 2 ¢B®

The grad-B drift arises due to the decreased radius of curvature in regions
of stronger magnetic field. This effect is shown in Figures 8 and 7.

The grad-B drift was derived in class by getting an equation for the particle
drift to 1st order, then plugging in the Oth order motion to that equation. This
is a classic technique from classical mechanics, which I remember using multiple
times in my classical mechanics course.

Suppose we integrate the vector gyroradius v, over one orbit. To Oth order
in e =r./L, where L is the length scale over which the magnetic field changes,
we have the relation

(2.7)

27
/ Fdf = b x AT (2.8)
0

where A7 is the distance the guiding center travels in one rotation along the
magnetic field. You could argue this on geometric grounds, as the sum over
the gyroradius vectors tells us how much the gyrocenter has shifted. However,

this geometric interpretation wasn’t immediately obvious to me, so it’s probably

easier to justify it algebraically. Equation 2.8 is true because v, = mqbgF, and

[ Tedt = mi;%AF, since b and B are constant over a gyroorbit to Oth order in e.

But % =Q0= %, so dt = mdf/qB. Changing variables to 6 gives equation 2.8.

Now, to 1st order in €, we allow the possibility that the magnetic field is not
constant over a gyroperiod. Thus, we have B(7y. + 7¢) ~ B(7yc) + (7% - V)B.
Assuming the magnetic field direction is constant over a gyroperiod, to 1st order
in €, we get

m bXT, m

'17 rT)=— = = ~ =
) = B 7 4Bl

(b x 7.)(1 — (e 'FV)B) (2.9)

B(7ge)

Equations 2.8 and 2.9 together give equations for our drift motion to 1st
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order in €. Now, we plug in our Oth order solution to the 1st order equations to
solve for the perturbed motion.

Assume we have a positive particle and we set our coordinate system to
point along the local magnetic field, such that B = B.(7)2. To Oth order,
7u(0) = re(cos 02 — sin 07). Similarly, 7, = v, (— sin 0% — cos 0§). Integrating 7,
from 0 to 27, the first term in equation 2.9 integrates to 0. From our Oth order
cyclotron motion, (7 - ﬁ)B = 7. COS 986% — resin 9852 . Thus, the second term
in 7., integrated over 27, becomes

27
UL - 0B, . 0B, . . 0B, . 0B, . .
(g(::;)bx/o df|(sin @ cos 0 pe —sin” 0 By )sr:—i—(cosQHa—x—schos@ By )9
(2.10)
The first and fourth terms integrate to 0, and the second and third terms

integrate to —waa% T+ 7788% ¢ which equals 7b x VB. Using equations 2.8 and

2.10, we get

L Tmry s o=
AFf= —==bx VB 2.11
qB?(7c) ( )
. Now, vgp = AF/T = %Z%B. This gives
g s =
- TULy 3 mv] bx VB
- = b B=———"—"— 2.12
ve = 5p VXV 2 ¢B? (2:12)

This is the promised result.

2.1.3 Curvature Drift

In a magnetic field which changes direction slowly, charged particles (approx-
imately) follow the field lines'’. Although this statement is fundamental to
plasma physics, it really is a remarkable fact when you think about it! Why
should particles trajectories curve and twist with a magnetic field?

Frankly, I don’t have a compelling answer for this, and if someone does
please let me know! Here is the best answer I could come up with: Imagine that
in some region in space, the local magnetic field curves. If a charged particle
travels along the field line with components parallel and perpendicular to the
magnetic field, any motion perpendicular to the field will get washed out by
the gyromotion, while any motion parallel to the field will not be affected. Try
a particle might to move perpendicular to the magnetic field line, it can’t get
very far away from the field line it was originally on because any motion in one
of the directions perpendicular to the field will be transferred into motion in
the other perpendicular direction by the Lorentz force. Thus, the vast majority
of the motion by our particle in a curved magnetic field will be in the parallel
direction.

Now, the curvature drift is a drift which arises whenever the magnetic field
lines are not straight. Unlike for the E x B drift or the grad-B drift, as far

U Technically, their guiding centers follow the field lines to Oth order in € = r./L.
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Figure 9: Curved magnetic field lines. Particles drifting along the field lines will
drift upwards or downwards depending on their charge due to the curvature
drift.

as I know textbooks don’t paint a clear physical picture for what the particle
does as it drifts due to the curvature drift. However, there is simple, physically
enlightening way of deriving the curvature drift, based on the derivation of the
curvature drift in Spitzer’s book. Imagine a particle spiraling around field lines
in a curved, constant-strength magnetic field, as in figure 9. In the rotating
frame of the particle, there is some centrifugal pseudo-force in the radial direc-

2

tion, equal to F = m%ﬁ Plugging this force into the IEIXB"‘E drift, we get the

drift

5= LT x b (2.13)
Up = ——= .
b qB R
This is the curvature drift for a magnetic field which has a radius of curvature
R! For a more general magnetic field, the curvature drift is

m = A
T, = —bx (b- V)b (2.14)

So what is the physical picture we should have in mind? I suggest that the
physical picture we should have is that the particles feel a force outwards due
to the centrifugal force in the particles reference frame, and because of that
outwards force they initially move ‘outwards’ slightly (in the same way that the
electric field in the E x B drift causes particles to initially move slightly in the
direction of the electric field). However, the magnetic field causes particle then
to drift in a direction perpendicular to both B and the ‘outwards’ direction,
with the sign depending on the charge. In figure 9, the particles would first
have some radial velocity outwards, before the magnetic field causes them to
drift upwards in the same way that it does for the E x E drift.

Let’s derive the curvature drift more formally, as was done in class. Suppose
we split the particles position between the guiding center drift . and the
gyroradius, 7., and we expand B around the gyrocenter, such that é(F’) =
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E(T;c) + (- ﬁ)é Also suppose that the E=0. Thus, our equation of motion,
equation 2.1, becomes

Foo 7o = T (Fye £ 72) < (B(Fye) + (e - V) B(7ye)) (2.15)

We can, in the limit € < 1, define the gyrotron motion to be the solution to the
equation )
Fe = e X B(Fye) (2.16)

Thus, our equation for the drift of the guiding center becomes
A q - B/ :, N T : N T
Tge = E(Tgc X B(Tgc) —+ 7. X (Tc . V)B(Tgc) + Tge X (TC : V)B(TQC)) (217)

Now, let us average this equation over one gyroperiod. The third term, because
it is linear in 7, will integrate to 0 to first order in €. Thus we have

(Foe) = “=(Fge % B(Fge) + (7o x (7o V)B(Fye)) (2.18)

The rightmost term will end up contributing to the VB drift. As we have
calculated this drift, we will not do so again. If we were to calculate this term,

. —uVEB mv2
we could show it equals == where 1 = 5.
- q ., 5 S —ﬂﬁB
(Tye) = E(<T90> x B(yc)) + m (2.19)

The first term on the right will end up contributing to the curvature drift.
Let us calculate that now. Crossing equation 2.19 with b, we have

(Fye) X b= T2 ((7,0) x b) x b (2.20)

Now, this last term equals —%(?gc, 1). This result is actually easy to see
- use the geometric interpretation of the cross product to convince yourself of
this. Solving for (7. 1), we have

b x VB B m(%’gc) x b
qB qB

(Fror) = (2.21)

Hey look, our first term is the VB drift, as promised! The second term
simply requires solving for 7,.. Well, to first-order in € = 7./ L, we have

-, d. d, . dvy ; db
<7“gc> = %Tgc = £<’U|‘b + 'Udrift) + O<62) = Eb + UHE + 0(62) (2.22)

Note that since there is no Oth order electric field, the drift velocity is 1st
order in e. Thus, it’s time derivative will be second order in €, so it can be
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dv

ignored. We can also conclude that d—t” = 0, averaged over a cyclotron period,

is 0, because there is no Oth order electric field. So (Fy.) = ) g—% +0(€?).

Now, ‘Zl—f = vH(l; . 6)5 Why is this true? Well, 2—% = gi% = vug—g, where

s is the distance along a magnetic field line. Now, gg = (?) . ﬁ)ZA) This is not
proved directly in Bellan or in the class notes, but it makes sense geometrically.
We could also convince ourselves of this by looking at a point in space where

the magnetic field is instantaneously in the z-direction. Then, %2 = g—g, and

b- V)b = (2)b. Thus, the two expressions are equivalent, and we have our
0z
result j—lt’ = vH(l; - V)b. Thus to 1st order in e

(Fge) =07 (b- V)b (2.23)
Plugging this into equation 2.21,'2 we get
. ub x VB muj . A
el = b-V)b 2.24
Fpes = 2252 4 Fhx (b 9) (2.24)

The second term is the curvature drift, as promised! Why is it called the
curvature drift? Well, imagine we had a magnetic field which at some point

in space, was in the 45 direction with a radius of curvature R. Then (l; . ﬁ)i) =
~ 2 A~

(%%)d) = —7/R. Thus, the curvature drift here is :;—vl”%f'xb. Thus, the curvature

drift causes a drift in curved magnetic fields, perpendicular to both b and the

vector to the center of curvature.

2.1.4 Polarization Drift

The polarization drift is a drift that arises due to a time-dependent vgr;f:.
However, if our time-variation in vq,f; is mostly due to a time-dependent vz, 3,
then we get a polarization drift due to a time-dependent electric field. This is

dE m

U= e (2.25)

Chen explains the polarization drift physically. He writes ” The physical rea-
son for the polarization current is simple. Consider an ion at rest in a magnetic
field. If a field E is suddenly applied, the first thing the ion does is to move in
the direction of E. Only after picking up a velocity v does the ion feel a Lorentz
force ev X B and begin to move downward. If E is now kept constant, there is
no further v, drift but only a vg drift. However, if E is reversed, there is again
a momentary drift, this time to the left. Thus v,, is a startup drift due to inertia
and occurs only in the first half-cycle of each gyration during which E changes.
Consequently, v, goes to zero with w/w,..” This is a reasonable explanation, but

12Here we remove the brackets because it is understood that this velocity is a drift velocity,
which is by definition a time-averaged quantity.
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there is a curious 180 degree phase difference here. Question: Why is there a
phase difference?

In class, this was derived as follows: Imagine we have a time-dependent
electric field, and a static, constant magnetic field. Our equation of motion for
a single particle, equation 2.1, becomes

Py + 1o = "(E(F, 1) + (Fe +72) x B(7) (2.26)

Keeping only the terms involving the guiding center motion, and ignoring
any lst order spatial variation in F relative to the Oth order electric field, we
have

#’90 = (E(Fgcv t) + ?gc X E(Fgc)) (2.27)

4
m
Crossing this with b gives, following the same steps as in the derivation of the
curvature drift,
IR E X g m - A
7AgC,L = B2 - qu gc X b (228)
This equation is only true for an electric field which doesn’t vary much over
. . .. . 1 9E
theﬂcourse of a gyroorbit. Mathematically, this is equivalent to 5% < 1,
E=VE < 1.
Now, let’s solve this equation iteratively. To Oth order,

h ~ E X g
Tge = Ugc,Hb + B2 (2.29)
Taking the time derivative of this Oth order solution, because our magnetic field
. . dB 7
is constant and static, we get 7. = dv;:’” b+ G“TEB. Plugging this into equation

2.28 gives
N E x B + m dE
3 =—5—+ 557
9ol ™ Tp2 T B2 gt
The second term is the polarization drift. Note that if we had not assumed the

magnetic field was constant, the curvature and VB drift terms would show up
in this equation as well.

(2.30)

2.1.5 Drift Currents

So far, we’ve derived four main classes of drifts of particles in magnetic fields:

- _ ExB

® VExB = B2

o 7. — ™MVl bxVB
vB — 2 qB?

28



With the exception of the ExB drift, each of these drifts are linear in ¢q. Thus,
particles of opposite charge will go in different directions due to each of these
three drifts. When particles of opposite charge don’t travel at the same velocity,
we have a current! So these three drifts contribute to currents, J = Y o NoloUs-

It turns out, as we will see in chapter 4, that pressure for the fluid descrlptlon
of a plasma is a tensor defined as P = Z mey [T f,d3T where @ is defined
as U — « where # is the mean fluid velocity and f is the distribution function
in the Vlasov treatment, to be introduced in chapter 3. Now, if we have a
Maxwellian distribution, such that we have a well-defined temperature in the
direction parallel and perpendicular to the local magnetic field, our pressure
tensor becomes diagonal

_[p. 0 0
P=]0 P 0 (2.31)
0 0 A

where PH = Za’ na‘/{TmH = ZU na'mo'<v3-7”> and PL = Zo‘ TLUK)TO-,L = Zo’ ;n,,ma< 3’,J_>
where the factor of 1/2 comes from the fact that there are two perpendicular
directions.

So we have

e Jexp =10

o Jo — Z me (vl ) bx¥B _ BxV¥B 1 < 2 >_ B><VBP
VB = 2uog Moo g, ¢BZ — B3 o 3NeMo V] ;) = L

; . o
o Jo=, nodoagth x (b V)b = X0 py

R at Ik

There is another current which arises in a plasma due to the effects of
multiple particles, and therefore which we can’t account for just considering
single-particle motion. This is the magnetization current!?, vV x M where
M = —(%). Bellan has a nice physical explanation of the magnetization
current.

Why do we care about the drift currents? We can show that j;goml x B
gives us, after a bunch of algebra, the MHD equations. Bellan goes through
this algebra, and I won’t. It’s a good exercise, but too long. Thus, the single
particle drift picture (accounting for magnetization current) contains enough
information to get us to the MHD equations.

2.2 Adiabatic Invariants

There are lots of invariants we know of. Energy and momentum are the simplest
examples - in any closed system, the total energy and total momentum are

13This magnetization current has the same physical origin as the magnetization current in
magnetized materials in electromagnetics. Here, the current which gives rise to a maagnetic
moment is the Larmor orbits of particles around a magnetic field, instead of the intrinsic
magnetic moment of molecules.
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constant. It turns out that for collisionless plasma particles, there are a couple
adiabatic invariants which are enormously useful in understanding the motion of
plasma particles in complicated electromagnetic fields. Before we discuss these
adiabatic invariants, we must ask ourselves the obvious question: What even is
an adiabatic invariant?

Suppose we have a system with some canonical'* coordinate @ and it’s
canonical momentum P, and a Hamiltonian H for that system such that g—g =

114

Q, and —g—g = P. This is what we call a Hamiltonian system - a dynamical

system governed by Hamilton’s equations.!® The most obvious example of a
Hamiltonian system relevant to plasma physics is that of a charged particle in
some electric and magnetic fields.

Now, suppose we have some slowly changing parameter, A(¢), in the Hamil-
tonian, so that H(Q, P,t, A(t)). Also suppose that the canonical coordinates of
the system undergo some nearly periodic motion. Then, the integral

I= deQ (2.32)

is constant over any one period of motion.!® This integral is the general
form of any adiabatic invariant. This explanation, while brief and to the point,
overlooks many of the details (which are certainly important!). Let’s try to
understand these details, before we derive this result.

What does it mean for a system to be nearly periodic? We don’t have a
good mathematical definition of this. Intuitively, however, we have some idea of
what this might mean. As an example, consider the simple pendulum with no
energy losses. It’s frequency is \/gT/I , and it certainly undergoes periodic motion.
Now imagine we slowly change the length of the pendulum, {(¢). Although the
canonical P — @ coordinates of the pendulum will not be exactly the same after
each oscillation, the pendulum will nearly return to it’s starting point after each
oscillation. If the length of the pendulum changes slowly, it’s period is 1/g/l(t)
Thus, we say that the motion is nearly periodic.

When we say that A(t) changes slowly, how slow is slowly? Well, the deriva-
tion we will do depends on A(t) being differentiable from one period to the next.
So the result that the integral in equation 2.32 is constant will be exact in the
limit that the change in A(t) over any one period is infinitesimal. In the more
plausible limit that %% < 1, where T is the period of the system’s periodic

motion, then the change in I at any time never becomes greater than some

small value, O(e). Mathematically, this is % < O(e) for all t where € < 1.

14Don’t worry too much about this word ’Canonical’. It basically just means a set of
coordinates which we can use the Lagrangian or Hamiltonian formalism with.

15Really, I should consider the case of multiple coordinates, such that Q and P are vectors.
However, I'm not sure how to prove adiabatic invariance in this case, since defining the
beginning and end of the nearly periodic motion is trickier. Thus, I’ve kept them as non-
vectors.

16This was not proven in class, unless I missed it in my notes, which is possible. It is proven
in Hong’s supplemental notes. I find Bellan’s derivation easier to understand, thus these notes
will prove this result using his method.
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Figure 10: The change in time of an adiabatic invariant, compared with an
absolute invariant (such as energy) and an asymptotic invariant.

p

Figure 11: Nearly periodic motion in the P — @ plane.

Hong has a nice visualization of this in Figure 10.

If we are integrating over a period, how do we define the beginning and end
of a period if the endpoint is not the same the starting point? Well, in the
P — @ plane the motion will have some periodic behavior like that in figure
11. We integrate from one turning point Q¢, to the next, where Q, is defined
as the location during the cycle where % = 0 and @ has it’s maximum value
during the period. In addition to being physically reasonable, this definition is
mathematically convenient, as we will see now. Let’s derive the invariance of I.
We want to show that % = 0 - this will require us to be very careful with our

partial derivatives. So pay attention.

ar d [Qwitn)

=== PdQ (2.33)
dt — dt Jo,
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Now, since E(t) = H(P,Q,A(t),t), we can in principle invert this to write
P(E(t),Q, \(1)). So

dI Qp(t+7)
2 - f; L, PEO.QA0Q (2.34)

Using the chain rule, we have

dr (99PN dQ
i oo ), 5 () Je e

In the first term, we can replace ( )dQ with 45 (PdQ)dQ, as 45 dd? =0

because we can exchange the order of 1ntegrat10n to get 449 _ (). We can

@t dQ
now integrate by parts, and this term becomes [P ‘z?]g”’g;”) which goes to 0
because Cth = 0 at the turning points'”. Equation 2.35 becomes
Thus,
dI oP
— = — | d 2.36
7=/ (%), @30
Now, let’s attack this remaining term.
opP oP A opP dE
(a) - (m) a " (8E) NG (257)
t 0 Q.F t
Now, we can use some tricks to simplify these two terms. Since E(t) =
H(P,\(t),t), then we can say that 22 =1 = (gg)Q A(aE)Q Ay SO gE (98)-1,
Since E is a function only of tlme, (%\) =0= (8)\ Jo.p + (ag)QvA( 1)Q.E-
Thus, (g—f)QE = —(%)Q’P/(%)QA. Plugging these results into equation 2.37
and then into equation 2.36, we get
dl / 1 {dE A <8H> }
ar_ [ L [dE _d\(0H (2.38)
dt (ZygaLat  dt\ox
Hey, this looks like something nice! Let’s solve for £, using E(t) = H(P, Q, A(t))
and Hamilton’s equations g—g = % and dH =— ilf .
dE  OH 0OHd OH dP  OH dA
= @ = (2.39)

dt 9N 9Q dt T 9P dt oA dt
The second and third teams cancel from Hamilton’s equations. Plugging

this into equation 2.38 gives & E = 0. This completes our proof of the adiabatic
invariance of I.

A lot just happened - it might be helpful to recap. Our Hamiltonian depends

17This is where the derivation breaks down when we treat P and Q as vectors, rather than
in one dimension, because we can’t expect that all the Q’s will have their derivatives equal to
0 at the same time. Any ideas on how to solve this?
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on some slowly varying parameter, A(¢). Some particle executes nearly peri-
odic motion in the P — @ plane. We’ve shown, by carefully keeping track of
partial derivatives, that the integral I = [ PdQ is invariant, as long as A(¢) is
differentiable from one period to the next.

Question: Where does the differentiability of A show up in the proof? I can’t
find it.

2.2.1 First Adiabatic Invariant u

The quantity u, ,
p=l_ KEL (2.40)
2B B
is an adiabatic invariant for single plasma particles. This is the quantity that is
adiabatically conserved due to the periodic motion of particles gyrating around
magnetic field lines. TODO: add intuition - chen has a nice derivation for a
particle in converging field lines I think.

The proof of p-conservation in class was fairly non-rigorous, but I will re-
produce it here. TODO: Perhaps add in multiple derivations of p-conservation?
Imagine we have a particle in a magnetic field, B (7,t) which changes slowly in
space and time. If this particle does not collide with other particles, then we
have conservation of energy.

d d 1
0= o —(mo? /2 + mvH/Q) o —(uB + imv”) (2.41)
Expanding this, we have
du dB dv
—B — 2.42
o B gty dt+0( %) = (2.42)

As we argued for in the curvature drift derivation, % = UH(B . ﬁ)B Now, we
can take the dot product of b with equation 2.19 to get

-~ d - de —pj) . ﬁB
(7 = — ——- 24
b dt (rgc) dt m ( 3)
Plugging these results into equation 2.42, we get
du b-VB d
0= "B+ b VB —my == = =B (2.44)

Thus, p does not change in time for a single particle moving in a slowly varying
magnetic field. It turns out that u is also conserved for particles in slowly
varying electromagnetic fields.

2.2.2 Second Adiabatic Invariant J

Imagine we have a particle in arbitrary electromagnetic fields which vary slowly
in time'® whose guiding center undergoes some approximately periodic motion.

18The concept of “slowly” will be defined in a moment.
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Figure 12: Tllustration of the magnetic mirror (top) and the magnetic field
magnitude as a function of z (bottom). The magnetic field is cylindrically
symmetric.

This periodic motion is most often a particle bouncing back and forth between
two regions. Here, we define "slowly” to mean that the timescale over which the

electromagnetic fields change is much longer than the particle’s bounce period,

%% < 1. In such a circumstance, then the quantity J is constant in time

for each particle.
J = %vudt (2.45)

This was not derived in class. However, the conservation of this quantity should
not be surprising, as it fits the bill in terms of our general adiabatic invariant
discussed earlier.

2.3 Mirror Machine

The classic illustration of single-particle motion is the magnetic mirror. The
most basic magnetic mirror consists of two cylindrically symmetric current-
carrying coils which set up a cylindrically symmetric magnetic field. This is
shown in Figure 12.

The crucial thing to realize when it comes to magnetic mirrors, is the follow-
ing. Solving for the motion of particles in the mirror machine relies on invariants

of motion of collisionless single particles. For the classic mirror machine, the

2
H 3 1 2 1 2 _ mv] .
invariants are energy E = smvy{ + s + q¢ and p = —5-. The second adi-

abatic invariant J is sometimes used as well. Specifically, conservation of J is
used when the fields in the magnetic mirror change slowly in time relative to
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Figure 13: Plot of equation 2.48 showing the particles which are trapped and
which aren’t. As we can see, articles with larger perpendicular velocities are
trapped.

the bounce time between the ends of the mirror.

The strategy is to equate the invariants F and p at the midplane (z = 0) of
the magnetic mirror to the motion at the maximum z, where vﬁ =0. If =0,
and B is minimum at the midplane, then from

1 1 1
E= (imvi)zzo + (imvﬁ)zzo = (imvi)B:Bmaw (2.46)

and X X 1 1
"= Bmzn (§mvi)z:O - Bmaw (imvi)B:Bmam (247)

we can easily (I promise) solve (try it!) for the condition on the trapped particles,

2

vl 1

— > — 2.48
(vﬁ)z—O_R_l ( )

where R = %. Make sure you know how to do this calculation, as you will be
asked to do it }Tﬁultiple times over this course, and you will have to do slightly
more complex versions on the homework. They might, for example, introduce
an electric field, or prescribe a magnetic field shape that changes in time, etc
etc.

Our intuition with the equation for the condition on trapped particles, equa-
tion 2.48 is relatively simple: particles with high perpendicular velocities are
trapped in the mirror, while particles with high parallel velocities are lost from
the mirror. The physical picture to have in your head is the following: as a
particle goes into a region with higher magnetic field, the parallel velocity it
has gets converted into larger perpendicular velocity, increasing the gyroradius.
If the particle has enough parallel velocity, then the perpendicular velocity will
increase, but not enough to bring the parallel velocity to zero. Note also: if the
mirror ratio R = 1, then the ratio of perpendicular velocity to parallel velocity
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Figure 14: An illustration of the geometry considered for the isorotation theo-
rem. Here, By = 0, while B, and B, are cylindrically symmetric. A and B are
two magnetic surfaces, and a and b are two points on these surfaces separated
by a vector (fab with magnitude d,p. a and b are chosen such that gab lies in the
r-z plane and is perpendicular to the local magnetic field.

required for trapping goes to infinity, and we don’t have any trapped particles.
Which makes sense, because we don’t have any magnetic field.

2.4 Isorotation Theorem

The iso-rotation theorem is not usually seen in introductory textbooks, but Nat
covers it because it is a relatively simple application of single-particle motion
which has a simple result.

The statement of the isorotation theorem is as follows: in a cylindrically
symmetric region of magnetic fields where By = 0, where E x B motion domi-
nates the perpendicular particle motion and magnetic surfaces are equipotential
surfaces, then for all the particles on a given magnetic surface, the rotation rate
is constant.

There is a corrolary of the isorotation theorem which is proved in class
as well. The corrolary says that under the same set of assumptions, then as
particles drift from one surface to another, they gain in potential energy equal
to exactly twice the energy lost in azimuthal drift energy, so as to climb up the
potential. T found this to be a rather confusing statement, so we’ll unpack this
corrolary more as we go on.

Why would we expect magnetic surfaces to be equipotential surfaces? Here is
Nat’s answer: It comes down to the ability of particles to stream along field lines,
while their motion is confined perpendicular to the field lines. If E} # 0, then
the ions and electrons will quickly move in opposite directions to get rid of that
E). So we would more or less expect £ to be 0, so E would be perpendicular
to magnetic field lines.

The importance and application of the isorotation theorem is unclear. I
suspect Nat had been thinking about it for his ‘electric tokamak’ idea, which a
couple grad students have worked on recently, and he thought it would be fun

to discuss in the course. If we have a ‘straight’ electric stellerator (where % is

36



not necessarily 0) in a cylindrical geometry, and the poloidal magnetic field is 0,
then the poloidal rotation rate is constant if the particles rotate primarily due
to E' X B rotation.

2.4.1 Magnetic Surfaces

Before we prove the isorotation theorem, we should discuss magnetic surfaces,
since they are introduced in class along with the isorotation theorem and are
referred to in the theorem. The most general definition of a magnetic surface
is a surface in space where all the magnetic field lines on the surface
stay on the surface.

It is also important to note that magnetic field lines are not in any way
guarenteed to form magnetic surfaces. The most general behavior of magnetic
field lines is stochastic (i.e. random) behavior, meaning a given magnetic field
line, if followed forever, will fill a volume in space.

We should also note that magnetic field lines do not necessarily close in
on themselves, even in the special case where we have magnetic surfaces. A
magnetic field line on a magnetic surface might go around the surface forever,
never closing on itself. In principle, magnetic field lines can close on themselves
after some finite distance.

When would we expect to see magnetic surfaces in the first place? Good
question! Magnetic surfaces are, in ideal MHD, predicted to arise in equlhbrlum
in magnetized plasmas. Startmg with the MHD equilibrium equation Jx B =
VP (which does a pretty decent job when studying overall plasma stability),
we can dot this equation with B to get that B-VP = 0. Let’s think about this
equation for a second. The change in P is always perpendicular to E, which
implies that as we follow E, our field line will have constant P. If the gradient
of P does not vanish anywhere, this implies that B field lines lie on surfaces
of constant P. We can perform the same procedure with J instead of B, to
conclude that the vector field J lies on surfaces of constant P as well.

Now, here is a fun result, which is covered in GPP2 but I thought I’d include
in these notes since it’s relatively straightforward mathematically but concep-
tually fun. A theorem from topology says that the simplest topological form
for a non-vanishing vector field which lies on a smooth surface is a torus. I'm
not exactly sure what the word ‘simplest’ means in this context, but for our
purposes, that isn’t what is important. What is important is that if we have an
MHD equilibrium where Jx B = §P, then we have our B field on a surface
of constant P, meaning we have a magnetic surface. And if we have magnetic
surfaces, this theorem says the simplest surface we can have is a toroidal one!
In other words, if we want to create a plasma in an MHD equilibrium, we’re
basically stuck using a torus.

In cylindrically symmetric systems (where ¢ is ignorable), a magnetic surface
is defined as the surface defined by constant rA,4. This comes from the result

that B ~§(7’A¢) = 0, implying (using the same logic we used earlier with P) that
B lies on a surface of constant rA,. This result is easily proved, as shown now.
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We can arbltrarlly write A for cyhndrlcally symmetric B as A=A, (r,2)7 +
Ay(r, 2)p+ A.(r, z)2. Thus, we have for B,

= =3 T 8AT 8142 ~ 8A¢,A 18(TA¢)
b= VXA_(GZ or ) 8z v ar (249)
Thus,
5 S 0Ays 0 10(rAy) o(rA
B V(Ao 2) = =252 2 (rag) + T 2EA 00 o os0)

Note that the ¢-component of B doesn’t show up in the dot product because
of cylindrical symmetry. This proves that for cylindrically symmetric systems,
surfaces of constant rAy are magnetic surfaces.

2.4.2 Proof of Iso-rotation Theorem

Remember our assumptions here: we’ve assumed that we have a cyhndrlcally
symmetric region of electromagnetic fields where By = 0, that E x B motion
dominates the drift motion and that we have magnetic surfaces which are also
equipotential surfaces. We’ll first prove the isorotation theorem, before proving
it’s corrolary.

The isorotation theorem says that all particles on a given magnetic surface
isorotate, i.e. they all rotate at the same frequency. The rotation rate Q = %4’, SO
we’ll want to find vg4. We have B=Vx /ﬁ and we can write A as A = Agy(r, z)é,
so that By = 0. Because we assume that the drift velocity is dominated by the
E x B velocity, we have vy = , where these are just the magnitudes since

we assume our flux surface is also an equipotential surface and hence E is
perpendicular to B. This is the point in the derivation where we require that
By = 0, for if By were not 0, then a particle’s parallel velocity would give it
some component in the ¢-direction, so v4 would not be %.

Now imagine, as in figure 14, that there are two nearby magnetic surfaces
A and B and two points a and b on these surfaces separated by a vector d4p.
Suppose that the distance d,p is small. Here, a and b are chosen such that the
vector between the two points lies in the -z plane and is perpendicular to the
local B-field. This choice will make our integration easier in a moment. In
this case, F = % where AV}, is the difference in electric potential between
points b and a. Now imagine taking the vector gab and rotating it around the
z-axis to form a surface which resembles a bent annulus (i.e. a hollow disk). If
we integrate B - dS over this surface, we get

/ B.dS = ?fff. dl = A [QWAM} ~ B2mrs§ (2.51)
S

Note that this is the magnitude of B , because we chose points a and b such that
the vector d,, points perpendicular to B, meaning the area integral picks out
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the magnitude of B. Solving for B, we have = L. Solving for €2, we get

27T
—AVha _
g=le_ £ _ =5 _ —AV (2.52)
r Br pARTAsr]  AJA,r]

27rd

Since magnetic surfaces are, for cylindrically symmetric systems, constant-
(Agr) surfaces, then the denominator is going to be the same regardless of
which points on A and B we choose. Since we are assuming that A and B are
equipotential surfaces, then the numerator is going to be the same regardless of
which points on A and B we choose. Thus, € will be approximately the same
for all particles between surfaces A and B, assuming of course that the distance
between A and B is small.

Note that the isorotation theorem does not say that the rotation rate is the
same for all of the particles everywhere in the system. The electric field might
be very strong on one magnetic surface, but very weak on another magnetic
surface. In this case, the rotation rate Q0 will not necessarily be the same for
both surfaces.

TODO: Corrolary doesn’t make sense

Now it is time to prove the corollary of the isorotation theorem. Remember,
the statement of the corrolary is the following: as particles drift from one surface
to another, they gain in potential energy equal to exactly twice the energy lost
in azimuthal drift energy, so as to climb up the potential.

We start our proof with conservation of rotational angular momentum, py =
mrvg+qrAg. This is a result of Lagrange’s equations in cylindrically symmetric
systems. Since Ap, = 0 as a particle drifts between surfaces A and B as in figure
14, we have that mA(rvg) = —gA(rAy). Now, from the constancy of € between

any two magnetic surfaces, we get that r = %‘b, so between surfaces A and B
we find that
1 Va—Vp
g mvss —muga) = —aA(rdy) = —a(—5—) (2.53)
Woa—-Wyp = %(VA ~Va) (2.54)

I didn’t make a fuss over the minus signs while going through this derivation,
but it turns out they are important in deriving the corrolary and you need to
keep track of them! Here, I picked a convention for positive angular velocity €2,
and made sure all my signs were consistent with that.

If ¢ is positive, then the energy lost in going from surface A to surface B is
half the energy gained in electric potential energy in changing surfaces. If ¢ is
negative, then huh?

Question: What is going on with charge here? The first theorem has no
reference to charge, while for the second theorem the change in the ¢-velocity
depends on the charge.
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3 Kinetic Theory

It is only the plasma itself which
does not understand how
beautiful the theories are and
absolutely refuses to obey them.

Hannes Alfvén

Let’s forget about plasma physics for a second, and think about the field
of classical fluid mechanics. Fluids, like all states of matter, are made up of
individual molecules or atoms. The most fundamental assumption made in
fluid mechanics'? is called the continuum assumption. Under this assumption,
we treat all quantities as continuous and well-defined at each point in space.
Strictly speaking, this requires for each quantity that we set the value of that
quantity at each point in space equal to the average value of that quantity over
a volume large enough to contain many molecules but much smaller than the
relevant macroscopic lengths of the fluid.

Wikipedia phrases this similarly: “The continuum assumption is an idealiza-
tion of continuum mechanics under which fluids can be treated as continuous,
even though, on a microscopic scale, they are composed of molecules. Under
the continuum assumption, macroscopic (observed/measurable) properties such
as density, pressure, temperature, and bulk velocity are taken to be well-defined
at “infinitesimal” volume elements — small in comparison to the characteristic
length scale of the system, but large in comparison to molecular length scale.”
Also, the Navier-Stokes equations for fluids “are based on the assumption that
the fluid, at the scale of interest, is a continuum, in other words is not made up
of discrete particles but rather a continuous substance.” Thus, in an ideal fluid,
there is a well-defined, smooth mass distribution at each point in space, p(7, t),
as well as a well-defined, smooth field which represents the mean velocity, 9(7, t).

However, there are cases in classical fluid mechanics where the continuum
assumption is not valid. Wikipedia has this to say: “Those problems for which
the continuum hypothesis fails, can be solved using statistical mechanics. To
determine whether or not the continuum hypothesis applies, the Knudsen num-
ber, defined as the ratio of the molecular mean free path to the characteristic
length scale, is evaluated. Problems with Knudsen numbers below 0.1 can be
evaluated using the continuum hypothesis, but (sic) molecular approach (statis-
tical mechanics) can be applied for all ranges of Knudsen numbers.” Well, as we
showed in section 1, in a plasma the mean free path is significantly longer than
the Debye length, which is the scale length over which a plasma is electrically
neutral. In fact, for a fusion-relevant plasma with number density n ~ 102°/m3
and temperature 1KeV, we have a mean free path of roughly 3km, much longer
than the relevant scale lengths. Thus, our Knudsen number is very large in
most plasmas, which motivates us to abondon the simple approach used in fluid

19Really, this is the unifying assumption for all of continuum mechanics.
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mechanics.? Instead, we will use an approach called kinetic theory.

Here is a preview of where we are going with kinetic theory. We will examine
the time-evolution of particles in 6-D phase space?!, describing the evolution of
particles with a function called N. We will write down an equation for the time-
evolution of N, called the Klimontovich equation. Combined with the Lorentz
force law and Maxwell’s equations, this set of equations is exactly equivalent to
a bunch of charged particles interacting through electromagnetic forces.

At this point, we go from an approach which tracks each individual particle
to a smooth distribution function which tracks the density of particles in phase
space. We replace IV, which is a non-continuous function of delta functions in
phase space (see figure 15), with a smooth, continuous function called f. To
get from N to f, we average N over the ensemble corresponding to N. An
ensemble is defined as all of the possible microstates corresponding to a given
macrostate. Kinetic theory involves the study of f. The equation describing
the evolution of f is called the Vlasov equation. What separates the Vlasov
approach from those used for simple classical fluids is that we are accounting
for the distribution of velocities. By accounting for the distribution of velocities,
we are still accounting for the fact that plasmas are made of discrete particles.
We are not, however, removing the continuum assumption.

In a classical fluid the velocity distribution function is replaced by 3 com-
ponents representing the mean velocity (the mean velocity vector (7, t)) of
the velocity distribution at each point in space and time and nine components
of the pressure tensor (actually six, since it’s an antisymmetric tensor), which
are found by averaging over the microscopic velocity distribution. By averag-
ing over the velocity distribution, we remove potentially important information
about the plasma (by going from infinity degrees of freedom regarding the ve-
locity distribution to 3 4+ 6 degrees of freedom), and limit ourselves to the range
of behaviors we can study.

The Vlasov equation is

of . = I
E+U'vmf+a'v1)f:0(f) (31)
where C'(f) is the collision operator, representing the effects of collisions between
particles. First, we will ensemble-average the Klimontovich equation to get the
Vlasov equation. Next, we will examine some of the properties of the Vlasov
equation and examples of the collision operator.

20 Actually, the picture is more complex than this. In some plasmas, a fluid approximation
is justified. When a fluid approximation is justified will be explained in chapter 4.

21 Phase space simply means that each particle is labeled by it’s 3 spatial components and
3 velocity components, if you remember your undergraduate classical mechanics course.
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Figure 15: Visualization of N. Each delta function represents the trajectory of
a particle in phase space.

3.1 Klimantovich Equation

Suppose we have Ny particles in some region of space. Suppose N(Z,,t) de-
scribes the evolution of those Ny particles in phase space. Thus,

N ,t) =Y 63 - #(t)6® (7 - 5(t)) (3.2)

where Z;(t) and ¥;(t) represent the position and velocity of the ith particle.
Note that the units of N are ﬁ
Taking the partial derivative with respect to time of N and using the chain
rule we get
ON(Z,7,t) <%0 ON | 0% ON
ot axz ot o,

(3.3)

Using our definition for N (equatlon 3.2), we get
Gz —z (3
ON O T 55— gy = - L0 B s i) (3.

Uv—(t)) =

oz, 07 o0F
Similarly,
ON D8 (T — w;(t))
— 5Oz _ 7
a5, 3N(X — Z4(1)) 57 (3.5)

In equation 3.3, we can replace %‘? with o;, and %Z" with @;. Plugging in

3.4 and 3.5 to 3.3, we get

N,
ON &L 98BN (F — Zi(t)) 3 0B (7 — (1))
gy _ o 28\ T R s(3) (7, 7. 5B (= () 22\ T VY
5 ;:1 v; 57 O (T—1;(t))+d;- 0% (Z—T;(t)) 57
(3.6)
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We pull the gradients out of the equation first. This is a legal move, because
v; and a; are coordinates representing the position of a single particle in phase
space, and thus commute just fine with the derivatives in equation 3.6.

After we do this, we can simplify the ¥; and d@;. Because of the delta func-
tions, ¥;(t) will become ¥ and @;(t) will become a. Making these replacements
we can next pull the dot products out of the equation and replace the delta
functions with N.?2 Moving everything to the left hand side, we have the
Klimontovich equation

%—‘]Z + V. (N)+V,-(@N)=0 (3.7)
Physically, this equation actually has a fairly simple meaning. It comes from
conservation of particles, in the same way that the continuity equation comes
from the conservation of charge. Geometrically, the Klimontovich equation is
equivalent to the idea that the number of particles leaving a region in phase
space is the number of particles flowing across the border of that region in
phase space. Figure 16 shows one such region in phase space. Mathematically,
this is

a[ / N(:E’,ﬁ,t)d?’fdsﬁ] =— / Nig - dA = — / Ve - (NTs)d*2d>s  (3.8)
ot Jy 5 %

where the 6 represents the 6 dimension of phase space, V' is a volume of interest
and S is the surface of that volume. Moving the right hand side over to the left
gives the Klimontovich equation, as promised.

Since & and ¥ are independent variables, V- (UN)=17- V,N.IfV, @= 0,
which is sometimes true, we can therefore write the Klimontovich equation as

E+6-€$N+a‘ﬁvzv=0 (3.9)
Perhaps the most important acceleration example to consider is the Lorentz
force, @ = L(E 4 ¥ x B). Here, V,a@ = 0. We can prove this as follows:
> _ 9 - a4 2 3 > .~ _ Oay | Oa da, da; _ OE;
Vo = 50:8 + 5070+ 5o7 2, 50 Vo @ = o + ot + 502, Now, Fik = B (50 +
%(ﬁx B);) = 0 where the last step is because the ith component of ¥ x B does
not include v;, but rather the other two components of v. Thus, equation 3.10
can be used for the Lorentz force.
One last comment before we average over the ensemble to get the Vlasov
equation. Using the chain rule, the total derivative of N with respect to time,

% = % + % . %% + %f . %—]g. By inspection, we see that setting this equal to

22Why can’t we apply the delta function first to equation 3.6, pull the dot products out of the
equation, and then pull the gradients out of the sum next to get %—JZ +0:-VeN+a-(VyN) =07
This is a bit subtle. The derivative with respect to Z or ¢ on the delta function means that
there is no longer a delta function which sets all the Z; to & or the ¥; to ¥. Basically, the
derivative of a delta function is not a delta function. It is only when we remove the derivative
that we again have a delta function which makes @;(Z;, U;,t) = @(&, ¥, t). So we cannot change
the order we perform these operations.
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Figure 16: 3-D Visualization of the 6-D volume V (labeled C) in phase space
which we consider.

0 gives us equation 3.10. What does this imply? Well, the observant reader??
might notice that dd—];’ is the same as the convective derivative in 6 dimensions.
Thus, the total derivative follows the motion of a plasma particle in phase
space. Thus, the phase space density is constant following a particles trajectory.
Therefore, if Vi = 0, then % = 0 and we can say that the phase space density
is constant as individual elements of N move around in phase space. While this
doesn’t have much consequence in the delta-function representation of N, it
will be more meaningful and less obvious when we replace N with f, a smooth
function.

We said earlier that the Klimontovich equation combined with the Lorentz
Force Law and Maxwell’s equations is exactly equivalent to a number of charged
particles interacting through electromagnetic forces. Let us see now how that
works for a fully-ionized plasma.

Because our plasma is fully-ionized, we know that for each species of plasma
particles o with charge g and mass m, the acceleration is @ = %(ﬁm + 7' x Em)
Ignoring gravity, this is the only other force which can act outside of the nucleus.
In this form, we label E,n and ém with the subscript m (which stands for
microscopic) to represent the fact that on a microscopic level, E and B fluctuate
significantly from place to place. These fluctuations account for the effect of
collisions in the plasma. Thus, our Klimontovich equation becomes

aNo JR— o =1 — ~ =,
= +v-vaG+§T(E+va)-qua:o (3.10)

Now, in order to solve this partial differential equation, we obviously need an
initial condition and boundary conditions on N,. However, we also need to
know F,, and B,, and how they evolve in time. Thus, we need microscopic

23 Alternatively, a fluid mechanics geek.
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Figure 17: Visualization of ensemble-averaging N to get f.

formulations of Maxwell’s equations.

= qu/d?’vN 7,t) (3.11)
VB =0 (3.12)

VX By = ——m (3.13)

OE,,

= (3.14)

V% B = 0> o / BHEN, (F,5,1)) + Hoco
This system of equations is equivalent to a number of charged particles inter-
acting through electromagnetic forces.

3.2 Vlasov Equation

Now, instead of tracking each individual particle, we want to replace N with
a smooth function f accounting for the number of particles at a given position
with a given velocity. An example of this is shown in Figure 17. We also want
to replace our microscopically varying electric and magnetic fields E and B,,
with smooth vector fields E and B. Let us define, where brackets represent an
average over the ensembles, f(#,7,t) = (N(Z, 7, t)), B =(B,), E = (E,). Let
us also define 6N = f — N, SE=E, —E, and 6B = B,, — B.%

When we perform these averages, Maxwell’s equations are the same as our
normal Maxwell’s equations

V-E=— Zq(,/d?’vfg (Z,7,1) (3.15)

V-B=0 (3.16)

24Note that these definitions are slightly different from the definitions used by Hong in his
notes.
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VxE=-22 (3.17)

OF

= (3.18)

6Xlé’:,UOX:C]U/dS'UfU f, )+,u060

These are the same as Maxwell’s equations before ensemble averaging, just
with m removed. Why is this the case? Well, it comes from the fact that
Maxwell’s equations are linear. We can set B, =B+ 65, do the same with
Em, and subtract off the microscopic portions of Maxwell’s equations from both
sides without making any approximations.

Ensemble-averaging the Klimontovich equation, we get the Vlasov-Maxwell
equation. This would be the same as our Klimontovich equation with f replacing
N, except we have an additional non-linear correlation term which comes to the
right side.

O | Vfot L EtixB)-Vofy = (L (6E+7x6B)-V,6N,) (3.19)

ot Mgy My
Note that terms first-order in the fluctuations average to 0 by definition, but
terms second-order in fluctuations, i.e. correlation terms, do not automatically
average to 0. The correlation term on the right hand side accounts for the effect
of particle-particle interactions, i.e. collisions. How can we see this intuitively?
Without having any rigor, we can say roughly that the ensemble-average of
qoON §E will not go to 0, as where there is some § N there will also be a correlated
SE as there are more particles at that microscopic position.

As far as I know, we are not able to calculate the right-hand side exactly. In
most applications, we simply set this term to be equal to some collision operator,
C(f). Solving the Vlasov-Maxwell equation in practice requires choosing a
collision operator which hopefully is approximately equal to the right-hand side
of equation 3.19 and is practically solvable.

3.2.1 Some facts about f

e The total number of particles for species o in our plasma, Ny, is [ d*Zd30f,(

e The particle density of the species o, n,(Z,t) = [ f5(%,0,t)d*v. The
number density at & is equal to the integral of f over all p0851ble velocities.

e The mean velocity of the species o, i, = ni [ f,(Z,7,t)d*0. In other
words, the mean velocity ¢ is thus the first moment of f with respect to
velocity, divided by the density.

e The plasma energy per volume in the particle kinetic energy for species
o is [d37im,v?f,. This accounts for both the thermal energy of the
plasma as well as the kinetic energy of the mean plasma flow.
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3.2.2 Properties of Collisionless Vlasov-Maxwell Equations

Suppose that C(f) = 0, buch that our plabma is collisionless. We expect our
Vlasov-Maxwell equation, 2 8t +7-Vf+L (E + 7 X E) .Vf =0, to have a few
basic properties, such as particle, energy, and momentum conservation.

Particle conservation comes about automatically because f is conserved as
we follow a section of f around in phase space. % is the convective derivative in
phase space, and since it equals zero then the value of f is constant as a particle
travels around in phase space. Thus, N, the total integral of f over velocity
space and real space, doesn’t change with time.

The total energy (plasma plus electromagnetic) is conserved through the
evolution of f under the Vlasov-Maxwell equation. The total energy

I O Y e /3~ 2
&= 2/d z{eoE + o +Za: d°vm,v* f, (3.20)

is constant in time - we prove this on a homework assignment. The same is true
with total momentum,

P = /d?’f{eoﬁ x B + Z/d?’ﬁmaﬁfg] (3.21)

This is also proved in the homework.
Now, it turns out that if ¢;(Z, v, ¢, B(Z), E(Z) is a constant of motion for a
single particle, such that

de; 0¢p | = = S
= =5 +7-Ve + (E+ X B)-Vyuc; =0 (3.22)

then any function f(cy,ca,...,) which is a function of ¢;’s is a solution of the
Vlasov equation. This is easily shown, as

of de;
Z e gt = (3.23)

3.2.3 Entropy of a distribution function

This isn’t covered in class, but I wanted to introduce the concept of entropy in
plasmas briefly.
The definition of the entropy of a distribution function f is

— / d3v / d>Zf (%, 7)Inf(Z,7) (3.24)

Why is this true? Forget about distribution functions for a second, and
imagine we have N distinguishable pegs we can put into N holes, so that exactly
1 peg goes into each hole. Since the pegs are distinguishable, we have N! ways
of ordering the N pegs into the N holes (N options for the first peg, N — 1
options for the second peg, etc until there is 1 option for the last peg).
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Now suppose that we group together the N holes into M groups, such that
the ith group has f(i) holes in that group, and Eiw f(i) = N. Now suppose we
want to place the pegs in the holes again, such that we care about the ordering
of the pegs within each group of holes and any peg can go into any hole. In
that case, then the number of ways of arranging the pegs into these M groups
must also equal N! Why? If any peg can be in any group and the order matters
within the group, then there are N ways to place the first peg, N — 1 ways to
place the second, etc etc. Therefore the number of ways of arranging these NV
pegs is the same as if we had no groups in the first place.

Now suppose we don’t care about the internal arrangement of the pegs within
each of the M groups, but we do care about which pegs go into which group.
How many ways can we arrange the pegs into these M groups such that we
don’t care about the internal arrangement of the pegs within each group? Well,
we don’t know it yet, but let us call this result C. We know that since there
are f(i)! ways of arranging the pegs within group 4, then the number of ways of
arranging the pegs into these M groups such that we do care about the ordering
of the pegs within each group is

Cx f()!x f(2) x ... x f(M)! (3.25)
But from our previous paragraph, we know this equals N! Solving for C, we get

N!
C = 3.26
Fx f(2) x ... x f(M)! (3.26)
How does this relate to entropy? An important sentence is about to come
up, so buckle up and pay attention. C' is the number of microscopic states
corresponding to the macrostate given by the f(i)’s. So using our definition of
entropy from statistical mechanics, S = kgln), we have

S = kBlnC
N1
=G T o Fan! (3.27)
=InN!—Inf(1)! = Inf(2)! — ... — Inf(M)!

Now suppose f(i) > 1 for all ¢, such that we can use Stirling’s formula InN'! ~
NInN — N to simplify the entropy. Using Zf\/f f(@) = N, we cancel the N term
to get

M
S=NInN =" f(i)Inf(i) (3.28)
Since N is a constant, we can drop it from the entropy to get

S=— Z F()nf (i) (3.29)

What does this have to do with distribution functions? Well, suppose we
have a known distribution function f(Z,v,t). This is our macrostate. Each
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point (Z,7) in phase space can be thought of as a group of holes, and each
particle can be thought of as a peg. We have a known number of particles in
each point in phase space, analogous to having a known number of holes in each
group. The microstate is the particular arrangement of particles (pegs) which
gives us our macrostate f(&,¥,t) (the number of holes in each group of holes).

If we have a known number of pegs f(i) in each group of holes, then the
entropy is given by equation 3.29. Therefore, if we have a known number of
particles in each point in phase space, f(%,?)d>Zd>¥, then the entropy (turning
the sum over 4 into an integral over Z and 7) is

§—_ / P / B (7, 5)nf (7, 7) (3.30)

the same as equation 3.24. This is the entropy of a distribution function for a
plasma.

If I wanted to get fancy?® I could show that the maximum entropy distribu-
tion function is a Maxwellian. It’s a bit outside the scope of these notes though,
since I'm already on a topic which isn’t covered in class.

3.3 Collisions in the Vlasov Description

3.3.1 Heuristic Estimate of Collision Operator

When we go from the Klimontovich equation to the Vlasov equation by ensemble-
averaging, we get a collision operator term

C(fy) = —(ZZ(6E 4+ ¥ x 6B) - V,6N,) (3.31)

Mo

In general, we can’t solve exactly for this term. For now, let’s try to get a
heuristic estimate of what this might be. Let’s look only at the 6F - V6N,
term, for simplicity. B

We can write N heuristically as %, where N is the total number of par-
ticles in the system and L is the length scale of the system. Now, from the law
of large numbers, 6N ~ VN on average for a given microstate.

From Gauss’s equation V - 6 = Yol [ dN,d?v. Thus, §E ~ % ~

qi‘fL‘sg,N , where the \p arises because the distance scale over which E changes is

the Debye length.
Thus, plugging in our numbers to get a heuristic estimate of C(f), we find

C(f) ~ 0F qON Nq/\DéN N 1 wp

mvsL?  eemuiLS  egmwpL® L3v3.  L3v3 (3.32)

where w? = 302—:1 and = = wp and g = n have been used.
Question: This wp seems too high, no? Shouldn’t the collision frequency be
way less than the plasma frequency?

25Bellan does this in his textbook.
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3.3.2 Properties of Collision Operator

So far, we’ve been pretty mute about the collision operator, C(f). Let’s start
discussing this now.

When we have more than one plasma species, we need to account for the
possibility of collisions between different plasma species as well as collisions
between the same species. Thus, we should instead define our collision operator
for f, as the sum of collision operators between all plasma species, C(f,) =
> o C(fo, for). If we were being rigorous, we should technically account for the
possibility of collisions between 3 or more different particles from potentially
different species. However, it is not a bad approximation (and much simpler) to
consider only consider binary collisions (i.e. collisions between two particles),
which we will do.

There are a couple properties we would hope that our collision operator
might have:

e Particles conservation: For all o, [ C(f,,f,)d*0 = 0. Physically, this
means that collisions between particles of species o and ¢’ at some position
Z only change the velocity of the particles of species ¢ at &, and maintain
the number of particles of species o at 2.

e Momentum conservation: »__ [ moOC(fy, fo)d*0 = 0. Physically, this
means that while particles can exchange momentum between different
species, the total momentum at each point ¥ remains constant.

2
e Energy conservation: Y, [ 5= C(f,, fo)d*t = 0 Physically, this means
that while particles can exchange energy between different species, the to-
tal energy at each point # remains constant. If particles were to fuse,
releasing atomic energy, this would no longer be strictly true.

e We would hope that C(fy, for) be bilinear in f, meaning for some con-
stants « and B3, we have C(af,,Bfs) = aBC(fs, for) Physically, this
means that the number of collisions at each point in space is proportional
to the number of particles at that point in space. While this is strictly
not necessary, it is certainly a reasonable assumption.

e In general, we want C to be local, meaning that C' at ¥ = ¥y depends
only on f, (%o, 7, t) and f,/(Zp,¥,t), and not on any other Z. It also means
that C' doesn’t depend on any derivatives of f with respect to position,
but possibly derivatives with respect to velocity.

e We want, as t — oo, f to go to a Maxwellian. Otherwise, our collision
operator is not reaching a maximum entropy state.

e C(f) should ensure that f > 0. f cannot be negative.
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3.3.3 Examples of Collision Operators

Here, we investigate some of the collisions operators introduced in class.
One such operator is the Krook collision operator,

Cif) =—v(f = fm) (3.33)

This is a simple way of writing the collision operator, and it clearly gives a
maxwellian distribution as ¢ goes to infinity. Whether it has the required con-
servation properties was given in class as an exercise for students to do at home.
Well, we are students at home, so now it is time to complete that exercise! We
can see that if we choose f,, such that the density of the maxwellian distribution
(the factor in front of the gaussian) at each point in space corresponds to the
density of f, then this collision operator conserves particles. If the maxwellian
is a drifting maxwellian at each point in space, such that the mean velocity of f
at that point in space is the same as the drift velocity of the maxwellian, then it
conserves momentum as well. If the temperature of the maxwellian f,, depends
spatially on the local energy in f at that point, then sure, energy is conserved.
However, with these three constraints on n(Z), T(#) and @(Z), our plasma will
not reach a uniform maxwellian at infinite time! Instead, it will reach a local
maxwellian at each point in space, which is not what we want! To get the cor-
rect behavior as t goes to infinity, we will have to make f,, be constant in space
and time, which means our collision operator no longer conserves the quantities
we want it to (at least locally).

Another operator is the collision operator C(f) = 0, which is true in the
“mush limit”. In this limit, we take e — 0, m, — 0, ne — constant, n —
00, = —rconstant, and therefore A\p — constant, vy — constant, and w, —
constant. In this limit, the collision frequency is much much less than the
plasma frequency, and the collision operator can be ignored. Apparently, most
plasmas are in this limit, where the collision operator term is small.

Question: Why is collision frequency being less than plasma frequency mea-
sure of it being ignored?

A third operator we discussed is related to diffusion in velocity space, pre-
sumably simulating the effect of some wave. This looks like

0 0

C(f) = 8TJHD<U”)6'T)”f (3.34)

This can be thought of as some diffusion in parallel velocity space, and so our
2

vlasov equation becomes analogous to the diffusion equation %{ = D%. This

operator could represent, artificially, the effect of some waves being launched in

the plasma and creating diffusion of particles in velocity space.

3.4 Lorentz Collision Operator

A fourth collision operator we discussed was the Lorentz Collision Operator,
which is so important it deserves it’s own subsection. The Lorentz collision
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operator can be written in various forms, but only one form is covered in GPP1.
This form is

0 0
L(f)=v()5 (1 - p*)5- 3.35
(1 =vo)g| =) 1] (3.35)
where p = H = cos 0, the angle parallel to the magnetic field. p rangeb from -1
to 1. Note this 1 is not the adiabatic invariant! The frequency v(v) ~ —=5. This

collision operator is not derived in GPP1, but it comes from the Focker—Planck
operator (also not derived in class) and an assumption that the ions are a cold
drifting population.

The Lorentz collision operator represents pitch-angle (the angle with respect
to the magnetic field) scattering of electrons due to collisions with ions, in
a system where the azimuthal angle with respect to the magnetic field ¢ is
negligible. Note that the Lorentz collision operator, like the diffusion in velocity
space due to waves, is qualitatively similar to the diffusion equation. Here, the
particles diffuse in velocity space due to collisions with the ions. The Lorentz
collision operator is valid under the assumption that Z; > 1, so the electron-
electron collisions are negligible and only electron-ion collisions are important.
It also relies on the assumption that vy ; < vr., as in the derivation the ions
are assumed to be a drifting delta function population.

A helpful property of the Lorentz collision operator is that it is self-adjoint.
This means that

/ BigL(f) = / 5 Fn L) (3.36)

We can prove this property by integrating by parts. First, we need to re-

member that £(f) = V(’U)%(l - Mz)%ﬁ and [d30 = [v%dv [d, f_ll dp. Thus,

2 of 2 ' Jg 20 Of
/ dv/d¢/ gaM u)audu— /vdv/d¢[1V(v)aM(1 u)audu
(3.37)
But this would give us the same result for [ fF(g)d7, which proves the
self-adjointness described by equation 3.36.
There are other nice mathematical properties of the Lorentz operator - it

turns out that if P, is the nth Legendre polynomial, then
L(Po(1)) = =n(n + 1) Pa(p) (3.38)

Since the Legendre polynomials are complete, we can write any f in terms
of them. f(u,v,t) = 3, Pn(t)an(v,t). Now, we can see that the larger-n,
smaller-v components of f pitch-angle scatter faster. Let’s see this. If we
have a spatially-homogenous, zero-field plasma, then our Vlasov equation is

%—{ = v(v)L(p)f. Expanding f in terms of the Legendre polynomials, we have
8{% = —v(v)n(n+ 1)ay, s0 a,(v,t) = a,(v,0)e "+t Thus, the larger-n,

smaller-v particles pitch-angle scatter more quickly.
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3.4.1 Lorentz Conductivity

What is the conductivity of a plasma? In other words, if we put some electric
field E in a plasma (never mind how it got there, or the fact that a plasma
tends to shield large-scale electric fields), then there should be some current f,
where the constant of proportionality between the two is o, the conductivity.
In solids, this is typically written J = oE. While currents in plasma can arise
even if there is no electric field (for example, due to the single-particle drifts or
magnetization current), it is helpful to get a sense of how much current we will
get for a given electric field.

The cross-field conductivity, o, is in general different than the parallel
conductivity o). Actually, if there is an electric field perpendicular to a magnetic

field in a plasma, there is a net plasma fluid E x B drift which arises when
particles are collisionless and drift. In addition, there will be some current
perpendicular to the field, which arises due to collisions causing particles to
drift perpendicular to the field. I don’t yet understand the full picture for the
current which arises in a plasma, and it wasn’t discussed in class, so it won’t be
discuss it in these notes.

Question: Is this explanation for cross-field current correct?

Here, we will look at plasma conductivity in an unmagnetized plasma, so
we can ignore all the complications of particle drifts and larmor orbits and
whatnot. We’ll use our favorite collision operator, the Lorentz collision operator,
in a spatially-homogeneous plasma with a net electric field E. Remember, the
Lorentz collision operator assumes the ions are a cold, drifting population such
that fi = n;(£)0%(¥ — ¥;), and the significant collisions for the electrons are
with the ions. Thus, we are interested f for the electrons. Our Vlasov-Maxwell
equation for the electrons is

e = 0

L R ORI (3.39)
Now, we assume a steady-state solution, such that % — 0. This equilib-
rium is an equilibrium between collisions and the electric field which is pushing
particles. If the electric field is not unreasonably strong, then we expect our
equilibrium distribution to be similar to a Maxwellian, with some small depar-
ture. Thus, we can write f as f,,,(1+ g) where g is some arbitrary function and
g < 1 everywhere in phase space. We’ll also put E in the z-direction. So our
Vlasov-Maxwell equation becomes

LR IlED _ ph014 ) (3.40)

Since g is small and it’s derivatives are also small, then W can be

approximated as %T’:, which is —72% f,,,. Since C(fm) = 0, and the collision
operator is linear, then C(f,,(1+ g)) = C(fm) + C(fmg) = fmC(g). Thus, we
have
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k TE szm = fmﬁ(g) (341)

We can cancel the f,, and use the definition of u, = v)|/v, to write

—eFE,vu 0 dg
—— =v(v)—((1 —
T ( )3u(( Iz )8u)
Now, if we can solve this equation for g, we can solve for J! Since the
electrons will move much more quickly than the ions, we can ignore the ion

motion and just look at the current due to the electrons. The integral of f,,v,
goes to zero, so only the second term contributes.

(3.42)

J. = —e/fm(l + 9)v.d>T = —e/fmgvzd317 (3.43)

So let’s set out to solve for g! Unfortunately, we can’t do this in general.
But suppose we expand g in terms of the Legendre polynomials, such that
g =Y, an(v,t)P,(1). Remember when we introduced the Lorentz collision
operator, we showed that for a homogenous, zero-field plasma, the larger-n
components of f pitch-angle scatter (i.e. equilibrate) faster. This motivates
us to look at only the n = 1 component of g, since the higher-n components
we expect to equilibrate faster. Also, the n = 0 Legendre polynomial is just a
constant, so this is not interesting. Thus, we’ll approximate g to be a1 Py (p) =
aip. Plugging this into equation 3.42, we get

eBop 0
— = 1-— =2 3.44
T W )au[( )] v(v)pay (3.44)
Thus, a1 = %, S0 g = % This allows us to solve for J, using
equation 3.43:
g =Sk %d(ﬁ/ d /v dv 22 = BRLCE s F(0)dv
27 21<;BT a m kT Jo v(o)'™

(3.45)
2me? oo v

37 Jo u(v)fm( v)dv. T won’t carry out the

integral, but it isn’t hard to do, as v(v) ~ Ulg.

TODO: Find the minus sign error in current expression.

From J = oF, we have 0 =
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4 Fluid Equations and MHD

The small, clean fusion reactor I
am considering is NOT
describable by MHD. Thank
goodness!

Samuel Cohen

So earlier in these notes, I cited Wikipedia’s article on the Knudsen number,
the ratio of the mean free path to the characteristic length scale of the system.
For high-temperature plasmas, the mean free path is often enormous compared
to the system size, meaning our fluid (here a plasma) cannot be treated with
a fluid description. However, I mentioned in a footnote that the fluid descrip-
tion for a plasma is often a good approximation. Let’s discuss that apparent
contradiction in more depth now.

4.1 Fluid Equations
4.2 MHD Equations
4.3 1D MHD Equilibrium
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5 Waves in Plasmas

Then (Fermi) said “Of course
such waves could exist.” Fermi
had such authority that if he said
“of course” today, every physicist
said “of course” tomorrow.

Hannes Alfvén, on MHD waves

There are lots of waves in plasmas. As a first-year student, I find keeping
track of all the different waves tends to be confusing. However, it is also a
very important topic, worthy of an entire course during the second year. Thus,
understanding the topic in depth seems rather important.

As far as I can tell, there are three main things we need to keep track of when
thinking about plasma waves. Firstly, we need to remember the name of the
wave. Unfortunately, many of the waves have multiple names, so this becomes
rather inconvenient. Secondly, we need to remember the dispersion relation of
the wave. This tells us about the group and phase velocity of the wave, and
sometimes whether it can propogate at all. Thirdly, we need to remember the
assumptions made in deriving the dispersion relation, so we can determine when
we expect that wave to arise in physical situations. At the end of this chapter,
hopefully we’ll have a better understanding of these three things for a number
of fundamental plasma waves, or at minimum a reference we can go to if our
memory fails us. Hopefully we can also gain a physical picture for these waves,
although that is not always possible given the vigorous algebraic manipulations
required to derive dispersion relations for many of these waves.

In Chapter 1, we started by deriving the most basic of waves, plasma oscil-
lations. These oscillations were derived assuming stationary ions, zero temper-
ature, zero magnetic field, and using a fluid description for the electrons. By
linearizing the equations and rearranging, we obtained a characteristic frequency
of w2 = £na

p €EQMe

We will start this chapter by again looking at electrostatic plasma oscilla-
tions, but this time using the Vlasov-Maxwell equation as opposed to the elec-
tron fluid equation. We will derive a dispersion relation for electrostatic plasma
oscillations which will take us to the world of complex functions. We'll save the
pain of that subject until chapter 6, and in this chapter just find a dispersion
relation for the first order correction to plasma oscillations due to temperature
effects. We call this plasma oscillation with finite temperature Langmuir Waves.
We’ll then look at lower-frequency electrostatic waves, where the electrons move
faster than the wave. In this limit, the waves are called ion acoustic waves.

As we move to the fluid description of waves, we’ll again look at the Langmuir
waves and ion acoustic waves, but from a fluid description rather than a kinetic
description. We'll see that both these waves arise from the fluid description,
just with different assumptions about the frequency of the wave relative to
the thermal velocity of each species. Using the fluid model, we’ll derive the
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dispersion relation for electromagnetic waves in plasmas, which amazingly have
a phase velocity faster than the speed of light! We’ll also see that a low-frequency
electrostatic wave cannot exist.

In the MHD description of waves, we’ll look at the fundamental MHD waves
which arise in a uniform background plasma with a magnetic field. There are
three waves which arise: the Alfvén wave, and the fast and slow magnetosonic
waves. Each of these waves will be discussed in detail.

5.1 Kinetic Description of Waves

As promised, we’ll start by looking at electrostatic plasma oscillations using the
Vlasov-Maxwell equation. Here, we allow the possibility that the particles have
some non-zero temperature, i.e. the velocity distribution function is not simply
a delta function at each point.

Our starting point is the collisionless unmagnetized Vlasov-Maxwell equa-

tion,
dfs
ot

Now, we will apply the method of linearization to the Vlasov-Maxwell equa-
tion. We assume our Oth order solution is not time-dependent or spatially
dependent, and also assume that the Oth order electric and magnetic fields are
0, so we only get a ¢; term. The induced-B term, 51, is small relative to E’},

which we can see through the following argument: we expect Ei || k, and the

induced B will be due to magnetic induction, so V x E1 =k x E1 =0= 851 .

Our goal is going to be to solve for the first-order perturbation to f, fo 1.
Once we have this, we can integrate it to solve for the density n,;. This is
sometimes called the o response function (electron response function or ion
response function). Our next step is to plug the response functions for the
various species into Gauss’s law, to solve for our dispersion relation. Let’s see
how this works. Linearizing the Vlasov-Maxwell equation, we get

afffl

+U-€fg—m—v¢ Vofs =0 (5.1)

+ TV — m—"% Vofs =0 (5.2)

Notice all of the quantltles are, 1st order in total. In order words, each term
is either 1st order in f, or Oth order in f and 1st order in some other quantity
(here, this quantity is ¢). When we linearize, typically the quantities which are
Oth order in total either go to zero or cancel each other. This is indeed the
case here, as there is no time-dependence or spatial dependence of the Oth order
solutions and there are no Oth order fields.

Now, we are looking for wave solutions, so we assume an exponential depen-

dence 'R for each of the first-order quantities. This gives

—iwfyy + T ik fyy — T‘i—"wl%. Vofoo =0 (5.3)

Cancelling ¢ and solving for f,; (which we want so we can solve for the
response functions), we get
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9fs,0
_ qi¢1 9y

= o 5.4
fon p— (5.4)

where the parallel means parallel to k.
We can solve for the perturbed density, n, 1, by integrating over velocity.

9fo0 9o

n 1:q“¢1/ P g = q"d’l/ P du (5.5)
- v~ % me J oo =%

Mo

where g, = ff[,.,od%'}]_. If we know our f,, then we just perform that
integral, plug it into Gauss’s law, and we have our dispersion relation. So we’re
good, right? Unfortunately, there’s a problem: we’ve got a v — % term in the
denominator. When we integrate, this term will go to zero at some v, and
if there is some finite f,o at that v, then this integral will blow up and our
integral will become infinite, which is obviously not what we want. There isn’t
a simple solution to this problem, and you’ll have to stay tuned until Chapter
6 to see what Landau damping is and how it resolves this issue. For now, we’ll
look at limiting cases of this integral, and use these limiting cases to investigate
various types of electrostatic plasma waves.

Now, there are two limiting cases of this integral we are interested in. The
first is called the adiabatic case, where the changes due to the wave occur so
quickly that the particles don’t have time to react. Mathematically, this means
% > vn,o- The second case is called the isothermal case, where the changes
due to the wave are so slow that the particles have plenty of time to react to
the wave’s behavior. Mathematically, this means ¥ < vip -

The first limiting case is the adiavatic case, where % > Uih,o- In this limit,
fo,0 is essentially zero at the phase velocity of the wave, because the thermal
velocity is so much lower and most of the particles are similar in velocity to the
thermal velocity. Thus, the integral doesn’t blow up because the portion of the
integral which would otherwise blow up has a zero numerator.

To solve for n,; in this limiting case, the first thing we’ll do is integrate

990
the integrand by parts. This gives ai”ﬂ = —do - + [ gjﬂ]oo , and the last
i u=%  (=%) v =% J—o0
term will go to zero because f, and hence g, is zero at v — +oo. Now, we

E_ 1
w? (1,ﬂ 2"
=

can rewrite ayz as In this limit we can Taylor expand to get
k

1
(v —

2k2
f]—z(l + 2% + 311)‘—2) With these manipulations, our integral for n, ; becomes

k2 kv ko7
Mot = qcf;?méf: /90(1 n 27” n 372”)61@” (5.6)

Remember the definition of g,, [ f2.0d?7 1. From this definition, we can see
that the first term integrates to ns o. If the mean velocity in the parallel velocity
is zero, the second term integrates to zero. The third term is, approximately,
SUfhﬁfz—znmo. Finally, after all that work, we have n,; in the adiabatic limit
where ¥ > v -
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Table 1: Response Functions, ng 1
Adiabatic, % > vth o Isothermal, % < Vino

1ol (1 4 3500 e gy
Ny = 12220 ¢1(1+3 ha ) (5.7)
Mme w2

What about in the isothermal limit where ¥ < vth,g? We can’t solve for this
exactly. However, if our zeroth order distribution function is Maxwellian, then
we can solve the integral in equation 5.5 to get something nice. Let’s do this now.

If we have a Maxwellian, f,o = nU,O(QWZ”;T )3/2 exp (—3 m””2 ) and so integrat—

. . . . . Myv

ing over the perpendicular directions gives g, = an(zﬂ;cLBUT )1/2 exp( BT‘L ).
. . . 9go m3/2

Taking the derivative, 3%\\ = UOWUH exp (— QkBT”G). Now, we

ignore the v — % and replace that with just vj. Why do we do this? Well, the
numerator goes as v for small v, so if ¢ is really small, then the numerator
is essentially zero when the denominator goes to zero. We can see this geomet-
rically as well, if we visualize a Maxwellian distribution. Near the peak of a
Maxwellian distribution, the derivative of the distribution is about zero because
the maxwellian has a local maximum at it’s peak, so this part of the integral can
be ignored. This assumption is pretty dodgy because the integral technically
blows up, but it’s one we need to make to solve for the electron response in this
isothermal limit. If we make this dodgy assumption, then the v on top and in
the bottom cancel. We have

1/2 Mev?
QoMo' “Ng o1 /exp( i Jdo (5.8)

Mol = T kg T, )32 (2m) 172 T 2kpT,

. — 2 .
Using [e " dz = /T, our integral becomes ,/%, SO our response

function for o is

n _ qO'nO' mO' ¢ _ qO'nO'
o,l — — 1 —
my kTy mgvthg

—— (5.9)

We’ve done a lot of algebra so far, but the process has been pretty simple:
we linearize the Vlasov-Maxwell equation, look for electrostatic wave solutions,
solve for f,1, and integrate to get m,1 (the response function) in either an
adiabatic or isothermal limit. Now comes the fruit of our labor: we can plug
our response function into Gauss’s Law in various limits. Each of these limits
corresponds to a new plasma wave.

5.1.1 Langmuir Wave

The Langmuir wave is the finite-temperature version of the plasma oscillation.
This is a fast oscillation, such that the phase velocity of the wave is faster than

99



the thermal velocity of both the ions and the electrons. Thus, both species
have an adiabatic response function. The Langmuir wave goes by many names,
including the electron plasma wave, the Bohm-Gross wave, or just the Bohm
wave. Typically, though, the Langmuir wave is what it’s called.

Gauss’s law, 62451 = fi > o doNo,1, becomes
5 e’ ne ok’ K 0f e g?nioh? kv th i
k= —— 1 (1+3—5=) — —¢1(1+3 ) (5.10)
€0MeW w €oTn;wW
qg c,0

Notice that we can replace the with w . We expect to see the plasma
frequency show up, since the Langmulr wave is a ﬁnlte -temperature version of
the plasma oscillation. We can also cancel the ¢; and the k2, and multiple by
w? to get

k2 2h k2 2h
w?=w? (1+3 b —) Wl (1+3 b ——hty (5.11)

Hey look! We’ve got a dlsperswn relation, i.e. an equatlon for w in terms of
k. Our dispersion relation is 4th-degree polynomial equation for w. Let’s solve
this perturbatively. Since the Langmuir wave is the finite-temperature version
of the plasma oscillation, we expect our solution to be close to the plasma
frequency Thus, we can approximate the —5 terms on the right of this equation

as . This gives
W2
w? =w?, +w,; + 3k, . +3 ’“k%t,” (5.12)
Wh,e
This is the dispersion relation for Langmuir waves! Often, it is just written
as w? = w2, + 3k2vth . since the ion terms are much smaller than the electron
terms.

5.1.2 Ion Acoustic Wave

The ion acoustic wave is an electrostatic wave where the ions are still adiabatic,
but the electrons are isothermal. More explicitly, we have the relation vy, ; <
% & Vth,e. It is called the ion acoustic wave because the wave is a modified
sound wave, where the electrons create the sound wave and the electrostatic
forces on the ions modify the sound wave.

TODO: is this the right explanation?

To solve for the dispersion relation, we again plug our ion and electron
response functions into Gauss’s law. This gives us (substituting in the plasma
frequency and cancelling ¢; and dividing by k2 as before)

L= Yhe iy 3k20t2“ 5.13
1= - e (5.13

Now, we can solve this equatlon perturbatively as well. To lowest order,

since ¥ > vy 4, we can drop the 3# relative to 1. We'll also drop the —1
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completely, because the other two terms which remain are much bigger than
2

1. Why? Well, we can rewrite k:’# = Since k ~ %, then this term
th,e

1
TEPV A
/\)‘2—2, which will be much greater than 1 because the wavelength of the ion
D,e
acoustic wave is assumed to be larger than the electron debye length. Thus, the
first term is much greater than 1. The second term is also much great than 1,
because the frequency is assumed to be much less than the ion plasma frequency.

Dropping these two terms, to lowest order we have

is

2 2
w w?
0= 2 - 2° (5.14)
2
k%th’e w?
so to lowest order,
2 2
w Ypyi 2
< = : vth, (5.15)
k2o w2z, ot

R . kv,
To second order, we still ignore the —1 term, we include the 3 Zg’“ term

and plug in our first-order w?/k? solution to this term. This gives

2 2 2 2
w ws . vy W
p.e Dyt thipey
e i g 3 k) (5.16)
Vth,e w Uth,eWp,i
so to the second order,
2 2
w Wy
_ %pi 2 2
k'2 =5 Uth,e + 3vth,i (517)
Wp,e

This dispersion relation looks a bit rough, but we can simplify it to see the
2

. . . .. 2 ws 2
physical meaning using our definition w? , = 2<%z Thus, —& = 4™ We also
D, €E0Meo Wy e e’m;
2 2
have vfh - = kﬁ’li so this first term becomes z—g% = z—gcg, where ¢, is the
: :

sound speed, also called the acoustic speed.
Note that this is consistent with the physical picture we described earlier for
the Ion Acoustic Wave.

¢

2
= 6—203 + 'Ut2h,i (5.18)

5.1.3 Isothermal Electrostatic Waves Don’t Exist

Imagine we tried to find an electrostatic wave where both the ions and electrons
were isothermal. Plugging our electron and ion response functions into Gauss’s
law, we get

w2 w?

0=1+ 2 — 2t (5.19)
k2vt2h,e k2vt2h,i

There is no frequency dependence! Actually, this is an equation for Debye
shielding, and is the same as equation 1.22 way back from chapter 1 but without
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the charge Q. Physically, this tells us that an electrostatic oscillation where the
ions and the electrons are both isothermal is not possible, because both the
electrons and the ions will Debye shield and cancel out any oscillation at that
slow frequency.

5.2 Plasma Waves in the Fluid Description
5.2.1 Langmuir Waves and Ion Acoustic Waves with the Fluid Model

5.2.2 Electromagnetic Waves
5.3 MHD Waves

5.4 Magnetized Plasma Waves (Advanced)
5.5 Two-Stream Instability (Advanced)
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6 Landau Damping

The Landau paper takes many
days, if not years to appreciate.
Go slowly, and enjoy it. It is the
foundation of plasma physics.

George Morales

TODO: Talk about Landau Damping

6.1 Fundamentals of Complex Analysis

Before we dive into some of the math behind Landau Damping, we should take
a few minutes to understand some basic facts about complex analysis, since
we’ll be working with integrals over the complex plane in this chapter as well
as Laplace Transforms.

6.1.1 Integrals of Analytic Functions in the Complex Plane

One fundamental result of complex analysis is that the closed integral of an
analytic function in the complex plane is zero. Now I don’t know about you,
but when I hear statements like that, I'm usually pretty confused. So let’s
unpack that statement some most.

When we perform real-valued integrals of a single-valued function f(x), we
are used to integrating a function along the real axis. This simple case is illus-
trated in figure 18. Now, it would seem obvious that if we integrate f(x) from
x1 to xo and then back to 1, the integral will equal 0. And this is indeed true.
However, nothing is stopping us from plugging complex values into f(z) instead
of only real values. Additionally, nothing is stopping us from integrating over
not just the real axis, but integrating into the complex plane as well.

Imagine we wanted to integrate f(x) in the complex plane, such as the
integral in figure 19. Because this integral is now in the complex plane, we can
throw whatever intuition we had about integrals out the window. To get some
intuition for this sort of integral, let’s solve for this integral by hand and see
what we get, supposing that f(z) = 2.

Starting at the origin, the first part of the integral is just integrating from 0
to 1 along the real axis as we are used to.

1
1 1 1
nd - - n+1 — 6.1
/ox ’ n+1[m Jo n+1 (6.1)

The second leg of the integral involves holding the real component of x at 1
and integrating over the imaginary component of x.

1

— (6

‘ 1 ; 1
1 nd — 1 n+1 — 1 An+1
J s = 0+ = S0+
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Figure 18: Integration along the real axis of a function f(x).

(Ze (*)
1
J Px)d«
3

Figure 19: Complex integral of a function f(x) = z™ in the complex plane.
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The third leg of the integral involves holding the imaginary component of x
at ¢ and integrating the real component from 1 to 0.

/10(2' +2)"de = n%rl [+ 2)" )] = ;n: - (1:3:“ (6.3)
The fourth leg of the integral is done in similar fashion, fixing the real com-
ponent to 0.
7 in+l
/0 yrdy =~ (6.4)

Adding these 4 parts up, we can see that they add to 0. Our integral of
f(z) = 2™, around a specific closed path in the complex plane, integrates to 0!
Now it turns out that we could have integrated ™ around any closed path in the
complex plane, and our integral would have still come out to 0. I haven’t proven
anything, but you can probably imagine that our result might hold independent
of the shape of the integration path in the complex plane.

An analytic function is, for our purposes, a function which can be written
as a Taylor series. For some complex function f(x), it is analytic if it can be
written f(z) = Y07 an(x — z¢)™ for any point zy in the complex plane. I
typically think of analytic functions as functions which don’t blow up at any
single points in space, and are smooth everywhere.

Now, if ™ integrates to 0 over any closed path in the complex plane, then
any analytic function which can be written as an infinite sum of z™’s will also
integrate to 0 over the complex plane. This is what I was referring to earlier
when I wrote ”the closed integral of ananalytic function in the complex plane
is zero”. Not so bad!

6.1.2 Integrals of Non-Analytic Functions in the Complex Plane

Things get a little bit more complicated when functions are not analytic. What
this whole ‘non-analytic’ business usually means is that our function f(x) has
points in the complex plane where the function ‘blows up’. These points are
typically called ‘poles’. If we want to integrate over a path in the complex
plane?® which encloses a pole, then our integral will no longer necessarily be 0.
We'll show in a second that an integral which encloses a pole is equal to the
‘residue’ of that pole, in a theorem known as the residue theorem.

Imagine, as in figure 20, that we wanted to perform an integral in the complex
plane which enclosed a pole. Well, from the result we discussed earlier that the
closed integral of any analytic function in the complex plane is 0, we can distort
our integral so it looks like a perfect circle around our pole, as in figure 20.
Make sure you understand why we can distort our integral like that - basically,
we're just adding a bunch of closed integrals which all sum to 0, so that the
path of the integral changes.

26These integrals are often referred to as ‘contour integrals’.
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Figure 20: Integrating around a pole in the complex plane. The integral can be
changed to a circle around the pole without changing the result of the integral.

Now, any function (whether analytic or not) in the vicinity of a pole a can
we written as a Taylor series Y~ ¢,(z — a)™. We can use this to perform a
circular integral around a pole. Our path for z(¢) is a circle around the pole at
T = a, so z(t) = a + re’’. This gives dz = rie*. Our integral around the pole

in figure 20 then becomes

t=2m1 ©
/f(a?)dm :/ ch(re”)”rieitdt (6.5)
o’ t=0 — 00
Because fo% e'™tdt is 0 for all integers m except m = 0, then only n = —1

contributes to the integral in equation 6.5. Thus, our integral becomes

t=2m
/ C(,l)idt = 2mic(_y) (6.6)
t=0

This is the ‘residue’ of the integral around the pole: the coefficient ¢(_;) of
the expansion of the function f(z), times 2 mi.

In summary, there are two key points we should keep in mind when doing
complex integration. Firstly, because the integral around a closed path in the
complex plane of an analytic function is zero, we can deform the path of our
integral arbitrarily in the complex plane so long as we don’t cross over any
poles. And if our integral encloses a pole, we can solve for the integral using
the residue theorem.

6.1.3 Laplace Transforms

Let’s take some time to make sure we understand Laplace transforms. The
Laplace transform of a function (t) is defined as

Bp) = /0 " p(t)e P, Re(p) > (6.7)
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where v is the fastest-growing exponential term in ¢(¢). The inequality here
simply means that t(p) is only defined for the specified values of p. The inverse
Laplace transform of ¢ (p) is

1 B4ioco _
() = 5~ dpip(p)e, B> v (6.8)
T JB—ioco

where 8 is a real number. Actually, in class the Laplace transform was
defined a bit differently. Here, I'm using the definition used in Bellan, whose In
class, we replaced p with iw, which means that the inverse Laplace transform
will require an integration along the real axis, not the imaginary axis. This
difference isn’t so important, but I wanted to point that out so as to avoid
confusion as much as possible when comparing with class notes. Hopefully, by
the end of this chapter you’ll see why we used iw in class as opposed to p, and
you’ll be able to understand Laplace Transforms regardless of whether p or iw
is used.

Having the mathematical definition of a Laplace transform is great, but it
doesn’t mean we understand what a Laplace transform is or what it does or
how it works. Before we understand Laplace transforms, we need to recognize
that p is a complex number. This is pretty important. It’s also important
that the t¢-integration is from ¢t = 0 to infinity, as opposed to —oco to oo as in
Fourier transforms. Take a moment to think about those facts, and what they
imply about Laplace transforms. What do you think ¢(p) represents? Once you
think about that for a bit, you should reach a conclusion along these lines: the
Laplace transform takes a function which starts at ¢ = 0 and goes to infinity,
and instead of breaking it up into oscillatory components which are real valued
(as in a Fourier Transforms), the components of the Laplace transform are both
oscillatory and exponentially growing or decaying. In other words, instead of it
telling us how much of each real frequency is in a function, it tells us (more or
less) how much of each complex frequency is in a function.

Why do we require, in the Laplace transform, that Re(p) > v, where v is
the fastest growing exponential term in +(¢)? Well, suppose f(t) goes as e7* as
t — oo. Then if Re(p) < v, then ¢(p) will blow up (as we can see from the
definition of the Laplace transform). The same is true if f(¢) is exponentially
decaying as t — oo - we still require that Re(p) > «, where « is the slowest-
decaying exponential, for otherwise the integral blows up.2” _

Imagine we had some function f(t¢), and we wanted to know what f(p) was.
Well, if p is purely real, then we have a simple idea of what f(p) is - it’s the
integral of the function f(t), integrated to infinity with a weight function e~?¢
applied to the integration. While there isn’t a physical interpretation for this,
we can more or less understand what f(p) is giving us. On the other hand, if p
is purely imaginary, then (assuming f(¢) decays at infinity sufficiently fast that

27If the function neither exponentially grows nor decays as time goes to infinity, then I'm
not quite sure how to handle issues of where in the complex plane the transform is defined.
I’ll have to think about that one. TODO: think about it
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the integral converges) (p) tells us how much of the frequency Im(p) is in the
function f(¢).

Let’s do one more example to make sure we understand intuitively what a
Laplace transform is. Imagine f(t) = e~%! cos (wt). This function is exponen-
tially decaying and oscillating at the same time, of course. Now imagine we
took f(—a + iw). What will this give us? Well, for this particular value of p

(p = —a+iw), f(p) will go to infinity, because the exponentials cancel and we’ll
be integrating cos?wt from 0 to infinity. As Re(p) increases above —a, f(p)
becomes some finite number, and gradually decreases towards zero as Re(p) in-
creases. If we imagine varying Im(p), it turns out that f(p) will be maximum
around Im(p) = w and fall off as Im(p) changes. So for f(t) = e~ cos (wt), we
get a pole at p = —a+iw. This also illustrates an important point about Laplace
transforms: the fastest growing exponential term in f(¢) (in this example, the
term is —a) is related to the pole of f(p) with the largest real component in
that the real components of each are the same.

We can actually derive the inverse transform, equation 6.8 from the definition
of the Laplace transform, equation 6.7. Bellan goes through this, and it’s an
illustrative exercise, so I'll go through it here now. Let’s start by considering

the integral

o(t) = /C J(p)e¥dp (6.9)

This is a reasonable guess for the inverse transform, since we expect the
inverse transform to have a eP? factor hanging out in the integral. The contour
C over which we integrate in p-space is undefined at the moment - we’ll define
it in a bit. Plugging in the definition of 1 (p), we get

ot = [ atu@) / Pt gp (6.10)
t'=0 C

We’ll have to be careful though: (p) isn’t defined for Re(p) < v, so we'll
have to make sure our contour C doesn’t venture into that region in p-space.
To evaluate g(t), we’ll have to choose a contour C. But here is a fact: we can
write the delta function §(t) as

i) = %/ dwe™! (6.11)

Hey wait a minute! That looks an awful lot like what we’ve got going on in
equation 6.10. If we define the right integration contour C, then we might be
able to get out a delta function, and thus write g(¢) in terms of ¢ (t). The trick
will be to hold the real part of p constant, and greater than v (p, = 8 > v)
and vary the imaginary part of p from negative infinity to positive infinity. If
we do this, then dp = idp;, and eP(t=t") = epr(t=t)epit=t")  Thys equation 6.10
becomes
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o B+ioco , ,
g(t) = dt'p(t") /ﬂ ePr(t=t) epit=t) gy, (6.12)
t=0

—100

o0 o0
gt =i / At (t')eP 1) / et g, (6.13)
t=0 —0o0
where we turned eP~(t=t) into e#(t=') hecause p, was held constant over the
entire integral. Now, this last equation is in the form of §(¢) as desired, so it
becomes 274(t — t'). Thus,

g(t) = 2mi /0 h dt'p(t)eP St — 1)) = 2minh(t) (6.14)

This completes our proof: g(t) is 27i times 1(t), assuming we integrate from
B —ioco to S+ ico and 5 > . And since the inverse transform of {E(t) should
give us ¢(t), then equation 6.8 must be the inverse Laplace transform.

I've got one more fact (and short proof) related to Laplace transforms which
we’ll have to use. It turns out that

| e = i) - w0 (615)

We can prove this simply by integrating by parts.

|t = - [ e = —oo+p [ dmwioe
(6.16)

Since this last integral is the definition of the Laplace transform QZ(p), we've
proved our result for the Laplace transform of a derivative.

6.1.4 Analytic Continuation

Imagine we have a function f(t) = e?® where ¢ is some complex number, and
we want to take the Laplace transform of f(¢). What do we get? Well, using
the definition of the Laplace transform, we have

~ o0 1 t=00 oo for Re(p) > Re(q)
— (e=phtgp — [ = cla—p)t = { 6.17
€ € .
f(p) /0 [q —p ]t:() =5 for Re(q) > Re(p) ( )

Rhe transform is only defined for Re(p) >Re(q), but I've included the . Note
that if we tried to calculate the transform for Re(p) < Re(q), then we would have
gotten infinity as our answer, which isn’t analytic of course. So we shouldn’t
attempt to take Laplace transforms for a value of p in the region where it isn’t
defined, as this will give us infinity.

Now, let’s get from f(p) back to f(t) by taking the inverse laplace transform.
Using the definition of the inverse Laplace transform, we have
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1 B+ico _
fO=5 [ o), (6.19)
T B—ioco

It would be great if we could use method of residues to evaluate this integral,
as we would just need to calculate the residue of the pole at p = ¢, and viola we
have the integral. However, we have two problems: the integral isn’t a closed
contour in p-space, but rather a straight line. And the method of residues
requires a closed contour over an analytic function. The second problem is that
the inverse laplace transform f(p) isn’t defined to the left of the pole, so even if

we wanted to we couldn’t form a closed path which enclosed the pole.
However, it turns out that both these problems can be fixed and hence the
integral can be solved using method of residues, by use of an ingenious little trick
called analytic continuation. Watch carefully. The inverse Laplace transform,
f(p), isn’t defined for Re(p) < Re(q). However, the analytic expression for the
Laplace transform in the region where it is defined, ﬁ, is only non-analytic
at the point p = q. What we do - and this is the key step when performing
analytic continuation - is redefine the inverse Laplace transform to be ﬁ every-

where that —1— is analytic, even in the region where the Laplace transform was
previously undefined. In this example, that means that our redefined Laplace
transform is now defined everywhere except the pole at p = g. Once we do this,
then we can actually close our integral infinitely far to the left in the left half
of p-space, as illustrated in figure 21. In this leftwards section of the contour
integral, the infinitely negative real component of p causes the exponential term
ePt to go to 0, and this other section of the integral which closes the integral
evaluates to 0. However, now (as in figure 21) we have a closed contour in
p-space, so we can use the method of residues to evaluate the integral.

When we use method of residues, we expect that the residue gives us back
our original function, f(t) = e?. Well, this is indeed the case. Remember,
the residue is 27i times the ¢(_;) term in the expansion of the function f(z) =
> cn(z —a)" around x = a. Well, here our function f(x) is the function

‘. The 2mi’s cancel, and

being integrated in equation 6.18, which is mep
if we expand the function around the point p = ¢, the n = —1 coefficient in
the expansion of (p — ¢)™ is (not surprisingly) e?. This makes sense, as we're

looking for the coefficient for the ﬁ term in the expansion of ﬁel’t, which

already contains a ﬁ in it. Bellan writes this out explicitly as?®

1 1
= — _— Pt = 1. 2 ) — _—
f) 2m7{p_qe dp = lim 2mi(p Q)[%i(p_q)

Let’s recap what just happened: we wanted to take the inverse Laplace
transform of a function, but we couldn’t actually carry out the integral. So

'] = et (6.19)

28] don’t really understand why this expression is the residue, but I’'m not by any means
experienced in actually calculating residues of poles. This is the only residue we explicitly
calculate in this class, and I'm only calculating it to illustrate how analytic continuation works.
So if you want to understand this expression and actually get practice calculating residues of
poles, open up a book on complex analysis.
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Figure 21: The integration contour used to close the integral in equation 6.18.
These contours are called Bromwich contours. Although the inverse Laplace
transform is not defined for Re(p) i Re(q), we have used analytical continuation
to be able to extend our integration path into the left half of p-space. We can
then solve this integral using method of residues.

we extended the realm of validity of the inverse transform, which allowed us to
close the integral in the left half of p-space. Because of the exponential term
in the integral, closing the integral added nothing to the original integral, and
we were able to use the method of residues to calculate an integral which we
previously couldn’t calculate. _

In summary, analytic continuation involves making a new 1 (p) which

e Equals the old zZ(p) in the region Re(p) > v,
e is also defined in the region Re(p) < 7,
e is analytic over the integration path.

As long as we follow these constraints, then analytic continuation is a useful
means of evaluating inverse Laplace integrals.

QUESTION: Bellan page 160, requirement 3. Is analytic where? What if
there are multiple poles? This is important - we can’t just say ‘must be analytic’
because there are still poles to be evaluated.

6.2 Fourier Transform in Space, Laplace Transform in Time

Okay, enough math. Let’s get back to the physics of Landau damping. Of
course, we'll be using all the math I just introduced. Otherwise I wouldn’t have
bothered to introduce it.

To begin to understand Landau damping, we’re going to derive a pseudo-
dispersion relation for oscillations which perturb a homogenous, zero-field plasma
equilibrium. Why do I say pseudo? Well, typically a dispersion relation has an
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exact relation between wavenumber and frequency. Here we don’t have that,
we solve for the time-evolution of f based on the initial conditions. What moti-
vates us to look for a dispersion relation? Actually, the reason is pretty simple.
If our frequency w in the dispersion relation has some imaginary component,
then the oscillations will be exponentially damped or exponentially growing. If
the frequency is purely real, then the oscillations will continue forever without
being damped. So if we are trying to understand damping, we want to figure
out any complex frequencies which might arise. Crucially, we will do this using
a kinetic treatment, with the Vlasov-Maxwell equation. For simplicity, we’ll use
the collisionless Vlasov-Maxwell equation. Even using a collisionless equation,
we still get damping. This is often called ‘collisionless damping’. If we were
to look for oscillations using collisionless fluid equations, we get waves which
aren’t damped, as in chapter 5.

Actually, we've gotten a preview of Landau damping in chapter 5 already.
Take a look back at equation 5.5. Remember how we got this equation for
the perturbed density n,; - we started with the collisionless Vlasov-Maxwell
equation, linearized, and then Fourier-transformed in space and time to get
f07129. We then integrated f,; over velocity space to get n,;. However, this
equation blows up in the denominator, when v = 7. Density going to infinity
isn’t good. In Chapter 5, we ignored this by expanding the denominator in
isothermal and adiabatic limits. It turns out that what we did in Chapter 5 was
wrong, and we’ll need to take a different approach. We erred when we Fourier
transformed. TODO: Why did we err?

Let’s start, as we did in chapter 5, with the collisionless Vlasov Maxwell
equation.

8 o JER—— o =1 — =t -
ait*”'vf“*%(E+”XB)'vvf”:0 (6.20)
Now, let’s linearize this equation around an equilibrium. Here, the equi-
librium is a spatially homogenous, zero-field equilibrium, such that Ey and By

equal zero. This gives

a o JR— o = — =g =,
gt’l +U-Vf071—|—gl—(E1 +Ux B1)-Vyfe0=0 (6.21)

Now, as before, we can Fourier transform in space, so all the first-order
ik-Z

Thus, the V becomes ik. We can also ignore v X B;
relative to Ey, using V x B = C%a—]f Since there is no zeroth-order field, we can
write kBy ~ w5 E1, so By ~ ¥ Ey and By ~ % E;. Since %% < 1, we can

ignore U x B,. TODO: Why doesn’t J come in? Now, we have

quantities go as e

29What we really did was assume an exponential dependence of all the first-order quantities
etk T—iwt  However, this is equivalent to Fourier transforming in space and time, as Fourier
transforming in time picks out a particular w and Fourier transforming in space picks out a
particular k£, which we are doing. So when I say ‘we Fourier transform’ what I mean is that

we assume an exponential dependence in the linearized quantities. Sorry if that is confusing.
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Now, here comes the crucial point. We're going to Laplace transform in time
instead of Fourier transform. When you read about this, you’ll see people write
this is treating the problem as an “initial value problem”. I’'m no mathemati-
cian, but here’s what I understand this statement to mean: when we Fourier
transform, each wavenumber k has a particular frequency w which determines
the time-evolution of the function of interest, in this case f, ;. However, when
we Laplace transform, there is not a particular single frequency (neither real
nor imaginary) which gives us the behavior of a component with wavenumber
k in f, 1. Instead, the behavior of the wavenumber component k in f,1(t = 0)
has some complicated behavior described by many (complex) frequencies, and
Laplace transforming allows us to solve for that complicated behavior. Using
equation 6.15, we’ll see that solving for the complicated time-evolving behav-
ior requires knowing the initial condition on f,;. Now, taking the Laplace
transform gives

T K f + %El Vofoo =0 (6.22)

/ [78‘2?1 Bipt + 49U - Efgvleipt + qiﬁl : 6vfa',Oeipt] dt =0 (623)
0

o

On the first term, we can use equation 6.15 to simplify, to get pﬁ,’l(f, U,p)—
fon(Z,U,t = 0). In the second and third terms, we replace the first-order
quantities with their Laplace transforms. Thus, we have

~ oo oL L oL q = -
pfo,l(xa Uap) - .fcf,l(z7v7t = 0) + U - kfa',l(xavap) + miEl(‘Tﬂp) : VUfUaO =0
g
(6.24)
This equation is a bit messy, and it’s only going to get worse from here
unfortunately. However, for now we can clean things up a bit by solving for
fo,1~

- fot(Z,0,t = 0) — 4= E1(Z,p) - Vo for0
fo1(Z,0,p) = —— (6.25)
p+iv-k

We'll assume f,; is known at ¢ = 0, which is equivalent to saying we know
what our initial perturbation is. Thus, we have an equation for f,; in terms

of things we know, and El, which we don’t know. Thus, if we can get one

more equation with both fz and El, we can solve our dispersion relation.
Fortunately, there is one equation which describes electrostatic plasma oscilla-
tions we haven’t used yet: Gauss’s Law. And just like we Laplace transformed
the linearized Vlasov-Maxwell equation, we can also Laplace transform the lin-
earized Gauss’s law. Remember how we did this - we multiplied the equation
by e~P* and then integrated over ¢ from 0 to co. We then used the definition of
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the Laplace transform the replace the first order quantities with their Laplace
transforms, which have a squiggle above them. For Gauss’s law, this leaves

6E_:l(pvf) :'LE E an/d vfo‘l p,l’ U) (626)

We have an expression for fg,l in equation 6.25, which we can plug into the

above equation. We’ll then isolate for El.

P Z /fa1l°vt—0 Bi— Z:]a/ El—vf"o

P+ v p+iv- k
(6.27)
Now, if we have purely electrostatic perturbations, then F; = (b =
—iE(bh which implies E I k. Thus, E; = Eik, so the dot product E . E

simplifies to a scalar and we can solve equation 6.27 for E;

El{zm Zi"/kv‘f”o ]— Z f‘”“t_o))di‘*a

p+ iU p+iv-

(6.28)
Solving for E7, we get
= _ N(p)
B, = 6.29
L= D) (629
where
Z f‘” Z,0,t = O))d317 (6.30)
p+iv-
p)=ik+— Z 9 /k v, f”od?” (6.31)
s D+ v

The N stands for numerator, and D stands for denominator. Actually, my
N(p) and D(p) differ slightly from those derived in class and in Bellan’s book.
This is because I chose p as my Laplace variable, as opposed to iw. I also solved

for 517 as opposed to a as is done in Bellan.

I should emphasize that Fy is now known! Or at least, in principle it is
known for a given p, since we known f, o and f,1(t = 0).

A lot has happened, so we’re going to take a break here and recap what we’ve
done. We started with the Vlasov-Maxwell equation. We linearized around a
homogenous, zero-field equilibrium assuming that whatever perturbations were
created would be electrostatic in nature. The equation which remains can’t be
solved purely with Fourier transforms - that is the approach used in chapter
5, when we found that density blows up when v = . Instead, we’ve taken a
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different approach, by Fourier transforming in space but Laplace transforming
in time. This allows us to solve for the first-order electric field in terms of the
initial value of the perturbed f. Lastly, we Laplace transform Gauss’s law and
combine that with the linearized Laplace transformed Vlasov-Maxwell equation
to solve for Ej.

6.3 Landau Contours and All That Jazz

We're going to attempt to solve for E,. If we can solve for Ej, then in principle
we have everything we need to solve for the time-evolution of f.

Well, it turns out that solving for E; is easy, at least in principle. All we
have to do is take the inverse Laplace transform of F;. From equation 6.8, we
have

k[P N(p)

271 Jg_ico D(p)

Take a look at figure 22. This represents the integration in p-space taken

to solve for E;. The x’s represent the poles of NEZ? % isn’t defined in the

shaded red area, as the real part of p in this area is less than the real part of

the fastest growing pole of E D(p) B, as you might have realized, is greater
(p) 30

E, = ePldp (6.32)

than the real part of any poles of

Now, the integral in equation 6 32 can be completed using the method of
analytic continuation. As a reminder, analytic continuation will define # in
the red region in figure 22, so that the integral can be extended into the left
half of p-space, and the integral can be solved using method of residues. If we
want % to remain analytic over an integration path like that of the Bromwich
contour in figure 21, we’ll need to make sure that N(p) and D(p) both remain
analytic as we extend these functions into the left half of p-space. It turns out
that keeping these functions analytic is a bit tricky, and requires the use of these
funny integration paths called Landau contours.

Remember our definitions of N(p) and D(p) from before.

25—

Z fol z,v, - ))d3ﬂ (633)
p+iv-k

D(p) _zk:—i- /k v f”0d3* (6.34)
p+iv-

30Bellan actually writes this incorrectly in his book - he says “A is chosen to be larger than
the fastest growing exponential term in N(p)/D(p).” However, this is wrong - there are two

correct, equivalent ways of writing this. The first is as I’ve written it here - that g is greater

N(p)
D(p)”

is greater than the fastest growing exponential in E1(t), 7. Note that there are two ways of
writing it because the fastest growing exponential term in Ej(t) is the same as the real part

than the real part of any poles of The second correct way of writing it would be that 3

of the largest pole in El (p), as I discussed in an example earlier in this chapter.
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Figure 22: The integration path taken in equation 6.32. The x’s represent the
poles of N(p)/D(p), which is being integrated here. Here, § is larger than the
largest real component of the poles of N(p)/D(p). The red area represents the
region in p-space where the Laplace transform of F; is not defined, and thus
where the integration path cannot go.

We can integrate over the two directions perpendicular to E, and rewrite
these expressions as follows:

_ L T (feal@ 6t =0)
)= The Zgqu [m( " )dvy (6.35)

Y|
aFa 0
45 3”u
D(p) =ik + — d 6.36
(p) =i +Zkeozmg/ Y| (6.36)
where F,; = f fg,1d217l and F,o = f aafguo d?v) . As these integrals are
constructed, we integrate along the real axis. Each of the integrals has a pole

at v = %’, but as long as Re(p) doesn’t equal zero, this isn’t a problem for us
because the integration path doesn’t go over the pole.3!

I spoke too soon - this is a problem for us. Remember what we want to do -
we want to extend the definition of N(p) and D(p) into the left half of p-space,
such that N(p) and D(p) remain analytic. At Re(p) = 0, then Im(p) # 0,
so our integral is now integrating over a pole! This will create a discontinuity
in N(p) and D(p) at Re(p) = 0 - there will be a jump in the value of the
integral between Re(p) > 0 and Re(p) < 0. And a discontinuity in our analytic
continuation at Re(p) = 0 means our analytic continuation is no longer analytic
over the Bromwich contour, which means we can’t use the method of residues
to evaluate the integral.

31Let’s assume k > 0 for simplicity. The sign of k doesn’t change the result or the interpre-
tation of course.
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Figure 23: As Re(p) drops below 0, the integration paths in N(p) and D(p) are
deformed to prevent the pole from crossing the integration path, so that N(p
and D(p) each remain analytic.

As Landau does, Landau found a clever solution. We can make N(p) and
D(p) analytic if we are willing to wander off the real axis during our integration.
Take a look at figure 23. Once Re(p) = 0, the integration path drops below the
real axis as shown in the figure. As Re(p) decreases below 0, we deform the
integration path further below the imaginary axis to prevent the pole from
crossing over the contour integral and creating a discontinuity in N(p) or D(p).
These deformed contours are called Landau contours.

Now, this is as far as we got in class in regards to Landau damping. Unfor-
tunately, this is a very unsatisfying point to stop in regards to Landau damping.
All we’ve done is some complex analysis and gotten an expressions for El, which
supposedly we know how to evaluate in principle. We haven’t gotten any under-
standing of the physics behind Landau damping, or reaped the benefits of the
calculations we’ve done. Fortunately, you (and I!) will have the pleasant expe-
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rience of taking AST553, Plasma Waves and Instabilities, where we will revisit
Landau damping in great depth. Hopefully, at the conclusion of that course,
we’ll get to the important stuff: the physics. But for now, have patience. There
is much still for us to learn about this game we call Plasma Physics.
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