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■ Have a bunch of iid data of the form:
{(xi, yi)}ni=1 xi 2 Rd yi 2 R

nX

i=1

`i(w)
■ Learning a model’s parameters:

Each `i(w) is convex.

Sum of convex functions is convex
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■ Have a bunch of iid data of the form:
{(xi, yi)}ni=1 xi 2 Rd yi 2 R

nX

i=1

`i(w)
■ Learning a model’s parameters:

Each `i(w) is convex.

x

y

f convex:

f(y) � f(x) +rf(x)T (y � x) 8x, y

x

f(y) � f(x) +rf(x)T (y � x) + `
2 ||y � x||22 8x, y

r2f(x) � `I 8x

f `-strongly convex:

f (�x+ (1� �)y)  �f(x) + (1� �)f(y) 8x, y,� 2 [0, 1]

g is a subgradient at x if f(y) � f(x) + gT (y � x)

g is a subgradient at x if f(y) � f(x) + gT (y � x)



f cc xx dy E l d Hx c X fly Hy the zfIy ly x

f Cl Dx dy E l a fix It Xfly

floc X fly f x

Divide X by both sides

it i i ly H
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■ Have a bunch of iid data of the form:
{(xi, yi)}ni=1

Logistic Loss: `i(w) = log(1 + exp(�yi xT
i w))

Squared error Loss: `i(w) = (yi � xT
i w)

2

xi 2 Rd yi 2 R

■ Learning a model’s parameters: nX

i=1

`i(w)Each `i(w) is convex.
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■ Have a bunch of iid data of the form:
{(xi, yi)}ni=1

Squared error Loss: `i(w) = (yi � xT
i w)

2

xi 2 Rd yi 2 R

■ Learning a model’s parameters: nX

i=1

`i(w)Each `i(w) is convex.

1
2 ||Xw � y||22How does software solve:
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■ Have a bunch of iid data of the form:
{(xi, yi)}ni=1

Squared error Loss: `i(w) = (yi � xT
i w)

2

xi 2 Rd yi 2 R

■ Learning a model’s parameters: nX

i=1

`i(w)Each `i(w) is convex.

How does software solve:

…its complicated: Do you need high precision?
Is X column/row sparse?
Is bwLS sparse?
Is XTX “well-conditioned”?
Can XTX fit in cache/memory?

(LAPACK, BLAS, MKL…)

1
2 ||Xw � y||22
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■ Taylor series in one dimension:

f(x+ �) = f(x) + f 0(x)� + 1
2f

00(x)�2 + . . .

■ Gradient descent:

knew Xoid f Cold

floc
fly f 2 y a floc

f 8fkx

ex
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■ Taylor series in d dimensions:
f(x+ v) = f(x) +rf(x)T v + 1

2v
Tr2f(x)v + . . .

■ Gradient descent: t
i

f

t
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wt+1 = wt � ⌘rf(wt)

rf(w) =

f(w) = 1
2 ||Xw � y||22

wt+1 = wt � ⌘rf(wt)

wt+1 � w⇤ =

w⇤ = (XTX)�1XTy
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wt+1 = wt � ⌘rf(wt)

rf(w) =

f(w) = 1
2 ||Xw � y||22

XT (Xw � y) = XTXw �XTy

wt+1 = wt � ⌘rf(wt)

(wt+1 � w⇤) = (I � ⌘XTX)(wt � w⇤)� ⌘XTXw⇤ + ⌘XTy

= (I � ⌘XTX)wt + ⌘XTy

w⇤ = (XTX)�1XTy
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wt+1 = wt � ⌘rf(wt)

Example: X =


10�3 0
0 1

�
y =


10�3

1

�
w⇤ =

(wt+1 � w⇤) = (I � ⌘XTX)(wt � w⇤)

= (I � ⌘XTX)t+1(w0 � w⇤)

w0 =


0
0

�

f(w) = 1
2 ||Xw � y||22

I z I 2XTx7 we w

l 3

o 93 z 93 two w

Wen woe o I 210 6
t

Wo w Lo

Li e l 2
t c n c
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■ Taylor series in one dimension:

f(x+ �) = f(x) + f 0(x)� + 1
2f

00(x)�2 + . . .

■ Newton’s method:
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■ Taylor series in d dimensions:
f(x+ v) = f(x) +rf(x)T v + 1

2v
Tr2f(x)v + . . .

■ Newton’s method:
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rf(w) =

r2f(w) =

wt+1 = wt + ⌘vt

vt is solution to : r2f(wt)vt = �rf(wt)

f(w) = 1
2 ||Xw � y||22
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rf(w) =

r2f(w) =

wt+1 = wt + ⌘vt

vt is solution to : r2f(wt)vt = �rf(wt)

f(w) = 1
2 ||Xw � y||22

w1 = w0 � ⌘(XTX)�1XT (Xw0 � y) = w⇤

For quadratics, Newton’s method converges in one step! (Not a surprise, why?)

XT (Xw � y)

XTX
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In general for Newton’s method to achieve f(wt)� f(w⇤)  ✏:

So why are ML problems overwhelmingly solved 
by gradient methods?

vt is solution to : r2f(wt)vt = �rf(wt)Hint:
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f(wt)� f(w⇤)  ✏

Newton’s method:

t ⇡ log(log(1/✏))

Gradient descent: 
• f is smooth and strongly convex:                      :  
 

• f is smooth:  
 

• f is potentially non-differentiable:

r2f(w) � bI

aI � r2f(w) � bI

||rf(w)||2  c

Other: BFGS, Heavy-ball, BCD, SVRG, ADAM, Adagrad,…
Nocedal  
+Wright, 
Bubeck

Clean 
converge
nice 
proofs: 
Bubeck
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Revisiting… 
Logistic Regression
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Loss function: Conditional Likelihood

■ Have a bunch of iid data of the form:

 58

{(xi, yi)}ni=1 xi 2 Rd, yi 2 {�1, 1}

P (Y = y|x,w) = 1

1 + exp(�y wTx)bwMLE = argmax
w

nY

i=1

P (yi|xi, w)

= argmin
w

nX

i=1

log(1 + exp(�yi x
T
i w))f(w)

rf(w) =

6 guts

0 log it expc gixo.tw

it y Ewjexpl yixIw
yixi


