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Abstract

   Segment Routing (SR) allows for a flexible definition of end-to-end
   paths within IGP topologies by encoding paths as sequences of
   topological sub-paths, called "segments".  These segments are
   advertised by the link-state routing protocols (IS-IS, OSPF and
   OSPFv3).

   This draft defines extensions to the BGP Link-state address-family in
   order to carry segment information via BGP.

Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].

Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.

   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at http://datatracker.ietf.org/drafts/current/.

   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."
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   This Internet-Draft will expire on May 3, 2017.

Copyright Notice

   Copyright (c) 2016 IETF Trust and the persons identified as the
   document authors.  All rights reserved.

   This document is subject to BCP 78 and the IETF Trust’s Legal
   Provisions Relating to IETF Documents
   (http://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.
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1.  Introduction

   Segment Routing (SR) allows for a flexible definition of end-to-end
   paths by combining sub-paths called "segments".  A segment can
   represent any instruction, topological or service-based.  A segment
   can have a local semantic to an SR node or global within a domain.
   Within IGP topologies an SR path is encoded as a sequence of
   topological sub-paths, called "IGP segments".  These segments are
   advertised by the link-state routing protocols (IS-IS, OSPF and
   OSPFv3).

   Two types of IGP segments are defined, Prefix segments and Adjacency
   segments.  Prefix segments, by default, represent an ECMP-aware
   shortest-path to a prefix, as per the state of the IGP topology.
   Adjacency segments represent a hop over a specific adjacency between
   two nodes in the IGP.  A prefix segment is typically a multi-hop path
   while an adjacency segment, in most of the cases, is a one-hop path.
   [I-D.ietf-spring-segment-routing].

   When Segment Routing is enabled in a IGP domain, segments are
   advertised in the form of Segment Identifiers (SIDs).  The IGP link-
   state routing protocols have been extended to advertise SIDs and
   other SR-related information.  IGP extensions are described in: IS-IS
   [I-D.ietf-isis-segment-routing-extensions], OSPFv2
   [I-D.ietf-ospf-segment-routing-extensions] and OSPFv3
   [I-D.ietf-ospf-ospfv3-segment-routing-extensions].  Using these
   extensions, Segment Routing can be enabled within an IGP domain.
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                           +------------+
                           |  Consumer  |
                           +------------+
                                 ^
                                 |
                                 v
                       +-------------------+
                       |    BGP Speaker    |         +-----------+
                       | (Route-Reflector) |         | Consumer  |
                       +-------------------+         +-----------+
                             ^   ^   ^                       ^
                             |   |   |                       |
             +---------------+   |   +-------------------+   |
             |                   |                       |   |
             v                   v                       v   v
       +-----------+       +-----------+             +-----------+
       |    BGP    |       |    BGP    |             |    BGP    |
       |  Speaker  |       |  Speaker  |    . . .    |  Speaker  |
       +-----------+       +-----------+             +-----------+
             ^                   ^                         ^
             |                   |                         |
            IGP                 IGP                       IGP

                   Figure 1: Link State info collection

   Segment Routing (SR) allows advertisement of single or multi-hop
   paths.  The flooding scope for the IGP extensions for Segment routing
   is IGP area-wide.  Consequently, the contents of a Link State
   Database (LSDB) or a Traffic Engineering Database (TED) has the scope
   of an IGP area and therefore, by using the IGP alone it is not enough
   to construct segments across multiple IGP Area or AS boundaries.

   In order to address the need for applications that require
   topological visibility across IGP areas, or even across Autonomous
   Systems (AS), the BGP-LS address-family/sub-address-family have been
   defined to allow BGP to carry Link-State information.  The BGP
   Network Layer Reachability Information (NLRI) encoding format for
   BGP-LS and a new BGP Path Attribute called the BGP-LS attribute are
   defined in [RFC7752].  The identifying key of each Link-State object,
   namely a node, link, or prefix, is encoded in the NLRI and the
   properties of the object are encoded in the BGP-LS attribute.
   Figure Figure 1 describes a typical deployment scenario.  In each IGP
   area, one or more nodes are configured with BGP-LS.  These BGP
   speakers form an IBGP mesh by connecting to one or more route-
   reflectors.  This way, all BGP speakers (specifically the route-
   reflectors) obtain Link-State information from all IGP areas (and
   from other ASes from EBGP peers).  An external component connects to
   the route-reflector to obtain this information (perhaps moderated by
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   a policy regarding what information is or isn’t advertised to the
   external component).

   This document describes extensions to BGP-LS to advertise the SR
   information.  An external component (e.g., a controller) then can
   collect SR information in the "northbound" direction across IGP areas
   or ASes and construct the end-to-end path (with its associated SIDs)
   that need to be applied to an incoming packet to achieve the desired
   end-to-end forwarding.

2.  BGP-LS Extensions for Segment Routing

   This document defines IGP SR extensions BGP-LS TLVs and Sub-TLVs.
   Section 2.4 and Section 2.5 illustrates the equivalent TLVs and Sub-
   TLVs in IS-IS, OSPF and OSPFv3 protocols.

   BGP-LS [RFC7752] defines the BGP-LS NLRI that can be a Node NLRI, a
   Link NLRI or a Prefix NLRI.  The corresponding BGP-LS attribute is a
   Node Attribute, a Link Attribute or a Prefix Attribute.  BGP-LS
   [RFC7752] defines the TLVs that map link-state information to BGP-LS
   NLRI and the BGP-LS attribute.  This document adds additional BGP-LS
   attribute TLVs in order to encode SR information.

2.1.  Node Attributes TLVs

   The following Node Attribute TLVs are defined:

      +----------------+-----------------+----------+---------------+
      | TLV Code Point | Description     | Length   |       Section |
      +----------------+-----------------+----------+---------------+
      |      1034      | SR Capabilities | variable | Section 2.1.1 |
      |      1035      | SR Algorithm    | variable | Section 2.1.2 |
      |      1036      | SR Local Block  | variable | Section 2.1.3 |
      |      1037      | SRMS Preference | variable | Section 2.1.4 |
      +----------------+-----------------+----------+---------------+

                       Table 1: Node Attribute TLVs

   These TLVs can ONLY be added to the Node Attribute associated with
   the Node NLRI that originates the corresponding SR TLV.

2.1.1.  SR-Capabilities TLV

   The SR Capabilities sub-TLV has following format:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |               Type            |               Length          |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |      Flags    |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                  Range Size                   |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                SID/Label Sub-TLV (variable)                 //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      Type: TBD, suggested value 1034.

      Length: Variable.

      Flags: 1 octet of flags as defined in
      [I-D.ietf-isis-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

      One or more entries, each of which have the following format:

         Range Size: 3 octet value indicating the number of labels in
         the range.

         SID/Label sub-TLV (as defined in Section 2.3.7.2).

2.1.2.  SR-Algorithm TLV

   The SR-Algorithm TLV has the following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |            Type               |            Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |  Algorithm 1  |  Algorithm... |  Algorithm N |                |
   +-                                                             -+
   |                                                               |
   +                                                               +

   where:

      Type: TBD, suggested value 1035.

      Length: Variable.
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      Algorithm: 1 octet identifying the algorithm.

2.1.3.  SR Local Block TLV

   The SR Local Block (SRLB) Sub-TLV contains the range of labels the
   node has reserved for local SIDs.  Local SIDs are used, e.g., in IGP
   (IS-IS, OSPF) for Adjacency-SIDs, and may also be allocated by other
   components than IGP protocols.  As an example, an application or a
   controller may instruct a node to allocate a specific local SID.
   Therefore, in order for such applications or controllers to know the
   range of local SIDs available, it is required that the node
   advertises its SRLB.

   The SRLB TLV has the following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |               Type            |               Length          |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |      Flags    |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                  Range Size                   |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                SID/Label Sub-TLV (variable)                 //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      Type: TBD, suggested value 1036.

      Length: Variable.

      Flags: 1 octet of flags.  None are defined at this stage.

      One or more entries, each of which have the following format:

         Range Size: 3 octet value indicating the number of labels in
         the range.

         SID/Label sub-TLV (as defined in Section 2.3.7.2).

2.1.4.  SRMS Preference TLV

   The Segment Routing Mapping Server (SRMS) Preference sub-TLV is used
   in order to associate a preference with SRMS advertisements from a
   particular source.

Previdi, et al.            Expires May 3, 2017                  [Page 7]



Internet-Draft    BGP LS extensions for Segment Routing     October 2016

   The SRMS Preference sub-TLV has following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |   Type        |    Length     | Preference    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      Type: TBD, suggested value 1037.

      Length: 1.

      Preference: 1 octet.  Unsigned 8 bit SRMS preference.

   The use of the SRMS Preference TLV is defined in
   [I-D.ietf-isis-segment-routing-extensions].

2.2.  Link Attribute TLVs

   The following Link Attribute TLVs are are defined:

   +-----------+----------------------------+----------+---------------+
   |  TLV Code | Description                |   Length |       Section |
   |   Point   |                            |          |               |
   +-----------+----------------------------+----------+---------------+
   |    1099   | Adjacency Segment          | variable | Section 2.2.1 |
   |           | Identifier (Adj-SID) TLV   |          |               |
   |    1100   | LAN Adjacency Segment      | variable | Section 2.2.2 |
   |           | Identifier (Adj-SID) TLV   |          |               |
   +-----------+----------------------------+----------+---------------+

                       Table 2: Link Attribute TLVs

   These TLVs can ONLY be added to the Link Attribute associated with
   the link whose local node originates the corresponding TLV.

   For a LAN, normally a node only announces its adjacency to the IS-IS
   pseudo-node (or the equivalent OSPF Designated and Backup Designated
   Routers)[I-D.ietf-isis-segment-routing-extensions].  The LAN
   Adjecency Segment TLV allows a node to announce adjacencies to all
   other nodes attached to the LAN in a single instance of the BGP-LS
   Link NLRI.  Without this TLV, the corresponding BGP-LS link NLRI
   would need to be originated for each additional adjacency in order to
   advertise the SR TLVs for these neighbor adjacencies.

Previdi, et al.            Expires May 3, 2017                  [Page 8]



Internet-Draft    BGP LS extensions for Segment Routing     October 2016

2.2.1.  Adjacency SID TLV

   The Adjacency SID (Adj-SID) TLV has the following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |               Type            |              Length           |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   | Flags         |     Weight    |             Reserved          |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                   SID/Label/Index (variable)                  |
   +---------------------------------------------------------------+

   where:

      Type: TBD, suggested value 1099.

      Length: Variable.

      Flags. 1 octet field of following flags as defined in
      [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

      Weight: Weight used for load-balancing purposes.

      SID/Index/Label: Label or index value depending on the flags
      setting as defined in [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

2.2.2.  LAN Adjacency SID TLV

   The LAN Adjacency SID (LAN-Adj-SID-SID) has the following format:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |              Type             |            Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Flags     |     Weight    |            Reserved           |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |             OSPF Neighbor ID / IS-IS System-ID                |
   +                               +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                               |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                    SID/Label/Index (variable)                 |
   +---------------------------------------------------------------+

   where:

      Type: TBD, suggested value 1100.

      Length: Variable.

      Flags. 1 octet field of following flags as defined in
      [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

      Weight: Weight used for load-balancing purposes.

      SID/Index/Label: Label or index value depending on the flags
      setting as defined in [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

2.3.  Prefix Attribute TLVs

   The following Prefix Attribute TLVs and Sub-TLVs are defined:
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   +----------------+-----------------------+----------+---------------+
   | TLV Code Point | Description           |   Length | Section       |
   +----------------+-----------------------+----------+---------------+
   |      1158      | Prefix SID            | variable | Section 2.3.1 |
   |      1159      | Range                 | variable | Section 2.3.5 |
   |      1160      | Binding SID           | variable | Section 2.3.6 |
   |      1169      | IPv6 Prefix SID       | variable | Section 2.3.2 |
   |      1170      | IGP Prefix Attributes | variable | Section 2.3.3 |
   |      1171      | Source Router-ID      | variable | Section 2.3.4 |
   +----------------+-----------------------+----------+---------------+

                      Table 3: Prefix Attribute TLVs

   +------------+-------------------------+----------+-----------------+
   |  TLV Code  | Description             | Length   | Section         |
   |   Point    |                         |          |                 |
   +------------+-------------------------+----------+-----------------+
   |    1161    | SID/Label TLV           | variable | Section 2.3.7.2 |
   |    1162    | ERO Metric TLV          | 4 octets | Section 2.3.7.3 |
   |    1163    | IPv4 ERO TLV            | 8 octets | Section 2.3.7.4 |
   |    1164    | IPv6 ERO TLV            | 20       | Section 2.3.7.5 |
   |            |                         | octets   |                 |
   |    1165    | Unnumbered Interface ID | 12       | Section 2.3.7.6 |
   |            | ERO TLV                 |          |                 |
   |    1166    | IPv4 Backup ERO TLV     | 8 octets | Section 2.3.7.7 |
   |    1167    | IPv6 Backup ERO TLV     | 10       | Section 2.3.7.8 |
   |            |                         | octets   |                 |
   |    1168    | Unnumbered Interface ID | 12       | Section 2.3.7.9 |
   |            | Backup ERO TLV          |          |                 |
   +------------+-------------------------+----------+-----------------+

             Table 4: Prefix Attribute - Binding SID Sub-TLVs

2.3.1.  Prefix-SID TLV

   The Prefix-SID TLV can ONLY be added to the Prefix Attribute whose
   local node in the corresponding Prefix NLRI is the node that
   originates the corresponding SR TLV.

   The Prefix-SID has the following format:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |               Type            |            Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Flags     |   Algorithm   |           Reserved            |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                       SID/Index/Label (variable)              |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

      Type: TBD, suggested value 1158.

      Length: Variable

      Algorithm: 1 octet value identify the algorithm.

      SID/Index/Label: Label or index value depending on the flags
      setting as defined in [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

   The Prefix-SID TLV includes a Flags field.  In the context of BGP-LS,
   the Flags field format and the semantic of each individual flag MUST
   be taken from the corresponding source protocol (i.e.: the protocol
   of origin of the Prefix-SID being advertised in BGP-LS).

   IS-IS Prefix-SID flags are defined in
   [I-D.ietf-isis-segment-routing-extensions] section 2.1.

   OSPF Prefix-SID flags are defined in
   [I-D.ietf-ospf-segment-routing-extensions] section 5.

   OSPFv3 Prefix-SID flags are defined in
   [I-D.ietf-ospf-segment-routing-extensions] section 5.

2.3.2.  IPv6 Prefix-SID TLV

   The IPv6 Prefix-SID TLV can ONLY be added to the Prefix Attribute
   whose local node in the corresponding Prefix NLRI is the node that
   originates the corresponding SR TLV.

   The IPv6 Prefix-SID has the following format:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |            Type               |            Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |            Flags              |    Algorithm  |              //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+              //
   //                             Sub-TLVs                        //
   //                                                             //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

      Type: TBD, suggested value 1169.

      Length: 3 + length of Sub-TLVs.

      Flags: 2 octet field of flags.  None of them is defined at this
      stage.

      Algorithm: 1 octet value identify the algorithm as defined in
      [I-D.previdi-isis-ipv6-prefix-sid].

      Sub-TLVs: additional information encoded into the IPv6 Prefix-SID
      Sub-TLV as defined in [I-D.previdi-isis-ipv6-prefix-sid].

   The IPv6 Prefix-SID TLV is defined in
   [I-D.previdi-isis-ipv6-prefix-sid].

2.3.3.  IGP Prefix Attributes TLV

   The IGP Prefix Attribute TLV carries IPv4/IPv6 prefix attribute flags
   as defined in [RFC7684] and [RFC7794].

   The IGP Prefix Attribute TLV has the following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |            Type               |            Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                       Flags (variable)                      //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

      Type: TBD, suggested value 1170.
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      Length: variable.

      Flags: a variable length flag field (according to the length
      field).  Flags are routing protocol specific (OSPF and IS-IS).
      OSPF flags are defined in [RFC7684] and IS-IS flags are defined in
      [RFC7794].  The receiver of the BGP-LS update, when inspecting the
      IGP Prefix Attribute TLV, MUST check the Protocol-ID of the NLRI
      and refer to the protocol specification in order to parse the
      flags.

2.3.4.  Source Router Identifier (Source Router-ID) TLV

   The Source Router-ID TLV contains the IPv4 or IPv6 Router-ID of the
   originator as defined in [RFC7794].  While defined in the IS-IS
   protocol, the Source Router-ID TLV may be used to carry the OSPF
   Router-ID of the prefix originator.

   The Source Router-ID TLV has the following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |            Type               |            Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                  IPv4/IPv6 Address (Router-ID)              //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

      Type: TBD, suggested value 1171.

      Length: 4 or 16.

      IPv4/IPv6 Address: 4 octet IPv4 address or 16 octet IPv6 address.

   The semantic of the Source Router-ID TLV is defined in [RFC7794].

2.3.5.  Range TLV

   The Range TLV can ONLY be added to the Prefix Attribute whose local
   node in the corresponding Prefix NLRI is the node that originates the
   corresponding SR TLV.

   When the range TLV is used in order to advertise a path to a prefix
   or a range of prefix-to-SID mappings, the Prefix-NLRI the Range TLV
   is attached to MUST be advertised as a non-routing prefix where no
   IGP metric TLV (TLV 1095) is attached.
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   The format of the Range TLV is as follows:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |             Type              |             Length            |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Flags     | RESERVED      |             Range Size        |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                          Sub-TLVs                           //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

                        Figure 2: Range TLV format

      Type: 1159

      Length is 4.

      Flags: Only used when the source protocol is OSPF and defined in
      [I-D.ietf-ospf-segment-routing-extensions] section 4 and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions] section 4.

      Range Size: 2 octets as defined in
      [I-D.ietf-ospf-segment-routing-extensions] section 4.

   Within the Range TLV, the following SubTLVs are may be present:

      Binding SID TLV, defined in Section 2.3.6

      Prefix-SID TLV, defined in Section 2.3.1

      SID/Label TLV, defined in Section 2.3.7.2

2.3.6.  Binding SID TLV

   The Binding SID TLV can be used in two ways:

   o  as a sub-TLV of the Range TLV

   o  as a Prefix Attribute TLV

   The format of the Binding SID TLV is as follows:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |             Type              |          Length               |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Weight    |     Flags     |          RESERVED             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                        SubTLVs (variable)                   //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

                   Figure 3: Binding SID Sub-TLV format

      Type is 1160

      Length is variable

      Weight and Flags are mapped to Weight and Flags defined in
      [I-D.ietf-isis-segment-routing-extensions] section 2.4,
      [I-D.ietf-ospf-segment-routing-extensions] section 4 and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions] section 4.

      Sub-TLVs are defined in the following sections.

2.3.7.  Binding SID SubTLVs

   This section defines the Binding SID Sub-TLVs in BGP-LS to encode the
   equivalent Sub-TLVs defined in
   [I-D.ietf-isis-segment-routing-extensions],
   [I-D.ietf-ospf-segment-routing-extensions] and
   [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

   All ERO (Explicit Route Object) Sub-TLVs must immediately follow the
   (SID)/Label Sub-TLV.

   All Backup ERO Sub-TLVs must immediately follow the last ERO Sub-TLV.

2.3.7.1.  Binding SID Prefix-SID Sub-TLV

   When encoding IS-IS Mapping Server entries as defined in
   [I-D.ietf-isis-segment-routing-extensions] the Prefix-SID TLV defined
   in Section 2.3.1 is used as Sub-TLV in the Binding TLV.
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2.3.7.2.  SID/Label Sub-TLV

   The SID/Label TLV has following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |               Type            |            Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                      SID/Label (variable)                     |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

      Type: TBD, suggested value 1161.

      Length: Variable, 3 or 4 bytes

      SID/Label: If length is set to 3, then the 20 rightmost bits
      represent a label.  If length is set to 4, then the value
      represents a 32 bit SID.

      The receiving router MUST ignore the SID/Label Sub-TLV if the
      length is other then 3 or 4.

2.3.7.3.  ERO Metric Sub-TLV

   The ERO Metric Sub-TLV has following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |              Type             |             Length            |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                         Metric (4 octets)                     |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                         ERO Metric Sub-TLV format

   where:

      Type: TBD, suggested value 1162.

      Length: Always 4

      Metric: A 4 octet metric representing the aggregate IGP or TE path
      cost.
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2.3.7.4.  IPv4 ERO Sub-TLV

   The ERO Sub-TLV has following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |               Type            |            Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |      Flags    |                   Reserved                    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                        IPv4 Address (4 octets)                |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                          IPv4 ERO Sub-TLV format

   where:

      Type: TBD, suggested value 1163

      Length: 8 octets

      Flags: 1 octet of flags as defined in:
      [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

      IPv4 Address - the address of the explicit route hop.

2.3.7.5.  IPv6 ERO Sub-TLV

   The IPv6 ERO Sub-TLV has following format:
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       0                   1                   2                   3
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |              Type             |            Length             |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |      Flags    |                Reserved                       |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |                                                               |
      +-                                                             -+
      |                                                               |
      +-                         IPv6 Address                        -+
      |                                                               |
      +-                                                             -+
      |                                                               |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                          IPv6 ERO Sub-TLV format

   where:

      Type: TBD, suggested value 1164

      Length: 20 octets

      Flags: 1 octet of flags as defined in:
      [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

      IPv6 Address - the address of the explicit route hop.

2.3.7.6.  Unnumbered Interface ID ERO Sub-TLV

   The Unnumbered Interface-ID ERO Sub-TLV has following format:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |               Type            |              Length           |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Flags     |                  Reserved                     |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //        Router ID (IPv4, 4 octet or IPv6, 16 octets)         //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                           Interface ID                        |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

                Unnumbered Interface ID ERO Sub-TLV format

      Type: TBD, suggested value 1165.

      Length: Variable (12 for IPv4 Router-ID or 24 for IPv6 Router-ID).

      Flags: 1 octet of flags as defined in:
      [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

      Router-ID: Router-ID of the next-hop.

      Interface ID: is the identifier assigned to the link by the router
      specified by the Router-ID.

2.3.7.7.  IPv4 Backup ERO Sub-TLV

   The IPv4 Backup ERO Sub-TLV has following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |              Type             |             Length            |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   | Flags         |                     Reserved                  |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                    IPv4 Address (4 octets)                    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                      IPv4 Backup ERO Sub-TLV format

   where:
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      Type: TBD, suggested value 1166.

      Length: 8 octets

      Flags: 1 octet of flags as defined in:
      [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

      IPv4 Address: Address of the explicit route hop.

2.3.7.8.  IPv6 Backup ERO Sub-TLV

   The IPv6 Backup ERO Sub-TLV has following format:

       0                   1                   2                   3
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |              Type             |            Length             |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |      Flags      |                   Reserved                  |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |                                                               |
      +-                                                             -+
      |                                                               |
      +-                         IPv6 Address                        -+
      |                                                               |
      +-                                                             -+
      |                                                               |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                      IPv6 Backup ERO Sub-TLV format

   where:

      Type: TBD, suggested value 1167.

      Length: 8 octets

      Flags: 1 octet of flags as defined in:
      [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

      IPv6 Address: Address of the explicit route hop.
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2.3.7.9.  Unnumbered Interface ID Backup ERO Sub-TLV

   The Unnumbered Interface-ID Backup ERO Sub-TLV has following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                Type           |             Length            |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |      Flags    |                   Reserved                    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //        Router ID (IPv4, 4 octet or IPv6, 16 octets)         //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                           Interface ID                        |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

             Unnumbered Interface ID Backup ERO Sub-TLV format

   where:

      Type: TBD, suggested value 1168.

      Length: Variable (12 for IPv4 Router-ID or 24 for IPv6 Router-ID).

      Flags: 1 octet of flags as defined in:
      [I-D.ietf-isis-segment-routing-extensions],
      [I-D.ietf-ospf-segment-routing-extensions] and
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions].

      Router-ID: Router-ID of the next-hop.

      Interface ID: Identifier assigned to the link by the router
      specified by the Router-ID.

2.4.  Equivalent IS-IS Segment Routing TLVs/Sub-TLVs

   This section illustrate the IS-IS Segment Routing Extensions TLVs and
   Sub-TLVs mapped to the ones defined in this document.

   The following table, illustrates for each BGP-LS TLV, its equivalence
   in IS-IS.
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   +-----------+------------------------------+----------+-------------+
   |  TLV Code | Description                  | Length   | IS-IS TLV   |
   |   Point   |                              |          | /Sub-TLV    |
   +-----------+------------------------------+----------+-------------+
   |    1034   | SR Capabilities              | variable | 2 [1]       |
   |    1035   | SR Algorithm                 | variable | 19 [2]      |
   |    1099   | Adjacency Segment Identifier | variable | 31 [3]      |
   |           | (Adj-SID) TLV                |          |             |
   |    1100   | LAN Adjacency Segment        | variable | 32 [4]      |
   |           | Identifier (LAN-Adj-SID) TLV |          |             |
   |    1158   | Prefix SID                   | variable | 3 [5]       |
   |    1160   | Binding SID                  | variable | 149 [6]     |
   |    1161   | SID/Label TLV                | variable | 1 [7]       |
   |    1162   | ERO Metric TLV               | 4 octets | 10 [8]      |
   |    1163   | IPv4 ERO TLV                 | 5 octets | 11 [9]      |
   |    1164   | IPv6 ERO TLV                 | 17       | 12 [10]     |
   |           |                              | octets   |             |
   |    1165   | Unnumbered Interface ID ERO  | variable | 13 [11]     |
   |           | TLV                          |          |             |
   |    1166   | IPv4 Backup ERO TLV          | 5 octets | 14 [12]     |
   |    1167   | IPv6 Backup ERO TLV          | 17       | 15 [13]     |
   |           |                              | octets   |             |
   |    1168   | Unnumbered Interface ID      | variable | 16 [14]     |
   |           | Backup ERO TLV               |          |             |
   |    1169   | IPv6 Prefix SID              | variable | 5 [15]      |
   |    1170   | IGP Prefix Attributes        | variable | 4 [16]      |
   |    1171   | Source Router ID             | variable | 11/12 [17]  |
   +-----------+------------------------------+----------+-------------+

          Table 5: IS-IS Segment Routing Extensions TLVs/Sub-TLVs

2.5.  Equivalent OSPF/OSPFv3 Segment Routing TLVs/Sub-TLVs

   This section illustrate the OSPF and OSPFv3 Segment Routing
   Extensions TLVs and Sub-TLVs mapped to the ones defined in this
   document.

   The following table, illustrates for each BGP-LS TLV, its equivalence
   in OSPF and OSPFv3.
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   +------------+-----------------------------+----------+-------------+
   |  TLV Code  | Description                 | Length   | OSPF TLV    |
   |   Point    |                             |          | /Sub-TLV    |
   +------------+-----------------------------+----------+-------------+
   |    1034    | SR Capabilities             | variable | 9 [18]      |
   |    1035    | SR Algorithm                | variable | 8 [19]      |
   |    1099    | Adjacency Segment           | variable | 2 [20]      |
   |            | Identifier (Adj-SID) TLV    |          |             |
   |    1100    | LAN Adjacency Segment       | variable | 3 [21]      |
   |            | Identifier (Adj-SID) TLV    |          |             |
   |    1158    | Prefix SID                  | variable | 2 [22]      |
   |    1161    | SID/Label TLV               | variable | 1 [23]      |
   |    1162    | ERO Metric TLV              | 4 octets | 8 [24]      |
   |    1163    | IPv4 ERO TLV                | 8 octets | 4 [25]      |
   |    1165    | Unnumbered Interface ID ERO | 12       | 5 [26]      |
   |            | TLV                         | octets   |             |
   |    1166    | IPv4 Backup ERO TLV         | 8 octets | 6 [27]      |
   |    1167    | Unnumbered Interface ID     | 12       | 7 [28]      |
   |            | Backup ERO TLV              | octets   |             |
   |    1167    | Unnumbered Interface ID     | 12       | 7 [29]      |
   |            | Backup ERO TLV              | octets   |             |
   +------------+-----------------------------+----------+-------------+

          Table 6: OSPF Segment Routing Extensions TLVs/Sub-TLVs

Previdi, et al.            Expires May 3, 2017                 [Page 24]



Internet-Draft    BGP LS extensions for Segment Routing     October 2016

   +------------+----------------------------+----------+--------------+
   |  TLV Code  | Description                | Length   | OSPFv3 TLV   |
   |   Point    |                            |          | /Sub-TLV     |
   +------------+----------------------------+----------+--------------+
   |    1034    | SR Capabilities            | variable | 9 [30]       |
   |    1035    | SR Algorithm               | variable | 8 [31]       |
   |    1099    | Adjacency Segment          | variable | 5 [32]       |
   |            | Identifier (Adj-SID) TLV   |          |              |
   |    1100    | LAN Adjacency Segment      | variable | 6 [33]       |
   |            | Identifier (Adj-SID) TLV   |          |              |
   |    1158    | Prefix SID                 | variable | 4 [34]       |
   |    1161    | SID/Label TLV              | variable | 3 [35]       |
   |    1162    | ERO Metric TLV             | 4 octets | 8 [36]       |
   |    1163    | IPv4 ERO TLV               | 8 octets | 9 [37]       |
   |    1164    | IPv6 ERO TLV               | 20       | 8 [38]       |
   |            |                            | octets   |              |
   |    1165    | Unnumbered Interface ID    | 12       | 11 [39]      |
   |            | ERO TLV                    | octets   |              |
   |    1166    | IPv4 Backup ERO TLV        | 8 octets | 12 [40]      |
   |    1167    | IPv6 Backup ERO TLV        | 20       | 13 [41]      |
   |            |                            | octets   |              |
   |    1167    | Unnumbered Interface ID    | 12       | 14 [42]      |
   |            | Backup ERO TLV             | octets   |              |
   +------------+----------------------------+----------+--------------+

         Table 7: OSPFv3 Segment Routing Extensions TLVs/Sub-TLVs

3.  Procedures

   The following sections describe the different operations for the
   propagation of SR TLVs into BGP-LS.

3.1.  Advertisement of a IS-IS Prefix SID TLV

   The advertisement of a IS-IS Prefix SID TLV has following rules:

      The IS-IS Prefix-SID is encoded in the BGP-LS Prefix Attribute
      Prefix-SID as defined in Section 2.3.1.  The flags in the Prefix-
      SID TLV have the semantic defined in
      [I-D.ietf-isis-segment-routing-extensions] section 2.1.

3.2.  Advertisement of a OSPF/OSPFv3 Prefix-SID TLV

   The advertisement of a OSPF/OSPFv3 Prefix-SID TLV has following
   rules:

      The OSPF (or OSPFv3) Prefix-SID is encoded in the BGP-LS Prefix
      Attribute Prefix-SID as defined in Section 2.3.1.  The flags in
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      the Prefix-SID TLV have the semantic defined in
      [I-D.ietf-ospf-segment-routing-extensions] section 5 or
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions] section 5.

3.3.  Advertisement of a range of prefix-to-SID mappings in OSPF

   The advertisement of a range of prefix-to-SID mappings in OSPF has
   following rules:

      The OSPF/OSPFv3 Extended Prefix Range TLV is encoded in the BGP-LS
      Prefix Attribute Range TLV as defined in Section 2.3.5.  The flags
      of the Range TLV have the semantic mapped to the definition in
      [I-D.ietf-ospf-segment-routing-extensions] section 4 or
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions] section 4.  The
      Prefix-SID from the original OSPF Prefix SID Sub-TLV is encoded
      using the BGP-LS Prefix Attribute Prefix-SID as defined in
      Section 2.3.1 with the flags set according to the definition in
      [I-D.ietf-ospf-segment-routing-extensions] section 5 or
      [I-D.ietf-ospf-ospfv3-segment-routing-extensions] section 5.

3.4.  Advertisement of a range of IS-IS SR bindings

   The advertisement of a range of IS-IS SR bindings has following
   rules:

      In IS-IS the Mapping Server binding ranges are advertised using
      the Binding TLV.  The IS-IS Binding TLV is encoded in the BGP-LS
      Prefix Attribute Range TLV as defined in Section 2.3.5 using the
      Binding Sub-TLV as defined in Section 2.3.6.  The flags in the
      Range TLV are all set to zero on transmit and ignored on
      reception.  The range value from the original IS-IS Binding TLV is
      encoded in the Range TLV "Range" field.

3.5.  Advertisement of a path and its attributes from IS-IS protocol

   The advertisement of a Path and its attributes is described in
   [I-D.ietf-isis-segment-routing-extensions] section 2.4 and has
   following rules:

      The original Binding SID TLV (from IS-IS) is encoded into the BGP-
      LS Range TLV defined in Section 2.3.5 using the Binding Sub-TLV as
      defined in Section 2.3.6.  The set of Sub-TLVs from the original
      IS-IS Binding TLV are encoded as Sub-TLVs of the BGP-LS Binding
      TLV as defined in Section 2.3.6.  This includes the SID/Label TLV
      defined in Section 2.3.
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3.6.  Advertisement of a path and its attributes from OSPFv2/OSPFv3
      protocol

   The advertisement of a Path and its attributes is described in
   [I-D.ietf-ospf-segment-routing-extensions] section 6 and
   [I-D.ietf-ospf-ospfv3-segment-routing-extensions] section 6 and has
   following rules:

      Advertisement of a path for a single prefix: the original Binding
      SID TLV (from OSPFv2/OSPFv3) is encoded into the BGP-LS Prefix
      Attribute Binding TLV as defined in Section 2.3.6.  The set of
      Sub-TLVs from the original OSPFv2/OSPFv3 Binding TLV are encoded
      as Sub-TLVs of the BGP-LS Binding TLV as defined in Section 2.3.6.
      This includes the SID/Label TLV defined in Section 2.3.

      Advertisement of an SR path for range of prefixes: the OSPF/OSPFv3
      Extended Prefix Range TLV is encoded in the BGP-LS Prefix
      Attribute Range TLV as defined in Section 2.3.5.  The original
      OSPFv2/OSPFv3 Binding SID TLV is encoded into the BGP-LS Binding
      Sub-TLV as defined in Section 2.3.6.  The set of Sub-TLVs from the
      original OSPFv2/OSPFv3 Binding TLV are encoded as Sub-TLVs of the
      BGP-LS Binding TLV as defined in Section 2.3.6.  This includes the
      SID/Label TLV defined in Section 2.3.

4.  IANA Considerations

   This document requests assigning code-points from the registry for
   BGP-LS attribute TLVs based on table Table 8.

4.1.  TLV/Sub-TLV Code Points Summary

   This section contains the global table of all TLVs/Sub-TLVs defined
   in this document.
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   +-----------+--------------------------+----------+-----------------+
   |  TLV Code | Description              | Length   |         Section |
   |   Point   |                          |          |                 |
   +-----------+--------------------------+----------+-----------------+
   |    1034   | SR Capabilities          | variable |   Section 2.1.1 |
   |    1035   | SR Algorithm             | variable |   Section 2.1.2 |
   |    1036   | SR Local Block           | variable |   Section 2.1.3 |
   |    1037   | SRMS Preference          | variable |   Section 2.1.4 |
   |    1099   | Adjacency Segment        | variable |   Section 2.2.1 |
   |           | Identifier (Adj-SID) TLV |          |                 |
   |    1100   | LAN Adjacency Segment    | variable |   Section 2.2.2 |
   |           | Identifier (Adj-SID) TLV |          |                 |
   |    1158   | Prefix SID               | variable |   Section 2.3.1 |
   |    1159   | Range                    | variable |   Section 2.3.5 |
   |    1160   | Binding SID              | variable |   Section 2.3.6 |
   |    1161   | SID/Label TLV            | variable | Section 2.3.7.2 |
   |    1162   | ERO Metric TLV           | 4 octets |          1 [43] |
   |    1163   | IPv4 ERO TLV             | 8 octets |          1 [44] |
   |    1164   | IPv6 ERO TLV             | 20       |          1 [45] |
   |           |                          | octets   |                 |
   |    1165   | Unnumbered Interface ID  | 12       |          1 [46] |
   |           | ERO TLV                  | octets   |                 |
   |    1166   | IPv4 Backup ERO TLV      | 8 octets |          1 [47] |
   |    1167   | IPv6 Backup ERO TLV      | 20       |          1 [48] |
   |           |                          | octets   |                 |
   |    1168   | Unnumbered Interface ID  | 12       |          1 [49] |
   |           | Backup ERO TLV           | octets   |                 |
   |    1169   | IPv6 Prefix SID          | variable |   Section 2.3.2 |
   |    1170   | IGP Prefix Attributes    | variable |   Section 2.3.3 |
   |    1171   | Source Router-ID         | variable |   Section 2.3.4 |
   +-----------+--------------------------+----------+-----------------+

             Table 8: Summary Table of TLV/Sub-TLV Codepoints

5.  Manageability Considerations

   This section is structured as recommended in [RFC5706].

5.1.  Operational Considerations

5.1.1.  Operations

   Existing BGP and BGP-LS operational procedures apply.  No additional
   operation procedures are defined in this document.
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6.  Security Considerations

   Procedures and protocol extensions defined in this document do not
   affect the BGP security model.  See the ’Security Considerations’
   section of [RFC4271] for a discussion of BGP security.  Also refer to
   [RFC4272] and [RFC6952] for analysis of security issues for BGP.
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Abstract

   BGP’s primary feature extension mechanism, Optional-Transitive Path
   Attributes, has proven to be a successful mechanism to permit BGP to
   be extended.  In order to ease various issues during the development
   of new BGP features, this document proposes an extended experimental
   Path Attribute to carry prototype features.

Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" are to
   be interpreted as described in [RFC2119] only when they appear in all
   upper case.  They may also appear in lower or mixed case as English
   words, without normative meaning.
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   provisions of BCP 78 and BCP 79.
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   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."

   This Internet-Draft will expire on September 2, 2017.
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   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
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1.  Introduction

   BGP’s [RFC4271] primary feature extension mechanism, Optional-
   Transitive Path Attributes, has proven to be a successful mechanism
   to permit BGP to be extended.  It permits implementations to
   propagate unknown Path Attributes without understanding their
   contents, so long as they are syntactically valid.

   Path Attributes are encoded in BGP UPDATE messages using a single
   octet code-point.  While this code-point space is relatively small,
   the rate at which new BGP features are introduced has proven to be
   slow enough that the potential for exhaustion has not been a
   significant concern more than twenty years into the deployment of
   BGP-4.  This code point space is managed by IANA under the Standards
   Action policy [RFC5226], one of the more restrictive policies in
   IETF’s repertoire.  Early allocation [RFC7120] provides some latitude
   for allocation of these code points compared to the original RFC 5226
   policy, but is reserved for features that are considered
   appropriately stable.

   Development work on the BGP protocol often requires a code point be
   assigned to a feature in progress.  While code point 255 has been
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   reserved to be Experimental ([RFC2042]), developers will often face
   collisions when attempting to do development on more than a single
   in-progress feature.  Once the feature has reached a level of
   stability, early allocation should be strongly pursued.  It may take
   some time, however, for features to reach that level of stability.

   Due to the general difficulty of getting a public code point during
   the development process, code point "squatting" (use of a code point
   that has not been officially allocated) is unfortunately common.  In
   many cases, this is done completely internally and has no impact on
   the Internet.  But sometimes accidents happen and pre-release
   features ship.  Prior to the deployment of the Revised BGP Error
   Handling Procedures [RFC7606], this could often be disastrous as
   different features, or different versions of the same feature,
   collided with each other and were interpreted as syntax errors and
   caused BGP peering sessions to reset per RFC 4271 error handling
   procedures.  While it is less disastrous for such collisions to
   happen in terms of stability of the Internet, what’s needed is a way
   for BGP protocol development to proceed with a little more safety.

   This document proposes a new BGP Path Attribute, the BGP Extended
   Experimental Path Attribute.  This Attribute is intended to be used
   solely for BGP Protocol development and is not intended to replace
   the allocation policies for the BGP Protocol.

2.  Extended Experimental Path Attribute

   The Extended Experimental Path Attribute is an Optional-Transitive
   Path Attribute with a code of TBD.  Its contents are a series of TLVs
   in the following format:

       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |     Implementor IANA Private Enterprise Number (4 octets)     |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |       Implementor Feature Code Point Number (4 octets)        |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |   Version Number (2 octets)   |  Feature Length (2 octets)    |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |               Feature Data (0 or more octets)                 |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   o  Implementor IANA Private Enterprise Number is a Private Enterprise
      Number (PEN) assigned by IANA.  [IANA-PEN]
   o  Feature Code Point Number is a code point space under the control
      of the holder of the PEN.
   o  Version Number is an unsigned number intended to convey the
      version of the feature covered by the Feature Code Point Number
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      for the implementor.  Implementors are encouraged to sequentially
      number versions of their feature beginning at 1.
   o  Feature Length is the length of the Feature Data.
   o  Feature Data will be encoded as a BGP Path Attribute value for the
      experimental feature.

3.  Usage

   A BGP implementor intending to introduce a new standards oriented
   Path Attribute will select a code point number for their new Path
   Attribute and assign an initial Version Number.  Whenever the format
   of the feature needs to change, the Version Number MUST also change.
   This prevents implementations understanding different versions of a
   pre-standards feature from improperly parsing the attribute.

   BGP Experimental features MUST require explicit configuration to
   recognize a specific Feature Code Point Number, for a given Version
   Number, for a given PEN.  If such configuration is not present, the
   TLV MUST be ignored.

   BGP Experimental features SHOULD NOT carry more than one Version
   Number of the same Feature Code Point in a given UPDATE.
   Implementations are encouraged to strip inconsistent Version Numbered
   TLVs for a given feature when appropriate.  For example, if the BGP
   speaker is configured to support Version Number 2 of an experimental
   feature, it may discard all TLVs for the Feature Code Point Number
   that are not 2.

   BGP implementations supporting the Extended Experimental Path
   Attribute SHOULD strip this attribute by default on external BGP
   sessions.  Explicit configuration SHOULD be required to permit a
   given PEN+FCPN+VN tuple into the network.

4.  Error Handling

   If the Extended Experimental Path Attribute is determined to be
   syntactically invalid, the Attribute discard behavior from [RFC7606]
   MUST be used.

5.  Moving to an Allocated Code Point

   Once an evolving BGP protocol feature reaches a reasonable level of
   stability, implementations MUST move to a Path Attribute Code Point
   allocated using the IETF sanctioned procedures.  Implementors that
   publish their PEN+FCN+VN allocations for a given version of their
   feature in progress are recommended to publish this binding as part
   of their allocation request to enable short term backward
   compatibility with their experimental work.
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   While it is possible for implementations of a new feature to rely on
   experimental deployment for some time, the procedures noted in
   Section 3 are intended to discourage this behavior by making inter-
   domain distribution of the experiment fail by default.

6.  Security Considerations

   This document does not introduce any new security considerations into
   the BGP-4 protocol.  While the injection of unknown or badly
   formatted Optional-Transitive Path Attributes has been and remains an
   issue impacting the stability of the Internet, this proposal doesn’t
   increase exposure to that issue.  It is rather expected that this
   proposal helps remediate the accidental attack surface that
   incremental BGP protocol work exposes to the Internet at large.

   [RFC7606] has mitigated the majority of the issues mentioned in the
   prior paragraph.  See that RFC for further information on the history
   of the problem.

7.  IANA Considerations

   This document is primarily about issues related to IANA
   Considerations.  At some point, IANA will be requested to assign a
   BGP Path Attribute Code number, referenced as TBD early in the
   document.
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Appendix A.  Comparisons to Other Features

   Astute readers will note that this is not the first time BGP Path
   Attributes have been "tunneled" inside of other Path Attributes.
   [RFC6368] provided a mechanism by which an entire set of Path
   Attributes could be tunneled inside of attribute 128 for purposes of
   transparently passing received BGP Path Attributes in an Internet
   Layer 3 VPN context from one Customer Edge (CE) router to another.
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   [RFC6368] suffered from two issues:

   1.  During its initial development, 4-byte AS numbers were starting
       to be deployed.  This lead to a change in the packet format of
       the feature to accommodate the 4-byte ASes instead of the
       previous 2-byte versions.
   2.  While this feature was intended solely to be used in a VPN
       context, implementations that did not understand it similarly did
       not strip it.  This caused the VPN routes to carry attribute 128
       in an Internet context after they were delivered to the target CE
       router.

   Due to these two issues, routes containing one version of this
   feature that "escaped into the wild" eventually to be received by
   other BGP speakers supporting a different version of the feature.
   Each version would treat their opposite’s encoding as a syntax error.
   This resulted in BGP peering sessions being reset.  This, and other
   similar issues, was a motivation for [RFC6368].

   The second issue noted above is the motivation for
   [I-D.ietf-idr-bgp-attribute-announcement].

Appendix B.  Discussion to this Date

   This proposal was originally well-received on the IDR mailing list
   and during its presentation at IETF.  Comments included comparison to
   existing mechanisms in LDP and IS-IS; Hannes Gredler notes that the
   IS-IS feature is not used.

   Another set of comments revolved around the structured format of the
   PEN+FCN+VN and "why couldn’t we simply have a very large first-come,
   first-served code space".  While the author agrees that this would
   serve a very similar behavior, the author’s belief after further
   consideration is that:

   o  Involving IANA, even when the process is very light weight, is
      part of our existing issue.  The Enterprise numbering space
      permits completely internal management during development of new
      features.
   o  There is no fundamental "burden" of multiple implementors
      rendezvousing around a common PEN+FCN+VN during interoperability
      testing.  The motivation after such testing should be to request a
      valid BGP Path Attribute code point using existing IETF
      procedures.

   Another comment was about the possibility of utilizing this mechanism
   as a long-term private BGP Path Attribute feature.  Such behavior may
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   be a valid use case, however, there remains a need to provide for
   automatic filtering of experimental work.

   This brings the final comment that both this new Path Attribute and
   potentially each of the experiments in the Feature Data should be
   covered by [I-D.ietf-idr-bgp-attribute-announcement] or something
   similar.  This would include additional procedure to provide for
   remote filtering of the TLVs defined in this document.  Progressing
   this document, and the use case of long term private Path Attributes
   as noted in the prior section, should be considered after the
   attribute-announcement draft receives further feedback.
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Abstract

   [RFC2918] defines a route refresh capability to be exchanged between
   BGP speakers.  BGP speakers that support this capability are
   advertising that they can resend the entire BGP Adj-RIB-Out on
   receipt of a refresh request.  By supporting this capability, BGP
   speakers are more flexible in applying any inbound routing policy
   changes as they no longer have to store received routes in their
   unchanged form or reset the session when an inbound routing policy
   change occurs.  The route refresh capability is advertised per AFI,
   SAFI combination.

   There are newer AFI, SAFI types that have been introduced to BGP that
   support a variety of route types (e.g.  IPv4/MVPN, L2VPN/EVPN).
   Currently, there is no way to request a subset of routes in a Route
   Refresh message for a given AFI, SAFI.  This draft defines route
   refresh capability extensions that help BGP speakers to request a
   subset of routes for a given address family.  This is expected to
   reduce the amount of update traffic being generated by route refresh
   requests as well as lessen the burden on the router servicing such
   requests.

Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.

   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at http://datatracker.ietf.org/drafts/current/.

   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."
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1.  Introduction

   [RFC2918] defines a route refresh capability to be exchanged between
   BGP speakers.  BGP speakers that support this capability are
   advertising that they can resend the entire BGP Adj-RIB-Out on
   receipt of a refresh request.  By supporting this capability, BGP
   speakers are more flexible in applying inbound routing policy changes
   as they no longer have to store copies of received routes in their
   unchanged form or reset the session when an inbound routing policy
   change occurs.  The route refresh capability is advertised per AFI,
   SAFI combination.

   Route refresh allows routers to dynamically request a full Adj-RIB-
   Out update from their peers when there’s an inbound routing policy
   change.  This is useful because routers that mutually support this
   capability no longer have to flap the peering session or store an
   extra copy of received routes in their original form.  This helps by
   reducing memory requirements as well as eliminating the unnecessary
   churn caused by session flaps.  [RFC2918] does not define a way for
   routers to request a subset of the Adj-RIB-Out for a given AFI, SAFI.

   This draft defines new extensions to route refresh that will allow
   requesting routers to ask for a subset of the Adj-RIB-Out for a given
   AFI, SAFI combination.  For example, routers could ask for specific
   route types from those address families that support multiple route
   types or, they could ask for a specific prefix.

   As part of the new extensions, this draft combines elements of
   [RFC7313] and [RFC5291] and adds a new set of options to the route
   refresh message that will specify filters that can be applied to
   limit the scope of the refresh being requested.  The new option
   format will apply to all new option types that may be defined moving
   forward.

1.1.  Use Case Examples

   The authors acknowledge that while the extensions being proposed in
   this draft could potentially be addressed by Route Target Constrain
   described in [RFC4684] by using route targets to identify desired
   subset of routes, this proposal includes address families where RT
   Constrain extension is not supported and avoids the necessity to
   assign and manage the route targets per desired set of routes.  The
   approach in this draft is intended to be a single-hop refresh only,
   i.e., propagation of the refreshes in a way similar to RT Constrain
   routes is NOT intended.
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   Several possible use cases are discernible today:

   o  The capacity to refresh routes of a certain type within an address
      family is needed, e.g., auto discovery routes within the EVPN AF
      [RFC7432].

   o  In VPN scenarios where RT Constrain is not supported or
      configured, RDs can be used.

   o  In BGP LS [RFC7752] cases a speaker may choose to hold only a
      subset of routes and depending on configuration request a subset
      of routes.  This document could provide further filters to support
      those use cases.

   o  On changes in inbound policy, when previously configured filters
      have been removed, only the according subset of routes may be
      requested.

2.  Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].

3.  Route Refresh Options Capability

   A BGP speaker will use the BGP Capabilities Advertisement [RFC5492]
   to advertise the Route Refresh Options Capability to its peers.  This
   new capability will be advertised using the Capability code [TBD]
   with a capability length of 0.

   By advertising the Route Refresh Options Capability to a peer, a BGP
   speaker indicates that it is capable of receiving and processing the
   route refresh options described below.  This new capability can be
   advertised along with the Enhanced Route Refresh Capability described
   in [RFC7313].  However, if the Route Refresh Options Capability has
   been negotiated by both sides of the BGP session, then it will
   override the Enhanced Route Refresh Capability.

4.  Route Refresh Sub-Types

   [RFC7313] defines route refresh BGP message sub-types that utilize
   the "Reserved" field of the Route Refresh message originally defined
   in [RFC2918].  Currently, there are three sub-types defined and this
   draft proposes three additional sub-types which will be used to
   indicate a Route Refresh message that includes options before any ORF
   field of the Route Refresh message as well as BoRR and EoRR Route
   Refresh messages with options.
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                0 - Normal route refresh request [RFC2918]
                    with/without Outbound Route Filtering (ORF) [RFC5291]
                1 - Demarcation of the beginning of a route refresh
                    (BoRR) operation
                2 - Demarcation of the ending of a route refresh
                    (EoRR) operation
              + 3 - Route Refresh request with options and optional
                    ORF [RFC5291]
              + 4 - BoRR with options
              + 5 - EoRR with options
              255 - Reserved

   When the Route Refresh Options Capability has been negotiated by both
   sides of a BGP session, both peers MUST use message types 3, 4 and 5.
   The requesting speaker MUST use the refresh ID for all refresh
   requests including those without any options, i.e., requests for the
   full BGP Adj-RIB-Out.

   The Route Refresh Request Message with options will now be formatted
   as shown below

         0               1               2               3
         0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
        |           A F I               |     Res.      |   S A F I     |
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
        |    Total Option Length        |      Refresh ID#      | Flags |
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
        |                 One or more Route Refresh Options             |
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

5.  Route Refresh Option format

   [RFC2918] defines the route refresh BGP message that includes only
   the AFI, SAFI of the routes being requested.  This draft proposes
   extending the basic message by including options that will indicate
   to the remote BGP speaker that a subset of the entire Adj-RIB-Out is
   being requested.  The remote BGP speaker will select routes that
   match the specified options and the flag settings.

   As described in the previous section, the options will be added to
   the Route Refresh message before the ORF field of the message.
   Outbound Route Filtering is described in [RFC5291].  The options will
   assume the following format
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         0               1               2               3
         0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
        |      Length Of Options Field  |  Refresh ID#          | Flags |
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
        |           One or more Route Refresh Options                   |
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

6.  Route Refresh Option Length

   The Option Length field will occupy the two octets immediately
   following the Route Refresh message containing the AFI, SAFI and sub-
   type.  The purpose of this field is to allow the BGP speaker to
   calculate the length of any attached ORF fields by subtracting the
   Option Length from the Route Refresh message length.

7.  Route Refresh ID

   The Refresh ID field will occupy twelve bits following the Route
   Refresh Options Length.  It is a value assigned by the requesting BGP
   speaker.  It MUST be a strictly monotonically increasing number per
   peer AFI and SAFI and will be comparable using the calculations
   standardized in [RFC1982].  The purpose of this field is to allow the
   requesting BGP speaker to correlate concurrent, overlapping refresh
   requests and ultimately delete correct stale routes.  The Refresh ID
   MUST be reflected in the BoRR and EoRR messages sent by the BGP
   speaker servicing the refresh request.

   A Refresh ID value MUST NOT be reused until an EoRR with this ID has
   been received by the requesting speaker or the last resort time has
   expired.  The behavior is unspecified otherwise.  More specifically,
   defining the interval [ LID, HID ] by the values

           LID = MAX(lowest requested Refresh ID# without BoRR,
                     lowest received BoRR without EoRR)

   and

                    HID = highest requested Refresh ID#

   the requesting speaker MUST only use values V where V > LID and V >
   HID under [RFC1982].

   Value of 0 SHOULD NOT be used as Refresh ID.
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   The sending speaker MUST NOT reorder the BoRR messages on sending in
   case it received multiple requests, i.e., the BoRRs MUST follow in
   the same sequence as the requested Route Refresh IDs.

8.  Route Refresh Option Flags

   This draft defines route refresh option flags to

   o  specify whether the receiving BGP speaker MUST logically OR the
      attached options or logically AND them.  When the flag is clear,
      the router on the receiving end SHOULD logically AND the options
      and only refresh routes that match all received options.  If the
      option flag is set, the router SHOULD select routes that match
      using a logical OR of the options.  In any case the set of routes
      sent between the according BoRR and EoRR MUST contain at least the
      logically requested set.

   o  indicate that the receiving BGP speaker MUST clear immediately all
      the received Route Refresh Requests with Options, either pending
      or being processed.  EoRRs MUST NOT be sent.  The Refresh ID# on
      the request is free of restrictions and MUST be set as first
      number in the sequence number space per [RFC1982].  The C flag
      MUST NOT be set on BoRR or EoRR messages and CAN be used only with
      refresh requests.

   The precise format is indicated below

                0 1 2 3 4 5 6 7
               +-+-+-+-+-+-+-+-+
               |  .... |C|O| R |
               +-+-+-+-+-+-+-+-+

               C    Clear pending requests and reset Refresh ID# space.

               O    Use logical OR of attached options

               R    Reserved bits

9.  Route Refresh Options

   This draft introduces new options carried within the Route Refresh
   message as shown in the following figure

         0               1               2               3
         0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
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        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
        |   Type        |            Length             |     Value     |
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
        |                  Value (cont’d).                              |
        +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   The option Type is a 1 octet field that uniquely identifies
   individual options.  The Length is a 2 octet field that contains the
   length of the option Value field in octets.  The option Value is a
   variable length field that is interpreted according to the value of
   the option Type field.

   The following types are being defined in this draft and additional
   types can be defined subsequently as needed

                     + 1 - Route Type
                     + 2 - NLRI Prefix
                     + 3 - Route Distinguisher Prefix

   The Route Type option would specify a particular route type that is
   being requested.  This option applies specifically to those AFI/SAFI
   combinations that support multiple route types, e.g.  L2VPN/EVPN and
   MUST be otherwise ignored.  The value field would be the route type
   specifying which route type was being requested.  The length of the
   option depends on the AFI/SAFI.

   The NLRI Prefix option would specify a request for all matching
   address prefixes with their lengths equal to or greater than the
   specified prefix per AFI/SAFI definitions.  The value field would
   contain the address prefix according to the NLRI specification of the
   AFI/SAFI contained in the Route Refresh message.  For those AFI/SAFI
   combinations that specify NLRIs containing a type and/or RD, the
   value field MUST exclude the type and RD and SHOULD only include any
   remaining NLRI fields.  If the requesting speaker expects its peer to
   also match the type and/or RD, the speaker CAN include the type and
   RD prefix options accordingly.  The length field would contain the
   length of the value field in bits.

   The Route Distinguisher prefix option would specify an RD prefix that
   is being requested for AFs that support it.  The receiving BGP
   speaker would then refresh all routes in the specified AFI/SAFI that
   matched the requested RDs.  The Value field would contain the RD, its
   length and the mask length of the RD prefix.  This option applies
   specifically to those AFI/SAFI combinations that support route
   distinguishers and MUST be otherwise ignored.
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10.  Operation

   A BGP speaker that understands and supports Route Refresh Options
   SHOULD advertise the Route Refresh Options Capability in its Open
   message.  The following procedures for route refresh are only
   applicable if the BGP speaker originating the route refresh has
   received the route refresh options capability and supports it.

   When originating a Route Refresh message, a BGP speaker SHOULD use
   and set these options if it wants to restrict the scope of updates
   being refreshed.  The specific options being sent will be set
   according to the operator’s command.

   When a BGP speaker receives a route refresh message that includes any
   options, it MUST parse the options and strongly SHOULD use them to
   filter outgoing NLRIs when refreshing the Adj-RIB-Out to the
   requesting BGP speaker.

   If a BGP speaker receives the route refresh message with the message
   subtype set to BoRR with options as described above, then it needs to
   process all the included options and MUST mark all matching routes as
   stale as described in [RFC7313].

   If a BGP speaker receives the route refresh message with the message
   subtype set to EoRR with options as described above, then it needs to
   process all the included options and delete any remaining stale
   routes that match the options received with the EoRR as described in
   [RFC7313].

   A BGP speaker responding to a route refresh request MUST set the
   message subtypes of the BoRR and EoRR messages so that each BoRR
   message has a matching EoRR message.  This means a BoRR message
   without options SHOULD only be followed eventually by an EoRR message
   without options.  Similarly, a BoRR message with options MUST
   eventually be followed by an EoRR message with the same options.  If
   BoRR and EoRR message options do not match, the outcome is
   unpredictable as remaining staled routes pending a refresh may get
   inadvertently deleted.  BGP speakers MUST NOT summarize EoRR messages
   by combining options in order to allow the requesting BGP speaker to
   uniquely identify the included sets of routes when concurrent
   refreshes are originated with overlapping sets of routes.

   Observe that overlapping refreshes with different options are
   possible and in such case the according BoRR and EoRR messages are
   associated by using their Refresh ID#.  The BGP speaker responding to
   the route refresh requests MAY perform the refreshes in parallel.  In
   case of concurrent refreshes overlapping same routes, the responding
   speaker MUST ensure that the sent advertisements will result in
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   deletion of the omitted routes at the time all EoRRs have been
   received by the remote speaker or it MUST explicitly advertise
   withdrawals to correct any anomalies.

   The BGP speaker requesting a refresh from its peers SHOULD maintain a
   locally configurable upper bound on how long it will keep matching
   stale routes once a BoRR has been received.  Each subsequent BoRR
   SHOULD reset this period so that any remaining stale routes are only
   flushed after the last BoRR has been received in case there are
   multiple back-to-back refreshes being sent out and the last matching
   EoRR is never received or arrives too late.  This is an
   implementation specific detail.

11.  Error Handling

   The handling of malformed options MUST follow the procedures
   mentioned in [RFC7606].  This draft obsoletes some of the error
   handling procedures in [RFC7313] if the Route Refresh Options
   Capability is sent.  In addition, this draft mandates the following
   behavior at the receiver of the route refresh request upon detection
   of:

   Length errors - If the message length minus the fixed-size message
   header is less than 4, the procedure in [RFC7313] MUST be followed.
   Also, if the overall length of all the options or any individual
   option length exceeds the total number of remaining bytes, the same
   procedure MUST be followed.

   Option type errors - Any unknown option type CAN be ignored for
   AND’ed options.  In case of OR’ed options the receiving speaker MUST
   ignore all the options and de-facto treat it as a full AFI/SAFI Adj-
   RIB-Out refresh.  Such event SHOULD be logged in either case to
   notify the operator.

   Option value errors - Length errors which cannot be distinguished
   from value field errors at the receiver are treated the same as value
   errors.  The receiver MUST send a NOTIFICATION message with the Error
   Code "ROUTE-REFRESH Message Error" and the subcode of Invalid Message
   Length to the peer.  The Data field of the NOTIFICATION message MUST
   contain the complete ROUTE-REFRESH message.

   BoRR with unknown Refresh ID# - The receiver MUST discard all pending
   requests and issue a Route Refresh Request with Options.  The options
   MUST be empty and the clear flag MUST be set to resynchronize the
   RIBs.  "Unknown" means here a BoRR which is not in the interval

                 [ MAX(lowest requested Refresh ID# without BoRR,
                       highest received BoRR+1 respecting [RFC1982]),
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                   highest requested Refresh ID# ]

   EoRR with unknown Refresh ID# - Those SHOULD be ignored and a warning
   or error MUST be logged.

   BoRR or EoRR with incorrect options - analogous to BoRR with unknown
   Refresh ID#.

   EoRR with known Refresh ID# but without preceding BoRR - analogous to
   EoRR with unknown Refresh ID#. Observe that this can be caused by the
   peer expiring last resort timer and reusing the ID# for another
   request before the EoRR is received.  This should be extremely
   unlikely given the size of the refresh ID space.

12.  IANA Considerations

   This draft defines a new route refresh options format for BGP Route
   Refresh messages.

   This draft defines a new route refresh capability for BGP Route
   Refresh messages.  We request IANA to record this capability to
   create a new registry under BGP Capability Codes as follows:

                       +74 Route Refresh Options Capability

   This draft defines 3 new route refresh message subtypes for BGP Route
   Refresh messages.  We request IANA to record these subtypes to create
   a new registry under BGP Route Refresh Subcodes as follows:

                           + 3 - Route Refresh with options
                           + 4 - BoRR with options
                           + 5 - EoRR with options

13.  Security Considerations

   This extension to BGP does not change the underlying security issues
   inherent in the existing [RFC7313] and [RFC4271].
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Abstract

   The BGP Flow Specification (flowspec) Network Layer Reachability
   Information (BGP NLRI) extension (draft-ietf-idr-rfc5575bis) is used
   to distribute traffic flow specifications into BGP.  The primary
   application of this extension is the distribution of traffic
   filtering policies for the mitigation of distributed denial of
   service (DDoS) attacks.

   By default, flow specification filters are applied on all forwarding
   interfaces that are enabled for use by the BGP flowspec extension.  A
   network operator may wish to apply a given filter selectively to a
   subset of interfaces based on an internal classification scheme.
   Examples of this include "all customer interfaces", "all peer
   interfaces", "all transit interfaces", etc.

   This document defines BGP Extended Communities (RFC4360) that allow
   such filters to be selectively applied to sets of forwarding
   interfaces sharing a common group identifier.  The BGP Extended
   Communities carrying this group identifier are referred to as the BGP
   Flowspec "interface-set" Extended Communities.

Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.
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Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.

   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.

   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."

   This Internet-Draft will expire on May 21, 2020.

Copyright Notice

   Copyright (c) 2019 IETF Trust and the persons identified as the
   document authors.  All rights reserved.

   This document is subject to BCP 78 and the IETF Trust’s Legal
   Provisions Relating to IETF Documents
   (https://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.
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1.  Use case

   While a network may provide connectivity to a homogenous class of
   users, it often provides connectivity to different groups of users.
   The nature of these different groups, and how they’re classified,
   varies based on the purpose of the network.  In an enterprise
   network, connectivity may exist between data centers, offices, and
   external connectivity.  In a virtual private networking (VPN)
   network, it may consist of customers in different sites connected
   through a VPN, the provider core network, and external networks such
   as the Internet.  In a traditional Internet service provider (ISP)
   network, the network may consist of points of presence (POPs),
   internal infrastructure networks, customer networks, peer networks,
   and transit networks.

   The BGP flowspec extension permits traffic filters to be distributed
   to routers throughout a network.  However, these filters often should
   not be uniformly applied to all network interfaces.  As an example, a
   rate-limiting filter applied to the SMTP protocol may be applied to
   customer networks, but not other networks.  Similarly, a DDoS attack
   on the SSH protocol may be deemed appropriate to drop at upstream
   peering routers but not customer routers.

   By default, BGP flowspec filters are applied at all interfaces that
   permit flowspec filters to be installed.  What is needed is a way to
   selectively apply those filters to subsets of interfaces in a
   network.

2.  Interface specific filtering using BGP flowspec

   The uses case detailed above require application of different BGP
   flowspec rules on different sets of interfaces.

   We propose to introduce, within BGP flowspec, a traffic filtering
   scope that identifies a group of interfaces where a particular filter
   should be applied.  Identification of interfaces within BGP flowspec
   will be done through group identifiers.  A group identifier marks a
   set of interfaces sharing a common administrative property.  Like a
   BGP community, the group identifier itself does not have any
   significance.  It is up to the network administrator to associate a
   particular meaning to a group identifier value (e.g. group ID#1
   associated to Internet customer interfaces).  The group identifier is
   a local interface property.  Any interface may be associated with one
   or more group identifiers using manual configuration.
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   When a filtering rule advertised through BGP flowspec must be applied
   only to particular sets of interfaces, the BGP flowspec BGP UPDATE
   will contain the identifiers associated with the relevant sets of
   interfaces.  In addition to the group identifiers, it will also
   contain the direction the filtering rule must be applied in (see
   Section 3).

   Configuration of group identifiers associated to interfaces may
   change over time.  An implementation MUST ensure that the filtering
   rules (learned from BGP flowspec) applied to a particular interface
   are always updated when the group identifier mapping is changing.

   As an example, we can imagine the following design :

   o  Internet customer interfaces are associated with group-identifier
      1.

   o  VPN customer interfaces are associated with group-identifier 2.

   o  All customer interfaces are associated with group-identifier 3.

   o  Peer interfaces are associated with group-identifier 4.

   o  Transit interfaces are associated with group-identifier 5.

   o  All external provider interfaces are associated with group-
      identifier 6.

   o  All interfaces are associated with group-identifier 7.

   If the service provider wants to deploy a specific inbound filtering
   on external provider interfaces only, the provider can send the BGP
   flow specification using group-identifier 6 for the inbound
   direction.

   There are some cases where nodes are dedicated to specific functions
   (Internet peering, Internet Edge, VPN Edge, Service Edge ...), in
   this kind of scenario, there is an interest for a constrained
   distribution of filtering rules that are using the interface specific
   filtering.  Without the constrained route distribution, all nodes
   will received all the filters even if they are not interested in
   those filters.  Constrained route distribution of flowspec filters
   would allow for a more optimized distribution.
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3.  Interface-set extended community

   This document proposes a new BGP Route Target extended community
   called the "flowspec interface-set".  This document expands the
   definition of the Route Target extended community to allow a new
   value of high order octet (Type field) to be 0x07 for the transitive
   flowspec interface-set extended community, or 0x47 for the non-
   transitive flowspec interface-set extended community.  These are in
   addition to the values specified in [RFC4360].

   This new BGP Route Target extended community is encoded as follows :

       0                   1                   2                   3
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      | 0x07 or 0x47  |      0x02     |    Autonomous System Number   :
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      :     AS Number (cont.)         |O|I|      Group Identifier     |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   The flags are :

   o  O : if set, the flow specification rule MUST be applied in
      outbound direction to the interface set referenced by the
      following group-identifier.

   o  I : if set, the flow specification rule MUST be applied in inbound
      direction to the interface set referenced by the following group-
      identifier.

   Both flags can be set at the same time in the interface-set extended
   community leading to flow rule to be applied in both directions.  An
   interface-set extended community with both flags set to zero MUST be
   treated as an error and as consequence, the flowspec update MUST be
   discarded.  As having no direction indicated as no sense, there is no
   need to propagate the filter informations in the network.

   The Group Identifier is encoded as a 14-bit number, values 0..16383.

   Multiple instances of the interface-set extended community may be
   present in a BGP update.  This may occur if the flowspec rule needs
   to be applied to multiple sets of interfaces.

   Multiple instances of the extended community in a BGP update MUST be
   interpreted as a "OR" operation.  For example, if a BGP UPDATE
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   contains two interface-set extended communities with group ID 1 and
   group ID 2, the filter would need to be installed on interfaces
   belonging to Group ID 1 or Group ID 2.

   Similar to using a Route Target extended community, route
   distribution of flowspec NLRI with interface-set extended communities
   may be subject to constrained distribution as defined in [RFC4684].

4.  Scaling of per-interface rules

   In the absence of an interface-set extended community, a flowspec
   filter is applied to all flowspec enabled interfaces.  When
   interface-set extended communities are present, different interfaces
   may have different filtering rules, with different terms and actions.
   These differing rules may make it harder to share forwarding
   instructions within the forwarding plane.

   Flowspec implementations supporting the interface-set extended
   community SHOULD take care to minimize the scaling impact in such
   circumstances.  How this is accomplished is out of the scope of this
   document.

5.  Deployment Considerations

5.1.  Add-Paths

   There are some cases where a particular BGP flowspec NLRI may be
   advertised to different interface groups with a different action.
   For example, a service provider may want to discard all ICMP traffic
   from customer interfaces to infrastructure addresses and want to
   rate-limit the same traffic when it comes from some internal
   platforms.  These particular cases require ADD-PATH ([RFC7911]) to be
   deployed in order to ensure that all paths (NLRI+interface-set group-
   id+actions) are propagated within the BGP control plane.  Without
   ADD-PATH, only a single "NLRI+interface-set group-id+actions" will be
   propagated, so some filtering rules will never be applied.

5.2.  Inter-domain Considerations

   The Group Identifier used by the interface-set extended community has
   local significance to its provisioning Autonomous System.  While
   [I-D.ietf-idr-rfc5575bis] permits inter-as advertisement of flowspec
   NLRI, care must be taken to not accept these communities when they
   would result in unacceptable filtering policies.

   Filtering of interface-set extended communities at Autonomous System
   border routers (ASBRs) may thus be desirable.
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   Note that the default behavior without the interface-set feature
   would to have been to install the flowspec filter on all flowspec
   enabled interfaces.

6.  Security Considerations

   This document extends the Security Considerations of
   [I-D.ietf-idr-rfc5575bis] by permitting flowspec filters to be
   selectively applied to subsets of network interfaces in a particular
   direction.  Care must be taken to not permit the inadvertant
   manipulation of the interface-set extended community to bypass
   expected traffic manipulation.

7.  Acknowledgements

   Authors would like to thanks Wim Hendrickx and Robert Raszuk for
   their valuable comments.

8.  IANA Considerations

8.1.  FlowSpec Transitive Extended Communities

   This document requests a new type from the "BGP Transitive Extended
   Community Types" extended community registry from the First Come
   First Served range.  This type name shall be ’FlowSpec Transitive
   Extended Communities’.  IANA has assigned the value 0x07 to this
   type.

   This document requests creation of a new registry called "FlowSpec
   Transitive Extended Community Sub-Types".  This registry contains
   values of the second octet (the "Sub-Type" field) of an extended
   community when the value of the first octet (the "Type" field) is the
   value allocated in this document.  The registration procedure for
   values in this registry shall be First Come First Served.

8.2.  FlowSpec Non-Transitive Extended Communities

   This document requests a new type from the "BGP Non-Transitive
   Extended Community Types" extended community registry from the First
   Come First Served range.  This type name shall be ’FlowSpec Non-
   Transitive Extended Communities’.  IANA has assigned the value 0x47
   to this type.

   This document requests creation of a new registry called "FlowSpec
   Non-Transitive Extended Community Sub-Types".  This registry contains
   values of the second octet (the "Sub-Type" field) of an extended
   community when the value of the first octet (the "Type" field) is the
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   value allocated in this document.  The registration procedure for
   values in this registry shall be First Come First Served.

8.3.  FlowSpec interface-set Extended Community

   Within the two new registries above, this document requests a new
   subtype (suggested value 0x02).  This sub-type shall be named
   "interface-set", with a reference to this document.

8.4.  Allocation Advice to IANA

   IANA is requested to allocate the values of the FlowSpec Transitive
   and Non-Transitive Extended Communities such that their values are
   identical when ignoring the second high-order bit (Transitive).  See
   section 2, [RFC4360].

   It is suggested to IANA that, when possible, allocations from the
   FlowSpec Transitive/Non-Transitive Extended Community Sub-Types
   registries are made for transitive or non-transitive versions of
   features (section 2, [RFC4360]) that their code point in both
   registries is identical.
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Abstract
   This document defines a Border Gateway Protocol (BGP) Flow
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1. Introduction

   Border Gateway Protocol (BGP) Flow Specification [RFC8955] (flowspec)
   is an extension to BGP that supports the dissemination of traffic
   flow specifications and resulting actions to be taken on packets in a
   specified flow.  It leverages the BGP Control Plane to simplify the
   distribution of ACLs (Access Control Lists).  Using the Flow
   Specification extension new filter rules can be injected to all BGP
   peers simultaneously without changing router configuration.  A
   typical application is to automate the distribution of traffic filter
   lists to routers for DDoS (Distributed Denial of Service) mitigation,
   access control, and similar applications.

   BGP Flow Specification [RFC8955] defines a BGP Network Layer
   Reachability Information (NLRI) format used to distribute traffic
   flow specification rules.  The NLRI for (AFI=1, SAFI=133) specifies
   IPv4 unicast filtering.  The NLRI for (AFI=1, SAFI=134) specifies
   IPv4 BGP/MPLS VPN filtering [RFC7432].  The Flow Specification match
   part defined in [RFC8955] only includes L3/L4 information like IPv4
   source/destination prefix, protocol, ports, and the like, so traffic
   flows can only be filtered based on L3/L4 information. This has been
   extended by [RFC8956] to cover IPv6 (AFI=2) L3/L4.

   Layer 2 Virtual Private Networks (L2VPNs) have been deployed in an
   increasing number of networks.  Such networks also have requirements
   to deploy BGP Flow Specification to mitigate DDoS attack traffic.
   Within an L2VPN network, both IP and non-IP Ethernet traffic may
   exist.  For IP traffic filtering, the VPN Flow Specification rules
   defined in [RFC8955] and/or [RFC8956], which include match criteria
   and actions, can still be used.  For non-IP Ethernet traffic
   filtering, Layer 2 related information like source/destination MAC
   and VLAN must be considered.

   There are different kinds of L2VPN networks like EVPN [RFC7432], BGP
   VPLS [RFC4761], LDP VPLS [RFC4762] and border gateway protocol (BGP)
   auto discovery [RFC6074].  Because the Flow Specification feature
   relies on the BGP protocol to distribute traffic filtering rules, it
   can only be incrementally deployed in those L2VPN networks where BGP
   has already been used for auto discovery and/or signaling purposes
   such as BGP-based VPLS [RFC4761], EVPN, and LDP-based VPLS [RFC4762]
   with BGP auto-discovery [RFC6074].

   This document defines new flowspec component types and two new
   extended communities to support L2 and L2VPN flowspec applications.
   The flowspec rules can be enforced on all border routers or on some
   interface sets of the border routers.  SAFI=133 in [RFC8955] and
   [RFC8956] is extended for AFI=6 as specified in Section 2 to cover L2
   traffic filtering information and in Section 3 SAFI=134 is extended
   for AFI=25 to cover the L2VPN environment.

W. Hao, et al                                                   [Page 3]



INTERNET-DRAFT                                              L2 Flow Spec

1.1 Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.

   The following acronyms and terms are used in this document:

      AFI - Address Family Identifier

      ACL - Access Control List

      DDoS - Distributed Denial of Service

      DEI - Drop Eligible Indicator

      EVPN - Ethernet VPN [RFC7432]

      flowspec - BGP Flow Specification

      L2 - Layer 2

      L2VPN - Layer 2 VPN

      L3 - Layer 3

      L3VPN - Layer 3 VPN

      NLRI - Network Layer Reachability Information

      PCP - Priority Code Point [802.1Q]

      SAFI - Subsequent Address Family Identifier

      TPID - Tag Protocol ID, typically a VLAN ID

      VLAN - Virtual Local Area Network

      VPLS - Virtual Private Line Service [RFC4762]

      VPN - Virtual Private Network
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2. Layer 2 Flow Specification Encoding

   [RFC8955] defines SAFI 133 and SAFI 134, with AFI=1, for
   "dissemination of IPv4 flow specification rules" and "dissemination
   of VPNv4 flow specification rules", respectively.  [RFC8956]] extends
   [RFC8955] to also allow AFI=2 thus making it applicable to both IPv4
   and IPv6 applications.  This document further extends SAFI=133 for
   AFI=6 and SAFI=134 for AFI=25 to make them applicable to L2 and L2VPN
   applications. This document also provides for the optional
   combination of L3 flow specifications with these L2 flow
   specifications.

   This section specifies the L2 flowspec for AFI=6/SAFI=133. To
   simplify assignments, a new registry is used for L2 flowspec. Since
   it is frequently desirable to also filter on L3/L4 fields, provision
   is made for their inclusion along with an indication of the L3
   protocol involved (IPv4 or IPv6).

   The NLRI part of the MP_REACH_NLRI and MP_UNREACH_NLRI is encoded as
   a 1- or 2-octet total NLRI length field followed by several fields as
   described below.

            +-------------------------------+
            | total-length (0xnn or 0xfnnn) |  2 or 3 octets
            +-------------------------------+
            |             L3-AFI            |  2 octets
            +-------------------------------+
            |  L2-length (0xnn or 0xfnnn)   |  2 or 3 octets
            +-------------------------------+
            |           NLRI-value          |  variable
            +-------------------------------+

                 Figure 1: Flow Specification NLRI for L2

   The fields show in Figure 1 are further specified below:

      total-length: The length of the subsequent fields (L3 AFI,
         L2-length, and NRLI-value) encoded as provided in Section 4.1
         of [RFC8955]. If this field is less than 4, which is the
         minimum valid value, then the NLRI is malformed in which case a
         NOTIFICATION message is sent and the BGP connection closed as
         provided in Section 6.3 of [RFC4271].

      L3-AFI: If no L3/L4 filtering is desired, this two octet field
         MUST be zero which is a reserved AFI value. Otherwise L3-AFI
         indicates the L3 protocol involved by giving its AFI (0x0001
         for IPv4 or 0x0002 for IPv6). If the receiver does not
         understand the value of the L3-AFI field, the MP_REACH or
         MP_UNREACH attribute is ignored.
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      L2-length: The length of the L2 components at the beginning of the
         NLRI-value field encoded as provided in Section 4.1 of
         [RFC8955].  If the value of this field indicates that the L2
         components extend beyond the total-length, the NLRI is
         malformed in which case a NOTIFICATION message is sent and the
         BGP connection closed as provided in Section 6.3 of [RFC4271].
         N2-length MAY be zero although, in that case, it would have
         been more efficient to encode the attribute as an L3 Flow spec
         unless it is desired to apply an L2 action (see Section 4). A
         null L2 flowspec always matches.

      NLRI-value: This consists of the L2 flowspec, of length L2-length,
         followed by an optionally present L3 flowspec. The result can
         be treated in most ways as a single flowspec, matching the
         intersection (AND) of all the components except that the
         components in the initial L2 region are interpreted as L2
         components and the remainder as L3 components per the L3-AFI
         field. This is necessary because there are different registries
         for the L2, L3 IPv4, and L3 IPv6 component types. If the L3
         flowspec is null (length zero), it always matches.

2.1 L2 Component Types

   The L2 flowspec portion of the NLRI-value consists of flowspec
   components as in [RFC8955] but using L2 components and types as
   specified below. All components start with a type octet followed by a
   length octet followed by any additional information needed. The
   length octet gives the length, in octets, of the information after
   the length octet.  This structure applies to all new components to be
   defined in the L2 Flow-spec Component Registry (see Section 6) and to
   all existing components except Types 2 and 3 where the length is in
   bits.

2.1.1 Type 1 - Ethernet Type (EtherType)

   Encoding: <type (1 octet), length (1 octet), [op, value]+>

   Defines a list of {operation, value} pairs used to match the two-
   octet EtherType field.  op is encoded as specified in Section 4.2.1.1
   of [RFC8955]. Values are encoded as 2-octet quantities.  Ethernet II
   framing defines the two-octet Ethernet Type (EtherType) field in an
   Ethernet frame, preceded by destination and source MAC addresses,
   that identifies an upper layer protocol encapsulating the frame data.
   The match fails if LLC encoding is being used rather than EtherType
   encoding.
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2.1.2 Type 2 - Source MAC

   Encoding: <type (1 octet), MAC Prefix length (1 octet), MAC Prefix>

   Defines the source MAC Address prefix to match encoded as in BGP
   UPDATE messages [RFC4271].  Prefix length is in bits and the MAC
   Prefix is fill out with from 1 to 7 padding bits so that it is an
   integer number of octets. These padding bits are ignored for matching
   purposes.

2.1.3 Type 3 - Destination MAC

   Encoding: <type (1 octet), MAC Prefix length (1 octet), MAC Prefix>

   Defines the destination MAC Address to match encoded as in BGP UPDATE
   messages [RFC4271]. Prefix length is in bits and the MAC Prefix is
   fill out with from 1 to 7 padding bits so that it is an integer
   number of octets. These padding bits are ignored for matching
   purposes.

2.1.4 Type 4 - DSAP (Destination Service Access Point)

   Encoding: <type (1 octet), length (1 octet), [op, value]+>

   Defines a list of {operation, value} pairs used to match the 1-octet
   DSAP in the IEEE 802.2 LLC (Logical Link Control Header).  Values are
   encoded as 1-octet quantities.  op is encoded as specified in Section
   4.2.1.1 of [RFC8955]. The match fails if EtherType L2 header encoding
   is being used rather than LLC encoding.

2.1.5 Type 5 - SSAP (Source Service Access Point)

   Encoding: <type (1 octet), length (1 octet), [op, value]+>

   Defines a list of {operation, value} pairs used to match the 1-octet
   SSAP in the IEEE 802.2 LLC.  Values are encoded as 1-octet
   quantities. op is encoded as specified in Section 4.2.1.1 of
   [RFC8955].  The match fails if EtherType L2 header encoding is being
   used rather than LLC encoding.
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2.1.6 Type 6 - Control field in LLC

   Encoding: <type (1 octet), length (1 octet), [op, value]+>

   Defines a list of {operation, value} pairs used to match the 1-octet
   control field in the IEEE 802.2 LLC.  Values are encoded as 1-octet
   quantities. op is encoded as specified in Section 4.2.1.1 of
   [RFC8955].  The match fails if EtherType L2 header encoding is being
   used rather than LLC encoding.

2.1.7 Type 7 - SNAP

   Encoding: <type (1 octet), length (1 octet), [op, value]+>

   Defines a list of {operation, value} pairs used to match 5-octet SNAP
   (Sub-Network Access Protocol) field.  Values are encoded as 8-octet
   quantities with the zero padded SNAP left justified. op is encoded as
   specified in Section 4.2.1.1 of [RFC8955]. The match fails if
   EtherType L2 header encoding is being used rather than LLC encoding.

2.1.8 Type 8 - VLAN ID

   Encoding: <type (1 octet), length (1 octet), [op, value]+>

   Defines a list of {operation, value} pairs used to match VLAN ID.
   Values are encoded as 2-octet quantities, where the four most
   significant bits are set to zero and ignored for matching and the 12
   least significant bits contain the VLAN value. op is encoded as
   specified in Section 4.2.1.1 of [RFC8955].

   In the virtual local-area network (VLAN) stacking case, the VLAN ID
   is the outer VLAN ID.

2.1.9 Type 9 - VLAN PCP

   Encoding: <type (1 octet), length (1 octet), [op, value]+>

   Defines a list of {operation, value} pairs used to match 3-bit VLAN
   PCP (priority code point) fields [802.1Q].  Values are encoded using
   a single octet, where the five most significant bits are set to zero
   and ignored for matching and the three least significant bits contain
   the VLAN PCP value. op is encoded as specified in Section 4.2.1.1 of
   [RFC8955].
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   In the virtual local-area network (VLAN) stacking case, the VLAN PCP
   is part of the outer VLAN tag.

2.1.10 Type 10 - Inner VLAN ID

   Encoding: <type (1 octet), length (1 octet), [op, value]+>

   Defines a list of {operation, value} pairs used to match the inner
   VLAN ID for virtual local-area network (VLAN) stacking or Q-in-Q use.
   Values are encoded as 2-octet quantities, where the four most
   significant bits are set to zero and ignored for matching and the 12
   least significant bits contain the VLAN value. op is encoded as
   specified in Section 4.2.1.1 of [RFC8955].

   In the single VLAN case, this component type MUST NOT be used. If it
   appears the match will fail.

2.1.11 Type 11 - Inner VLAN PCP

   Encoding: <type (1 octet), length (1 octet), [op, value]+>

   Defines a list of {operation, value} pairs used to match 3-bit inner
   VLAN PCP fields [802.1Q] for virtual local-area network (VLAN)
   stacking or Q-in-Q use.  Values are encoded using a single octet,
   where the five most significant bits are set to zero and ignored for
   matching and the three least significant bits contain the VLAN PCP
   value. op is encoded as specified in Section 4.2.1.1 of [RFC8955].

   In the single VLAN case, this component type MUST NOT be used. If it
   appears the match will fail.

2.1.12 Type 12 - VLAN DEI

   Encoding: <type (1 octet), length (1 octet), op (1 octet)>

   This type tests the DEI (Drop Eligible Indicator) bit in the VLAN
   tag. If op is zero, it matches if and only if the DEI bit is zero. If
   op is non-zero, it matches if and only if the DEI bit is one.

   In the virtual local-area network (VLAN) stacking case, the VLAN DEI
   is part of the outer VLAN tag.
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2.1.13 Type 13 - Inner VLAN DEI

   Encoding: <type (1 octet), length (1 octet), op (1 octet)>

   This type tests the DEI bit in the inner VLAN tag. If op is zero, it
   matches if and only if the DEI bit is zero. If op is non-zero, it
   matches if and only if the DEI bit is one.

   In the single VLAN case, this component type MUST NOT be used. If it
   appears the match will fail.

2.1.14 Type 14 - Source MAC Special Bits

   Encoding: <type (1 octet), length (1 octet), op (1 octet)>

   This type tests the bottom nibble of the top octet of the Source MAC
   address. The two low order bits of that nibble have long been the
   local bit (0x2) and the group addressed bit (0x1). However, recent
   changes in IEEE 802 have divided the local address space into 4
   quadrants specified by the next two bits (0x4 and 0x8) [RFC7042bis].
   This flowspec component permits testing, for example, that a MAC is
   group addressed or is a local address in a particular quadrant. The
   encoding is as given in Section 4.2.1.2 of [RFC8955].

2.1.15 Type 15 - Destination MAC Special Bits

   Encoding: <type (1 octet), length (1 octet), op (1 octet)>

   As discussed in Section 2.1.14 but for the Destination MAC Address
   special bits.

2.2 Order of Traffic Filtering Rules

   The existing rules in Section 5.1 of [RFC8955] and in [RFC8956] for
   the ordering of traffic filtering are extended as follows:

   L2 flowspecs (AFI = 6, 25) take precedence over L3 flowspecs (AFI =
   1, 2). Between two L2 flowspecs, precedence of the L2 portion is
   determined as specified in this section after this paragraph. If the
   L2 flowspec L2 portions are the same and the L3-AFI is nonzero, then
   the L3 portions are compared as specified in [RFC8955] or [RFC8956]
   as appropriate. Note: if the L3-AFI fields are different between two
   L2 flowspecs, they will never match the same packet so it will not be
   necessary to prioritize two flowspecs with different L3-AFI values.
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   The original definition for the order of traffic filtering rules can
   be reused for L2 with new consideration for the MAC Address offset.
   As long as the offsets are equal, the comparison is the same,
   retaining longest-prefix-match semantics.  If the offsets are not
   equal, the lowest offset has precedence, as this flow matches the
   most significant bit.

   Pseudocode:
   flow_rule_L2_cmp (a, b)
   {
       comp1 = next_component(a);
       comp2 = next_component(b);
       while (comp1 || comp2) {
           // component_type returns infinity on end-of-list
           if (component_type(comp1) < component_type(comp2)) {
               return A_HAS_PRECEDENCE;
           }
           if (component_type(comp1) > component_type(comp2)) {
               return B_HAS_PRECEDENCE;
           }

           if (component_type(comp1) == MAC_DESTINATION || MAC_SOURCE) {
               common = MIN(MAC Address length (comp1),
                        MAC Address length (comp2));
               cmp = MAC Address compare(comp1, comp2, common);
               // not equal, lowest value has precedence
               // equal, longest match has precedence
           } else {
               common =
                  MIN(component_length(comp1), component_length(comp2));
               cmp = memcmp(data(comp1), data(comp2), common);
               // not equal, lowest value has precedence
               // equal, longest string has precedence
           }
       }
       return EQUAL;
   }
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3. L2VPN Flow Specification Encoding in BGP

   The NLRI format for AFI=25/SAFI=134 (L2VPN), as with the other VPN
   flowspec AFI/SAFI pairs, is the same as the non-VPN Flow-Spec but
   with the addition of a Route Distinguisher to identify the VPN to
   which the flowspec is to be applied.

   In addition, the IANA entry for SAFI 134 is slightly generalized as
   specified at the beginning of Section 6.

   The L2VPN NLRI format is as follows:

            +-------------------------------+
            | total-length (0xnn or 0xfnnn) |  2 or 3 octets
            +-------------------------------+
            |      Route Distinguisher      |  8 octets
            +-------------------------------+
            |            L3-AFI             |  2 octets
            +-------------------------------+
            |  L2-length (0xnn or 0xfnnn)   |  2 or 3 octets
            +-------------------------------+
            |           NLRI-value          |  variable
            +-------------------------------+

                Figure 2: Flow Specification NLRI for L2VPN

   The fields in Figure 2, other than the Route Distinguisher, are
   encoded as specified in Section 2 except that the minimum value for
   total-length is 12.

   Flow specification rules received via this NLRI apply only to traffic
   that belongs to the VPN instance(s) into which it is imported.  Flow
   rules are accepted as specified in Section 5.

3.1 Order of L2VPN Filtering Rules

   The order between L2VPN filtering rules is determined as specified in
   Section 2.2. Note that if the Route Distinguisher is different
   between two L2VPN filtering rules, they will never both match the
   same packet so they need not be prioritized.
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4. Ethernet Flow Specification Traffic Actions

   The default action for an L2 traffic filtering flowspec is to accept
   traffic that matches that particular rule.  The following extended
   community values per [RFC8955] can be used to specify particular
   actions in an L2 VPN network:

       +--------+--------------------+----------------------------+
       |  type  | extended community |          encoding          |
       +--------+--------------------+----------------------------+
       | 0x8006 | traffic-rate       | 2-octet as#, 4-octet float |
       | 0x8007 | traffic-action     | bitmask                    |
       | 0x8008 | redirect           | 6-octet Route Target       |
       | 0x8009 | traffic-marking    | DSCP value                 |
       +--------+--------------------+----------------------------+

   Redirect: The action should be redefined to allow the traffic to be
   redirected to a MAC or IP VRF routing instance that lists the
   specified route-target in its import policy.

   Besides the above extended communities, this document also specifies
   the following BGP extended communities for Ethernet flows to extend
   [RFC8955]:

      +--------+------------------------+--------------------------+
      | type   | extended community     |   encoding               |
      +--------+------------------------+--------------------------+
      |  TBD1  | VLAN-action            |   bitmask                |
      |  TBD2  | TPID-action            |   bitmask                |
      +--------+------------------------+--------------------------+

4.1 VLAN-action

   The VLAN-action extended community, as shown in the diagram below,
   consists of 6 octets that include action Flags, two VLAN IDs, and the
   associated PCP and DEI values.  The action Flags fields are further
   divided into two parts which correspond to the first action and the
   second action respectively. Bit 0 to bit 7 give the first action
   while bit 8 to bit 15 give the second action.  The bits of PO, PU,
   SW, RI and RO in each part represent the action of Pop, Push, Swap,
   Rewrite inner VLAN and Rewrite outer VLAN respectively.  Through this
   method, more complicated actions also can be represented in a single
   VLAN-action extended community, such as SwapPop, PushSwap, etc.  For
   example, SwapPop action is the sequence of two actions, the first
   action is Swap and the second action is Pop.
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     0   1   2   3   4   5   6   7   8   9   10  11  12  13  14  15
   +---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+
   |PO1|PU1|SW1|RI1|RO1| Resv      |PO2|PU2|SW2|RI2|RO2| Resv      |
   +---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+
   | VLAN ID1                                      | PCP1      |DE1|
   +---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+
   | VLAN ID2                                      | PCP2      |DE2|
   +---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+

   PO1: Pop action.  If the PO1 flag is one, it indicates the outmost
   VLAN should be removed.

   PU1: Push action.  If PU1 is one, it indicates VLAN ID1 will be
   added, the associated PCP and DEI are PCP1 and DE1.

   SW1: Swap action.  If the SW1 flag is one, it indicates the outer
   VLAN and inner VLAN should be swapped.

   PO2: Pop action.  If the PO2 flag is one, it indicates the outmost
   VLAN should be removed.

   PU2: Push action.  If PU2 is one, it indicates VLAN ID2 will be
   added, the associated PCP and DEI are PCP2 and DE2.

   SW2: Swap action.  If the SW2 flag is one, it indicates the outer
   VLAN and inner VLAN should be swapped.

   RI1 and RI2: Rewrite inner VLAN action.  If the RIx flag is one
   (where "x" is "1" or "2"), it indicates the inner VLAN should be
   replaced by a new VLAN where the new VLAN is VLAN IDx and the
   associated PCP and DEI are PCPx and DEx.  If the VLAN IDx is 0, the
   action is to only modify the PCP and DEI value of the inner VLAN.

   RO1 and RO2: Rewrite outer VLAN action.  If the ROx flag is one
   (where "x" is "1" or "2"), it indicates the outer VLAN should be
   replaced by a new VLAN where the new VLAN is VLAN IDx and the
   associated PCP and DEI are PCPx and DEx.  If the VLAN IDx is 0, the
   action is to only modify the PCP and DEI value of the outer VLAN.

   Resv: Reserved for future use.  MUST be sent as zero and ignored on
   receipt.

   Giving an example below: if the action of PUSH Inner VLAN 10 with PCP
   value 5 and DEI value 0 and PUSH Outer VLAN 20 with PCP value 6 and
   DEI value 0 is needed, the format of the VLAN-action extended
   community is as follows:
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        0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15
      +--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
      |0 |1 |0 |0 |0 |0 |0 |0 |0 |1 |0 |0 |0 |0 |0 |0 |
      +--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
      | 10                                |1 |0 |1 |0 |
      +--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
      | 20                                |1 |1 |0 |0 |
      +--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+

4.2 TPID-action

   The TPID-action extended community consists of 6 octets which
   includes the fields of action Flags, TP ID1 and TP ID2.

        0                                           15
      +--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
      |TI|TO|                     Resv                |
      +--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
      |                    TP ID1                     |
      +--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
      |                    TP ID2                     |
      +--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+

   TI: Mapping inner TP ID action.  If the TI flag is one, it indicates
   the inner TP ID should be replaced by a new TP ID, the new TP ID is
   TP ID1.

   TO: Mapping outer TP ID action.  If the TO flag is one, it indicates
   the outer TP ID should be replaced by a new TP ID, the new TP ID is
   TP ID2.

   Resv: Reserved for future use.  MUST be sent as zero and ignored on
   receipt.
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5. Flow Spec Validation

   Flow Specifications received over AFI=25/SAFI=134 are validated
   against routing reachability received over AFI=25/SAFI=128 as
   modified to conform to [RFC9117].
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6. IANA Considerations

   IANA is requested to change the description for SAFI 134 [RFC8955] to
   read as follows and to change the reference for it to [this
   document]:

      134  VPN dissemination of flow specification rules

   IANA is requested to create an L2 Flow Specification Component Type
   registry on the Flow Spec Component Types registries web page as
   follows:

      Name:  L2 Flow Specification Component Types
      Reference: [this document]
      Registration Procedures:
                  0  Reserved
              1-127  Specification Required
            128-255  First Come First Served

   Initial contents:
      +------+-----------------------+------------------------------+
      | type |       Reference       |         description          |
      +------+-----------------------+------------------------------+
      |   0  |  [this document]      |  Reserved                    |
      |   1  |  [this document]      |  Ethernet Type               |
      |   2  |  [this document]      |  Source MAC                  |
      |   3  |  [this document]      |  Destination MAC             |
      |   4  |  [this document]      |  DSAP in LLC                 |
      |   5  |  [this document]      |  SSAP in LLC                 |
      |   6  |  [this document]      |  Control field in LLC        |
      |   7  |  [this document]      |  SNAP                        |
      |   8  |  [this document]      |  VLAN ID                     |
      |   9  |  [this document]      |  VLAN PCP                    |
      |  10  |  [this document]      |  Inner VLAN ID               |
      |  11  |  [this document]      |  Inner VLAN PCP              |
      |  12  |  [this document]      |  VLAN DEI                    |
      |  13  |  [this document]      |  Inner VLAN DEI              |
      |  14  |  [this document]      |  Source MAC Special Bits     |
      |  15  |  [this document]      |  Destination MAC Special Bits|
      |16-254|  [this document]      |  unassigned                  |
      | 255  |  [this document]      |  Reserved                    |
      +------+-----------------------+------------------------------+

   IANA is requested to assign two values from the "BGP Extended
   Communities Type - extended, transitive" registry [suggested value
   provided in square brackets]:
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       Type value      Name                      Reference
      ------------    ------------------------  ---------------
      TBD1[0x080A]    Flow spec VLAN action     [this document]
      TBD2[0x080B]    Flow spec TPID action     [this document]
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7. Security Considerations

   For General BGP Flow Specification Security Considerations, see
   [RFC8955].

   VLAN tagging identifies Layer 2 communities which are commonly
   expected to be isolated except when higher layer connection is
   provided, such as Layer 3 routing. Thus, the ability of the flowspec
   VLAN action to change the VLAN ID in a frame might compromise
   security.
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Abstract

   This document describes the BGP Large Communities attribute, an
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   opaque information within separate namespaces to aid in routing
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1.  Introduction

   BGP [RFC4271] implementations typically support a routing policy
   language to control the distribution of routing information.  Network
   operators attach BGP communities to routes to associate particular
   properties with these routes.  These properties may include
   information such as the route origin location, or specification of a
   routing policy action to be taken, or one that has been taken, and is
   applied to all routes contained in a BGP Update Message where the
   Communities Attribute is included.  Because BGP communities are
   optional transitive BGP attributes, BGP communities may be acted upon
   or otherwise used by routing policies in other Autonomous Systems
   (ASes) on the Internet.
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   BGP Communities attributes are a variable length attribute consisting
   of a set of one or more four-octet values, each of which specify a
   community [RFC1997].  Common use of the individual values of this
   attribute type split this single 32-bit value into two 16-bit values.
   The most significant word is interpreted as an Autonomous System
   Number (ASN) and the least significant word is a locally defined
   value whose meaning is assigned by the operator of the Autonomous
   System in the most significant word.

   Since the adoption of four-octet ASNs [RFC6793], the BGP Communities
   attribute can no longer accommodate the above encoding, as a two-
   octet word cannot fit a four-octet ASN.  The BGP Extended Communities
   attribute [RFC4360] is also unsuitable.  The six-octet length of the
   Extended Community value precludes the common operational practise of
   encoding four-octet ASNs in both the Global Administrator and the
   Local Administrator sub-fields.

   To address these shortcomings, this document defines a BGP Large
   Communities attribute encoded as an unordered set of one or more
   twelve-octet values, each consisting of a four-octet Global
   Administrator field and two four-octet operator-defined fields, each
   of which can be used to denote properties or actions significant to
   the operator of the Autonomous System assigning the values.

2.  BGP Large Communities Attribute

   This document defines the BGP Large Communities attribute as an
   optional transitive path attribute of variable length.  All routes
   with the BGP Large Communities attribute belong to the communities
   specified in the attribute.

   Each BGP Large Community value is encoded as a 12-octet quantity, as
   follows:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                      Global Administrator                     |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                       Local Data Part 1                       |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                       Local Data Part 2                       |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   Global Administrator:  A four-octet namespace identifier.

   Local Data Part 1:  A four-octet operator-defined value.
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   Local Data Part 2:  A four-octet operator-defined value.

   The Global Administrator field is intended to allow different
   Autonomous Systems to define BGP Large Communities without collision.
   This field SHOULD be an Autonomous System Number (ASN), in which case
   the Local Data Parts are to be interpreted as defined by the owner of
   the ASN.  The use of Reserved ASNs (0 [RFC7607], 65535 and 4294967295
   [RFC7300]) is NOT RECOMMENDED.

   There is no significance to the order in which twelve-octet Large
   Community Attribute values are encoded in a Large Communities
   attribute, A BGP speaker can transmit them in any order.

   Duplicate BGP Large Community values MUST NOT be transmitted.  A
   receiving speaker MUST silently remove redundant BGP Large Community
   values from a BGP Large Community attribute.

3.  Aggregation

   If a range of routes is aggregated, then the resulting aggregate
   should have a BGP Large Communities attribute which contains all of
   the BGP Large Communities attributes from all of the aggregated
   routes.

4.  Canonical Representation

   The canonical representation of BGP Large Communities is three
   separate unsigned integers in decimal notation in the following
   order: Global Administrator, Local Data 1, Local Data 2.  Numbers
   MUST NOT contain leading zeros; a zero value MUST be represented with
   a single zero.  Each number is separated from the next by a single
   colon.  For example: 64496:4294967295:2, 64496:0:0.

   BGP Large Communities SHOULD be represented in the canonical
   representation.

5.  Error Handling

   The error handling of BGP Large Communities is as follows:

   o  A BGP Large Communities attribute SHALL be considered malformed if
      the length of the BGP Large Communities Attribute value, expressed
      in octets, is not a non-zero multiple of 12.

   o  A BGP Large Communities attribute SHALL NOT be considered
      malformed due solely to presence of duplicate community values.
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   o  A BGP UPDATE message with a malformed BGP Large Communities
      attribute SHALL be handled using the approach of "treat-as-
      withdraw" as described in section 2 [RFC7606].

   The BGP Large Communities Global Administrator field may contain any
   value, and a BGP Large Communities attribute MUST NOT be considered
   malformed if the Global Administrator field contains an unallocated,
   unassigned or reserved ASN.

6.  Security Considerations

   This document does not change any underlying security issues
   associated with any other BGP Communities mechanism.  Specifically,
   an AS relying on the BGP Large Communities attribute carried in BGP
   must have trust in every other AS in the path, as any intermediate
   Autonomous System in the path may have added, deleted, or altered the
   BGP Large Communities attribute.  Specifying the mechanism to provide
   such trust is beyond the scope of this document.

   BGP Large Communities do not protect the integrity of each community
   value.  Operators should be aware that it is possible for a BGP
   speaker to alter BGP Large Community Attribute values in a BGP Update
   Message.  Protecting the integrity of the transitive handling of BGP
   Large Community attributes in a manner consistent with the intent of
   expressed BGP routing policies falls within the broader scope of
   securing BGP, and is not specifically addressed here.

   Network administrators should note the recommendations in Section 11
   of BGP Operations and Security [RFC7454].

7.  Implementation status - RFC EDITOR: REMOVE BEFORE PUBLICATION

   This section records the status of known implementations of the
   protocol defined by this specification at the time of posting of this
   Internet-Draft, and is based on a proposal described in RFC7942.  The
   description of implementations in this section is intended to assist
   the IETF in its decision processes in progressing drafts to RFCs.
   Please note that the listing of any individual implementation here
   does not imply endorsement by the IETF.  Furthermore, no effort has
   been spent to verify the information presented here that was supplied
   by IETF contributors.  This is not intended as, and must not be
   construed to be, a catalog of available implementations or their
   features.  Readers are advised to note that other implementations may
   exist.

   As of today these vendors have produced an implementation of BGP
   Large Communities:
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   o  Cisco IOS XR

   o  ExaBGP

   o  GoBGP

   o  BIRD

   o  OpenBGPD

   o  pmacct

   o  Quagga

   The latest implementation news is tracked at
   http://largebgpcommunities.net/ [1].

8.  IANA Considerations

   IANA has made an Early Allocation of the value 32 (LARGE_COMMUNITY)
   in the "BGP Path Attributes" registry under the "Border Gateway
   Protocol (BGP) Parameters" group and is now asked to make that
   Permanent.

9.  Contributors
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Abstract
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1.  Introduction

   Many Massively Scaled Data Centers (MSDCs) have converged on
   simplified layer 3 routing.  Furthermore, requirements for
   operational simplicity have lead many of these MSDCs to converge on
   BGP [RFC4271] as their single routing protocol for both their fabric
   routing and their Data Center Interconnect (DCI) routing.
   Requirements and procedures for using BGP are described in [RFC7938].
   This document describes an alternative solution which leverages BGP-
   LS [RFC7752] and the Shortest Path First algorithm similar to
   Internal Gateway Protocols (IGPs) such as OSPF [RFC2328].

   [RFC4271] defines the Decision Process that is used to select routes
   for subsequent advertisement by applying the policies in the local
   Policy Information Base (PIB) to the routes stored in its Adj-RIBs-
   In.  The output of the Decision Process is the set of routes that are
   announced by a BGP speaker to its peers.  These selected routes are
   stored by a BGP speaker in the speaker’s Adj-RIBs-Out according to
   policy.

   [RFC7752] describes a mechanism by which link-state and TE
   information can be collected from networks and shared with external
   components using BGP.  This is achieved by defining NLRI carried
   within BGP-LS AFI and BGP-LS SAFIs.  The BGP-LS extensions defined in
   [RFC7752] makes use of the Decision Process defined in [RFC4271].

   This document augments [RFC7752] by replacing its use of the existing
   Decision Process.  The BGP-LS-SPF and BGP-LS-SPF-VPN AFI/SAFI are
   introduced to insure backward compatibility.  The Phase 1 and 2
   decision functions of the Decision Process are replaced with the
   Shortest Path Algorithm (SPF) also known as the Dijkstra Algorithm.
   The Phase 3 decision function is also simplified since it is no
   longer dependent on the previous phases.  This solution avails the
   benefits of both BGP and SPF-based IGPs.  These include TCP based
   flow-control, no periodic link-state refresh, and completely
   incremental NLRI advertisement.  These advantages can reduce the
   overhead in MSDCs where there is a high degree of Equal Cost Multi-
   Path (ECMPs) and the topology is very stable.  Additionally, using a
   SPF-based computation can support fast convergence and the
   computation of Loop-Free Alternatives (LFAs) [RFC5286] in the event
   of link failures.  Furthermore, a BGP based solution lends itself to
   multiple peering models including those incorporating route-
   reflectors [RFC4456] or controllers.
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   Support for Multiple Topology Routing (MTR) as described in [RFC4915]
   is an area for further study dependent on deployment requirements.

1.1.  BGP Shortest Path First (SPF) Motivation

   Given that [RFC7938] already describes how BGP could be used as the
   sole routing protocol in an MSDC, one might question the motivation
   for defining an alternate BGP deployment model when a mature solution
   exists.  For both alternatives, BGP offers the operational benefits
   of a single routing protocol.  However, BGP SPF offers some unique
   advantages above and beyond standard BGP distance-vector routing.

   A primary advantage is that all BGP speakers in the BGP SPF routing
   domain will have a complete view of the topology.  This will allow
   support of ECMP, IP fast-reroute (e.g., Loop-Free Alternatives),
   Shared Risk Link Groups (SRLGs), and other routing enhancements
   without advertisement of addition BGP paths or other extensions.  In
   short, the advantages of an IGP such as OSPF [RFC2328] are availed in
   BGP.

   With the simplified BGP decision process as defined in Section 5.1,
   NLRI changes can be disseminated throughout the BGP routing domain
   much more rapidly (equivalent to IGPs with the proper
   implementation).

   Another primary advantage is a potential reduction in NLRI
   advertisement.  With standard BGP distance-vector routing, a single
   link failure may impact 100s or 1000s prefixes and result in the
   withdrawal or re-advertisement of the attendant NLRI.  With BGP SPF,
   only the BGP speakers corresponding to the link NLRI need withdraw
   the corresponding BGP-LS Link NLRI.  This advantage will contribute
   to both faster convergence and better scaling.

   With controller and route-reflector peering models, BGP SPF
   advertisement and distributed computation require a minimal number of
   sessions and copies of the NLRI since only the latest verion of the
   NLRI from the originator is required.  Given that verification of the
   adjacencies is done outside of BGP (see Section 2), each BGP speaker
   will only need as many sessions and copies of the NLRI as required
   for redundancy (e.g., one for SPF computation and another for
   backup).  Functions such as Optimized Route Reflection (ORR) are
   supported without extension by virture of the primary advantages.
   Additionally, a controller could inject topology that is learned
   outside the BGP routing domain.

   Given that controllers are already consuming BGP-LS NLRI [RFC7752],
   reusing for the BGP-LS SPF leverages the existing controller
   implementations.
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   Another potential advantage of BGP SPF is that both IPv6 and IPv4 can
   be supported in the same address family using the same topology.
   Although not described in this version of the document, multi-
   topology extensions can be used to support separate IPv4, IPv6,
   unicast, and multicast topologies while sharing the same NLRI.

   Finally, the BGP SPF topology can be used as an underlay for other
   BGP address families (using the existing model) and realize all the
   above advantages.  A simplified peering model using IPv6 link-local
   addresses as next-hops can be deployed similar to [RFC5549].

1.2.  Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].

2.  BGP Peering Models

   Depending on the requirements, scaling, and capabilities of the BGP
   speakers, various peering models are supported.  The only requirement
   is that all BGP speakers in the BGP SPF routing domain receive link-
   state NLRI on a timely basis, run an SPF calculation, and update
   their data plane appropriately.  The content of the Link NLRI is
   described in Section 4.2.

2.1.  BGP Single-Hop Peering on Network Node Connections

   The simplest peering model is the one described in section 5.2.1 of
   [RFC7938].  In this model, EBGP single-hop sessions are established
   over direct point-to-point links interconnecting the network nodes.
   For the purposes of BGP SPF, Link NLRI is only advertised if a
   single-hop BGP session has been established and the Link-State/SPF
   adddress family capability has been exchanged [RFC4790] on the
   corresponding session.  If the session goes down, the NLRI will be
   withdrawn.

2.2.  BGP Peering Between Directly Connected Network Nodes

   In this model, BGP speakers peer with all directly connected network
   nodes but the sessions may be multi-hop and the direct connection
   discovery and liveliness detection for those connections are
   independent of the BGP protocol.  How this is accomplished is outside
   the scope of this document.  Consequently, there will be a single
   session even if there are multiple direct connections between BGP
   speakers.  For the purposes of BGP SPF, Link NLRI is advertised as
   long as a BGP session has been established, the Link-State/SPF
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   address family capability has been exchanged [RFC4790] and the
   corresponding link is up and considered operational.

2.3.  BGP Peering in Route-Reflector or Controller Topology

   In this model, BGP speakers peer solely with one or more Route
   Reflectors [RFC4456] or controllers.  As in the previous model,
   direct connection discovery and liveliness detection for those
   connections are done outside the BGP protocol.  For the purposes of
   BGP SPF, Link NLRI is advertised as long as the corresponding link is
   up and considered operational.

3.  BGP-LS Shortest Path Routing (SPF) SAFI

   In order to replace the Phase 1 and 2 decision functions of the
   existing Decision Process with an SPF-based Decision Process and
   streamline the Phase 3 decision functions in a backward compatible
   manner, this draft introduces a couple AFI/SAFIs for BGP LS SPF
   operation.  The BGP-LS-SPF (AF 16388 / SAFI TBD1) and BGP-LS-SPF-VPN
   (AFI 16388 / SAFI TBD2) [RFC4790] are allocated by IANA as specified
   in the Section 6.

4.  Extensions to BGP-LS

   [RFC7752] describes a mechanism by which link-state and TE
   information can be collected from networks and shared with external
   components using BGP protocol.  It contains two parts: definition of
   a new BGP NLRI that describes links, nodes, and prefixes comprising
   IGP link-state information and definition of a new BGP path attribute
   (BGP-LS attribute) that carries link, node, and prefix properties and
   attributes, such as the link and prefix metric or auxiliary Router-
   IDs of nodes, etc.

   The BGP protocol will be used in the Protocol-ID field specified in
   table 1 of [I-D.ietf-idr-bgpls-segment-routing-epe].  The local and
   remote node descriptors for all NLRI will be the BGP Router-ID (TLV
   516) and either the AS Number (TLV 512) [RFC7752] or the BGP
   Confederation Member (TLV 517)
   [I-D.ietf-idr-bgpls-segment-routing-epe].  However, if the BGP
   Router-ID is known to be unique within the BGP Routing domain, it can
   be used as the sole descriptor.

4.1.  Node NLRI Usage and Modifications

   The SPF capability is a new Node Attribute TLV that will be added to
   those defined in table 7 of [RFC7752].  The new attribute TLV will
   only be applicable when BGP is specified in the Node NLRI Protocol ID
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   field.  The TBD TLV type will be defined by IANA.  The new Node
   Attribute TLV will contain a single octet SPF algorithm field:

       0                   1                   2                   3
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |              Type             |             Length            |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      | SPF Algorithm |
      +-+-+-+-+-+-+-+-+

    The SPF Algorithm may take the following values:

      1 - Normal SPF
      2 - Strict SPF

   When computing the SPF for a given BGP routing domain, only BGP nodes
   advertising the SPF capability attribute will be included the
   Shortest Path Tree (SPT).

4.2.  Link NLRI Usage

   The criteria for advertisement of Link NLRI are discussed in
   Section 2.

   Link NLRI is advertised with local and remote node descriptors as
   described above and unique link identifiers dependent on the
   addressing.  For IPv4 links, the links local IPv4 (TLV 259) and
   remote IPv4 (TLV 260) addresses will be used.  For IPv6 links, the
   local IPv6 (TLV 261) and remote IPv6 (TLV 262) addresses will be
   used.  For unnumbered links, the link local/remote identifiers (TLV
   258) will be used.  For links supporting having both IPv4 and IPv6
   addresses, both sets of descriptors may be included in the same Link
   NLRI.  The link identifiers are described in table 5 of [RFC7752].

   The link IGP metric attribute TLV (TLV 1095) as well as any others
   required for non-SPF purposes SHOULD be advertised.  Algorithms such
   as setting the metric inversely to the link speed as done in the OSPF
   MIB [RFC4750] may be supported.  However, this is beyond the scope of
   this document.

4.3.  Prefix NLRI Usage

   Prefix NLRI is advertised with a local descriptor as described above
   and the prefix and length used as the descriptors (TLV 265) as
   described in [RFC7752].  The prefix metric attribute TLV (TLV 1155)
   as well as any others required for non-SPF purposes SHOULD be
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   advertised.  For loopback prefixes, the metric should be 0.  For non-
   loopback, the setting of the metric is beyond the scope of this
   document.

4.4.  BGP-LS Attribute Sequence-Number TLV

   A new BGP-LS Attribute TLV to BGP-LS NLRI types is defined to assure
   the most recent version of a given NLRI is used in the SPF
   computation.  The TBD TLV type will be defined by IANA.  The new BGP-
   LS Attribute TLV will contain an 8 octet sequence number.  The usage
   of the Sequence Number TLV is described in Section 5.1.

       0                   1                   2                   3
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |              Type             |             Length            |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |                Sequence Number (High-Order 32 Bits)           |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |                Sequence Number (Low-Order 32 Bits)            |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   Sequence Number

   The 64-bit strictly increasing sequence number is incremented for
   every version of BGP-LS NLRI originated.  BGP speakers implementing
   this specification MUST use available mechanisms to preserve the
   sequence number’s strictly increasing property for the deployed life
   of the BGP speaker (including cold restarts).  One mechanism for
   accomplishing this would be to use the high-order 32 bits of the
   sequence number as a wrap/boot count that is incremented anytime the
   BGP Router router loses its sequence number state or the low-order 32
   bits wrap.

   When incrementing the sequence number for each self-originated NLRI,
   the sequence number should be treated as an unsigned 64-bit value.
   If the lower-order 32-bit value wraps, the higher-order 32-bit value
   should be incremented and saved in non-volatile storage.  If by some
   chance the BGP Speaker is deployed long enough that there is a
   possibility that the 64-bit sequence number may wrap or a BGP Speaker
   completely loses its sequence number state (e.g, the BGP speaker
   hardware is replaced), the phase 1 decision function (see
   Section 5.1) rules should insure convergance, albeit, not
   immediately.
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5.  Decision Process with SPF Algorithm

   The Decision Process described in [RFC4271] takes place in three
   distinct phases.  The Phase 1 decision function of the Decision
   Process is responsible for calculating the degree of preference for
   each route received from a Speaker’s peer.  The Phase 2 decision
   function is invoked on completion of the Phase 1 decision function
   and is responsible for choosing the best route out of all those
   available for each distinct destination, and for installing each
   chosen route into the Loc-RIB.  The combination of the Phase 1 and 2
   decision functions is also known as a Path vector algorithm.

   When BGP-LS-SPF NLRI is received, all that is required is to
   determine whether it is the best-path by examining the Node-ID and
   sequence number as described in Section 5.1.  If the best-path NLRI
   had changed, it will be advertised to other BGP-LS-SPF peers.  If the
   attributes have changed (other than the sequence number), a BGP SPF
   calculation will be scheduled.  However, a changed best-path can be
   advertised to other peer immediately and propagation of changes can
   approach IGP convergence times.

   The SPF based Decision process starts with selecting only those Node
   NLRI whose SPF capability TLV matches with the local BGP speaker’s
   SPF capability TLV value.  Since Link-State NLRI always contains the
   local descriptor [RFC7752], it will only be originated by a single
   BGP speaker in the BGP routing domain.  These selected Node NLRI and
   their Link/Prefix NLRI are used to build a directed graph during the
   SPF computation.  The best paths for BGP prefixes are installed as a
   result of the SPF process.

   The Phase 3 decision function of the Decision Process [RFC4271] is
   also simplified since under normal SPF operation, a BGP speaker would
   advertise the NLRI selected for the SPF to all BGP peers with the
   BGP-LS/BGP-SPF AFI/SAFI.  Application of policy would not be
   prevented but would normally not be necessary.

5.1.  Phase-1 BGP NLRI Selection

   The rules for NLRI selection are greatly simplified from [RFC4271].

   1.  If the NLRI is received from the BGP speaker originating the NLRI
       (as determined by the comparing BGP Router ID in the NLRI Node
       identifiers with the BGP speaker Router ID), then it is preferred
       over the same NLRI from non-originators.

   2.  If the Sequence-Number TLV is present in the BGP-LS Attribute,
       then the NLIR with the most recent, i.e., highest sequence number
       is selected.  BGP-LS NLRI with a Sequence-Number TLV will be
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       considered more recent than NLRI without a BGP-LS or a BGP-LS
       Attribute that doesn’t include the Sequence-Number TLV.

   3.  The final tie-breaker is the NLRI from the BGP Speaker with the
       numerically largest BGP Router ID.

   The modified Decision Process with SPF algorithm uses the metric from
   Link and Prefix NLRI Attribute TLVs [RFC7752].  As a result, any
   attributes that would influence the Decision process defined in
   [RFC4271] like ORIGIN, MULTI_EXIT_DISC, and LOCAL_PREF attributes are
   ignored by the SPF algorithm.  Furthermore, the NEXT_HOP attribute
   value is preserved and validated but otherwise ignored during the SPF
   or best-path.

5.2.  Dual Stack Support

   The SPF based decision process operates on Node, Link, and Prefix
   NLRIs that support both IPv4 and IPv6 addresses.  Whether to run a
   single SPF instance or multiple SPF instances for separate AFs is a
   matter of a local implementation.  Normally, IPv4 next-hops are
   calculated for IPv4 prefixes and IPv6 next-hops are calculated for
   IPv6 prefixes.  However, an interesting use-case is deployment of
   [RFC5549] where IPv6 link-local next-hops are calculated for both
   IPv4 and IPv6 prefixes.  As stated in Section 1, support for Multiple
   Topology Routing (MTR) is an area for future study.

5.3.  NEXT_HOP Manipulation

   A BGP speaker that supports SPF extensions MAY interact with peers
   that don’t support SPF extensions.  If the BGP Link-State address
   family is advertised to a peer not supporting the SPF extensions
   described herein, then the BGP speaker MUST conform to the NEXT_HOP
   rules mentioned in [RFC4271] when announcing the Link-State address
   family routes to those peers.

   All BGP peers that support SPF extensions would locally compute the
   NEXT_HOP values as result of the SPF process.  As a result, the
   NEXT_HOP attribute is always ignored on receipt.  However BGP
   speakers should set the NEXT_HOP address according to the NEXT_HOP
   attribute rules mentioned in [RFC4271].

5.4.  Error Handling

   When a BGP speaker receives a BGP Update containing a malformed SPF
   Capability TLV in the Node NLRI BGP-LS Attribute [RFC7752], it MUST
   ignore the received TLV and the Node NLRI and not pass it to other
   BGP peers as specified in [RFC7606].  When discarding a Node NLRI
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   with malformed TLV, a BGP speaker SHOULD log an error for further
   analysis.

6.  IANA Considerations

   This document defines a couple AFI/SAFIs for BGP LS SPF operation and
   requests IANA to assign the BGP-LS-SPF AFI 16388 / SAFI TBD1 and the
   BGP-LS-SPF-VPN AFI 16388 / SAFI TBD2 as described in [RFC4750].

   This document also defines two attribute TLV for BGP LS NLRI.  We
   request IANA to assign TLVs for the SPF capability and the Sequence
   Number from the "BGP-LS Node Descriptor, Link Descriptor, Prefix
   Descriptor, and Attribute TLVs" Registry.  Additionally, IANA is
   requested to create a new registry for "BGP-LS SPF Capability
   Algorithms" for the value of the algorithm both in the BGP-LS Node
   Attribute TLV and the BGP SPF Capability.  The initial assignments
   are:

           +-------------+-----------------------------------+
           | Value(s)    | Assignment Policy                 |
           +-------------+-----------------------------------+
           | 0           | Reserved (not to be assigned)     |
           |             |                                   |
           | 1           | SPF                               |
           |             |                                   |
           | 2           | Strict SPF                        |
           |             |                                   |
           | 3-254       | Unassigned (IETF Review)          |
           |             |                                   |
           | 255         | Reserved (not to be assigned)     |
           +-------------+-----------------------------------+

                     BGP-LS SPF Capability Algorithms

7.  Security Considerations

   This extension to BGP does not change the underlying security issues
   inherent in the existing [RFC4724] and [RFC4271].
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Abstract

   BGP routing protocol defined in ([RFC4271]) employs tie-breaking
   logic to elect single best path among multiple possible.  At the same
   time, it has been common in virtually all BGP implementations to
   allow for "equal-cost multipath" (ECMP) election and programming of
   multiple next-hops in routing tables.  This documents summarizes some
   common considerations for the ECMP logic, with the intent of
   providing common reference on otherwise unstandardized feature.
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1.  Introduction

   Section 9.1.2.2 of [RFC4271] defines step-by step procedure for
   selecting single "best-path" among multiple alternative available for
   the same NLRI (Network Layer Reachability Information) element.  In
   order to improve efficiency in symmetric network topologies is has
   become common practice to allow for selecting multiple "equivalent"
   paths for the same prefix.  Most commonly used approach is to abort
   the tie-breaking process after comparing the IGP cost for the
   NEXT_HOP attribute and selecting either all eBGP or all iBGP paths
   that remained equivalent under the tie-breaking rules (see [BGPMP]
   for a vendor document explaining the logic).  Basically, the steps
   that compare the BGP identifier and BGP peer IP addresses (steps (f)
   and (g)) are ignored for the purpose of multipath routing.  BGP
   implementations commonly have a configuration knob that specifies the
   maximum number of equivalent paths that may be programmed to the
   routing table.  There is also common a knob to enable multipath
   separately for iBGP-learned or eBGP-learned paths.

2.  AS-PATH attribute comparison

   A mandatory requirement is for all paths that are candidates for ECMP
   selection to have the same AS_PATH length, computed using the
   standard logic defined in [RFC4271] and [RFC5065], i.e. ignoring the
   AS_SET, AS_CONFED_SEQUENCE, and AS_CONFED_SET segment lengths.  The
   content of the latter attributes is used purely for loop detection.
   Assuming that AS_PATH lengths computed in this fashion are the same,
   many implementations require that content of AS_SEQUENCE segment MUST
   be the same among all equivalent paths.  Two common configuration
   knobs are usually provided: one allowing only the length of AS_PATH
   to be the same, and another requiring that the first AS numbers in
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   first AS_SEQUENCE segment found in AS_PATH (often referred to as
   "peer AS" number) be the same as the one found in best path
   (determined by running the full tie-breaking algorithm).  This
   document refer to those two as "multipath as-path relaxed" and
   "multipath same peer-as" knobs.

3.  Multipath among eBGP-learned paths

   Step (d) in Section 9.1.2.2 of [RFC4271] instructs to remove all iBGP
   paths from considerations if an eBGP path is present in the candidate
   set.  This leaves the BGP process with just eBGP paths.  At this
   point, the mandatory BGP NEXT_HOP attribute value most commonly
   belongs to the IP subnet that the BGP speaker shares with advertising
   neighbor.  In this case, it is common for implementation to treat all
   NEXT_HOP values as having the same "internal cost" to reach them per
   the guidance of step (e) of Section 9.1.2.2.  In some cases, either
   static routing or an IGP routing protocol could be running between
   the BGP speakers peering over eBGP session.  An implementation may
   use the metric discovered from the above sources to perform tie-
   breaking even for eBGP paths.

   Notice that in case when MED attribute is present in some paths, the
   set of allowed multipath routes will most likely be reduced to the
   ones coming from the same peer AS, per step (c) of Section 9.1.2.2.
   This is unless the implementation provided a configuration knob to
   always compare MED attributes across all paths, as recommended in
   [RFC4451].  In the latter case, the presence of MED attribute does
   not automatically narrow the candidate path set only to the same peer
   AS.

4.  Multipath among iBGP learned paths

   When all paths for a prefix are learned via iBGP, the tie-breaking
   commonly occurs based on IGP metric of the NEXT_HOP attribute, since
   in most cases iBGP is used along with an underlying IGP.  It is
   possible, in some implementations, to ignore the IGP cost as well, if
   all of the paths are reachable via some kind of tunneling mechanism,
   such as MPLS ([RFC3031]).  This is enabled via a knob referred to as
   "skip igp check" in this document.  Notice that there is no standard
   way for a BGP speaker to detect presence of such tunneling techniques
   other than relying on configuration settings.

   When iBGP is deployed with BGP route-reflectors per [RFC4456] the
   path attribute list may include the CLUSTER_LIST attribute.  Most
   implementations commonly ignore it for the purpose of ECMP route
   selection, assuming that IGP cost along should be sufficient for loop
   prevention.  This assumption may not hold when IGP is not deployed,
   and instead iBGP session are configured to reset the NEXT_HOP
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   attribute to self on every node (this also assumes the use of
   directly connected link addresses for session formation).  In this
   case, ignoring CLUSTER_LIST length might lead to routing loops.  It
   is therefore recommended for implementations to have a knob that
   enables accounting for CLUSTER_LIST length when performing multipath
   route selection.  In this case, CLUSTER_LIST attribute length should
   be effectively used to replace the IGP metric.

   Similar to the route-reflector scenario, the use of BGP
   confederations assumes presence of an IGP for proper loop prevention
   in multipath scenarios, and use the IGP metric as the final tie-
   breaker for multipath routing.  In addition to this, and similar to
   eBGP case, implementation often require that equivalent paths belong
   to the same peer member AS as the best-path.  It is useful to have
   two configuration knobs, one enabling "multipath same confederation
   member peer-as" and another enabling less restrictive "confed as-path
   multipath relaxed", which allows selecting multipath routes going via
   any confederation member peer AS.  As mentioned above, the
   AS_CONFED_SEQUENCE value length is usually ignored for the purpose of
   AS_PATH length comparison, relying on IGP cost instead for loop
   prevention.

   In case if IGP is not present with BGP confederation deployment, and
   similar to route-reflection case, it may be needed to consider
   AS_CONFED_SEQUENCE length when selecting the equivalent routes,
   effectively using it as a substitution for IGP metric.  A separate
   configuration knob is needed to allow this behavior.

   Per [RFC5065] the path learned over BGP intra-confederation peering
   sessions are treated as iBGP.  There is no specification or
   operational document that defines how a mixed iBGP route-reflector
   and confederation based model would work together.  Therefore, this
   document does not make recommendations or considers this case.

5.  Multipath among eBGP and iBGP paths

   The best-path selection algorithm explicitly prefers eBGP paths over
   iBGP (or learned from BGP confederation member AS, which is per
   [RFC5065] is treated the same as iBGP from perspective of best-path
   selection).  In some case, allowing multipath routing between eBGP
   and iBGP learned paths might be beneficial.  This is only possible if
   some sort of tunneling technique is used to reach both the eBGP and
   iBGP path.  If this feature is enabled, the equivalent routes are
   selection by stopping the tie-breaking process prior at the MED
   comparison step (c) in Section 9.1.2.2 of [RFC4271].
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6.  Multipath with AIGP

   AIGP attribute defined in [RFC7311] must be used for best-path
   selection prior to running any logic of Section 9.1.2.2.  Only the
   paths with minimal value of AIGP metric are eligible for further
   consideration of tie-breaking rules.  The rest of multipath selection
   logic remains the same.

7.  Best path advertisement

   Event though multiple equivalent paths may be selected for
   programming into the routing table, the BGP speaker always announces
   single best-path to its peers, unless BGP "Add-Path" feature has been
   enabled as described in [I-D.ietf-idr-add-paths].  The unique best-
   path is elected among the multi-path set using the standard tie-
   breaking rules.

8.  Multipath and non-deterministic tie-breaking

   Some implementations may implement non-standard tie-breaking using
   the oldest path rule.  This is generally not recommended, and may
   interact with multi-path route selection on downstream BGP speakers.
   That is, after a route flap that affects the best-path upstream, the
   original best path would not be recovered, and the older path still
   be advertised, possibly affecting the tie-breaking rules on down-
   stream device, for example if the AS_PATH contents are different from
   previous.

9.  Weighted equal-cost multipath

   The proposal in [I-D.ietf-idr-link-bandwidth] defines conditions
   where iBGP multipath feature might inform the routing table of the
   "weights" associated with the multiple paths.  The document defines
   the applicability only in iBGP case, though there are implementations
   that apply it to eBGP multipath as well.  The proposal does not
   change the equal-cost multipath selection logic, only associates
   additional load-sharing attributes with equivalent paths.
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Abstract

   Seamless Bidirectional Forwarding Detection (S-BFD) defines a
   simplified mechanism to use Bidirectional Forwarding Detection (BFD)
   with large portions of negotiation aspects eliminated, thus providing
   benefits such as quick provisioning as well as improved control and
   flexibility to network nodes initiating the path monitoring.  The
   link-state routing protocols (IS-IS and OSPF) have been extended to
   advertise the Seamless BFD (S-BFD) Discriminators.

   This draft defines extensions to the BGP Link-state address-family to
   carry the S-BFD Discriminators information via BGP.

Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.

Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.

   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.
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1.  Introduction

   Seamless Bidirectional Forwarding Detection (S-BFD) [RFC7880] defines
   a simplified mechanism to use Bidirectional Forwarding Detection
   (BFD) [RFC5880] with large portions of negotiation aspects
   eliminated, thus providing benefits such as quick provisioning as
   well as improved control and flexibility to network nodes initiating
   the path monitoring.
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   For monitoring of a service path end-to-end via S-BFD, the headend/
   initiator node needs to know the S-BFD Discriminator of the
   destination/tail-end node of that service.  The link-state routing
   protocols (IS-IS, OSPF and OSPFv3) have been extended to advertise
   the S-BFD Discriminators.  With this a initiator node can learn the
   S-BFD discriminator for all nodes within its IGP area/level or
   optionally within the domain.  With networks being divided into
   multiple IGP domains for scaling and operational considerations, the
   service endpoints that require end to end S-BFD monitoring often span
   across IGP domains.

   BGP Link-State (BGP-LS) [RFC7752] enables the collection and
   distribution of IGP link-state topology information via BGP sessions
   across IGP areas/levels and domains.  The S-BFD discriminator(s) of a
   node can thus be distributed along with the topology information via
   BGP-LS across IGP domains and even across multiple Autonomous Systems
   (AS) within an administrative domain.

   This draft defines extensions to BGP-LS for carrying the S-BFD
   Discriminators information.

2.  Terminology

   This memo makes use of the terms defined in [RFC7880].

3.  Problem and Requirement

   Seamless MPLS [I-D.ietf-mpls-seamless-mpls] extends the core domain
   and integrates aggregation and access domains into a single MPLS
   domain.  In a large network, the core and aggregation networks can be
   organized as different ASes.  Although the core and aggregation
   networks are segmented into different ASes, an E2E LSP can be created
   using hierarchical BGP signaled LSPs based on iBGP labeled unicast
   within each AS, and eBGP labeled unicast to extend the LSP across AS
   boundaries.  This provides a seamless MPLS transport connectivity for
   any two service end-points across the entire domain.  In order to
   detect failures for such end to end services and trigger faster
   protection and/or re-routing, S-BFD MAY be used for the Service Layer
   (e.g. for MPLS VPNs, PW, etc. ) or the Transport Layer monitoring.
   This brings up the need for setting up S-BFD session spanning across
   AS domains.

   In a similar Segment Routing (SR) [RFC8402] multi-domain network, an
   end to end SR Policy [I-D.ietf-spring-segment-routing-policy] path
   may be provisioned between service end-points across domains either
   via local provisioning or by a controller or signalled from a Path
   Computation Engine (PCE).  Monitoring using S-BFD can similarly be
   setup for such a SR Policy.
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   Extending the automatic discovery of S-BFD discriminators of nodes
   from within the IGP domain to across the administrative domain using
   BGP-LS enables setting up of S-BFD sessions on demand across IGP
   domains.  The S-BFD discriminators for service end point nodes MAY be
   learnt by the PCE or a controller via the BGP-LS feed that it gets
   from across IGP domains and it can signal or provision the remote
   S-BFD discriminator on the initiator node on demand when S-BFD
   monitoring is required.  The mechanisms for the signaling of the
   S-BFD discriminator from the PCE/controller to the initiator node and
   setup of the S-BFD session is outside the scope of this document.

   Additionally, the service end-points themselves MAY also learn the
   S-BFD discriminator of the remote nodes themselves by receiving the
   BGP-LS feed via a route reflector (RR) or a centralized BGP Speaker
   that is consolidating the topology information across the domains.
   The initiator node can then itself setup the S-BFD session to the
   remote node without a controller/PCE assistance.

   While this document takes examples of MPLS and SR paths, the S-BFD
   discriminator advertisement mechanism is applicable for any S-BFD
   use-case in general.

4.  BGP-LS Extensions for S-BFD Discriminator

   The BGP-LS [RFC7752] specifies the Node NLRI for advertisement of
   nodes and their attributes using the BGP-LS Attribute.  The S-BFD
   discriminators of a node are considered as its node level attribute
   and advertised as such.

   This document defines a new BGP-LS Attribute TLV called the S-BFD
   Discriminators TLV and its format is as follows:
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      0                   1                   2                   3
      0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |              Type             |             Length            |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |                         Discriminator 1                       |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |                    Discriminator 2 (Optional)                 |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |                               ...                             |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
     |                    Discriminator n (Optional)                 |
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

               Figure 1: S-BFD Discriminators TLV

     where:

   o  Type: TBD (see IANA Considerations Section 5)

   o  Length: variable.  Minimum of 8 octets and increments of 4 octets
      there on for each additional discriminator

   o  Discriminators : multiples of 4 octets, each carrying a S-BFD
      local discriminator value of the node.  At least one discriminator
      MUST be included in the TLV.

   The S-BFD Discriminators TLV can only be added to the BGP-LS
   Attribute associated with the Node NLRI that originates the
   corresponding underlying IGP TLV/sub-TLV as described below.  This
   information is derived from the protocol specific advertisements as
   below..

   o  IS-IS, as defined by the S-BFD Discriminators sub-TLV in
      [RFC7883].

   o  OSPFv2/OSPFv3, as defined by the S-BFD Discriminators TLV in
      [RFC7884].

   When the node is not running any of the IGPs but running a protocol
   like BGP, then the locally provisioned S-BFD discriminators of the
   node MAY be originated as part of the BGP-LS attribute within the
   Node NLRI corresponding to the local node.
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5.  IANA Considerations

   This document requests assigning code-points from the registry "BGP-
   LS Node Descriptor, Link Descriptor, Prefix Descriptor, and Attribute
   TLVs" based on table below.  The column "IS-IS TLV/Sub-TLV" defined
   in the registry does not require any value and should be left empty.

          +---------------+--------------------------+----------+
          |  Code Point   | Description              | Length   |
          +---------------+--------------------------+----------+
          |      TBD      | S-BFD Discriminators TLV | variable |
          +---------------+--------------------------+----------+

6.  Manageability Considerations

   This section is structured as recommended in [RFC5706].

   The new protocol extensions introduced in this document augment the
   existing IGP topology information that was distributed via [RFC7752].
   Procedures and protocol extensions defined in this document do not
   affect the BGP protocol operations and management other than as
   discussed in the Manageability Considerations section of [RFC7752].
   Specifically, the malformed NLRIs attribute tests in the Fault
   Management section of [RFC7752] now encompass the new TLVs for the
   BGP-LS NLRI in this document.

6.1.  Operational Considerations

   No additional operation considerations are defined in this document.

6.2.  Management Considerations

   No additional management considerations are defined in this document.

7.  Security Considerations

   The new protocol extensions introduced in this document augment the
   existing IGP topology information that was distributed via [RFC7752].
   Procedures and protocol extensions defined in this document do not
   affect the BGP security model other than as discussed in the Security
   Considerations section of [RFC7752].  More specifically the aspects
   related to limiting the nodes and consumers with which the topology
   information is shared via BGP-LS to trusted entities within an
   administrative domain.

   Advertising the S-BFD Discriminators via BGP-LS makes it possible for
   attackers to initiate S-BFD sessions using the advertised
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   information.  The vulnerabilities this poses and how to mitigate them
   are discussed in [RFC7752].
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Abstract

   To aid BGP receiver to steer the AS-outgoing traffic among the exit
   links, this document introduces a new BGP community, congestion
   status community, to carry the link bandwidth and utilization
   information, especially for the exit links of one AS.  If accepted,
   this document will update RFC4271, RFC4360 and RFC7153.

   The introducd congestion status community is not used to impact the
   decision process of BGP specified in section 9.1 of RFC4271, but can
   be used by route policy to impact the data forwarding behavior.

Status of This Memo
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   provisions of BCP 78 and BCP 79.
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   material or to cite them other than as "work in progress."
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1.  Introduction

   Knowing the congestion status (bandwidth and utilization) of the AS
   exit links is useful for traffic steering, especially for steering
   the AS outgoing traffic among the exit links.  Section 7 of
   [I-D.gredler-idr-bgplu-epe] explicitly specifies this kind of
   requirement, which is also needed in our field network.

   The following figure is used to illustrate the benefits of knowing
   the congestion status of the AS exit links.  AS A has multiple exit
   links connected to AS B.  Both AS A and B has exit link to AS C, and
   AS B provides transit service for AS A.  Due to cost or some other
   reasons, AS A prefers using AS B to transmit its’ traffic to AS C,
   not the directly connected link between AS A and C.  If the exit
   routers, Router 7 and 8, in AS A tell their iBGP peers the congestion
   status of the exit links, the peers in turn can steer some outgoing
   traffic toward the less loaded exit link.  If AS A knows the link
   between AS B and AS C is congested, it can steer some traffic towards
   AS C from AS B to the directly connected link by applying some route
   policies.
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     +-------------------------------------------+
     |                   AS C                    |
     |  +----------+               +----------+  |
     +--| Router 1 |---------------| Router 2 |--+
        +----------+               +----------+
             |                          |
             |                          |
             |                     +----------+
             |            +--------| Router 3 |----------+
             |            |        +----------+          |
             |            |             AS B             |
             |            | +----------+    +----------+ |
             |            +-| Router 4 |----| Router 5 |-+
             |              +----------+    +----------+
             |                   |                |
             |                   |                |
        +----------+        +----------+    +----------+
     +--| Router 6 |--------| Router 7 |----| Router 8 |-+
     |  +----------+        +----------+    +----------+ |
     |                      AS A                         |
     +---------------------------------------------------+

   This document introduces new BGP extensions to deliver the congestion
   status of the exit link to other BGP speakers.  The BGP receiver can
   then use this community to deploy route policy, thus steer AS
   outgoing traffic according to the congestion status of the exit
   links.  This mechanisum can be used by both iBGP and eBGP.

   In this verion, we provide three solution alternatives according to
   the discussion in the face to face meetings and mail list.  After
   adoption, one solution will be selected as the final solution based
   on the working group consensus.

   In a network deployed SDN (Software Defined Network) controller,
   congestion status extended community can be used by the controller to
   steer the AS outgoing traffic among all the exit links from the
   perspective of the whole network.

   For the network with Route Reflectors (RRs) [RFC4456], RRs by default
   only advertise the best route for a specific prefix to their clients.
   Thus RR clients has no opportunity to compare the congestion status
   among all the exit links.  In this situation, to allow RR clients
   learning all the routes for a specific prefix from all the exit
   links, RRs are RECOMMENDED to enable add-path functionality
   [RFC7911].
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   To emphasize, the introduced new BGP extensions have no impact on the
   decision process of BGP specified in section 9.1 of [RFC4271], but
   can be used by route policy to impact the data forwarding behavior.

2.  Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].

3.  Previous Work

   In [constrained-multiple-path], authors from France Telecom also
   specified the requirement to know the congestion status of a link.

   To aid a router to perform unequal cost load balancing, experts from
   Cisco introduced Link Bandwidth Extended Community in
   [link-bandwidth-community] to carry the cost to reach the external
   BGP neighbor.  The cost can be either configured per neighbor or
   derived from the bandwidth of the link that connects the router to a
   directly connected external neighbor.  This document was accepted by
   the IDR working group, but expired in 2013.

   Link Bandwidth Extended Community only carries the link bandwidth of
   the exit link.  The method provided in our document can carry the
   link bandwidth together with the link utilization information.  What
   the BGP receiver needs to impact its traffic steering policy is the
   up-to-date unused link bandwith, which can be derived from the link
   bandwith and link utilization.  Since Link Bandwidth Extended
   Community is expired, the BGP speaker who receives update message
   with both Link Bandwidth Extended Community and Congestion Status
   Community SHOULD ignore the Link Bandwidth Extended Community and use
   the Congestion Status Community.

4.  Solution Alternative 1: Extended Community

   As described in [RFC4360], the extended community attribute is an
   8-octet value with the first one or two octets to indicate the type
   of this attribute.  Since congestion status community needs to be
   delivered from on AS to other ASes, and used by the BGP speakers both
   in other ASes and within the same AS as the sender, it MUST be a
   transitive extended community, i.e. the T bit in the first octet MUST
   be zero.

   We only define the congestion status community for four-octet AS
   number [RFC6793], since all the BGP speakers can handle four-octet AS
   number now and the two-octet AS numbers can be mapped to four-octet
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   AS numbers by setting the two high-order octets of the four-octet
   field to zero, as per [RFC6793].

   Congestion status community is a sub-type allocated from Transitive
   Four-Octet AS-Specific Extended Community Sub-Types defined in
   section 5.2.4 of [RFC7153].  Its format is as Figure 1.

     0                   1                   2                   3
     0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
    |  Type =0x02   |    Sub-Type   |        Sender AS Number       |
    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
    |    Sender AS Number (cont.)   |    Bandwidth    | Utilization |
    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

              Figure 1: Congestion status extended community

      Type: 1 octet.  This field MUST be 0x02 to indicate this is a
      Transitive Four-Octet AS-Specific Extended Community.

      Sub-Type: 1 octet.  It is used to indicate this is a Congestion
      Status Extended Community.  Its value is to be assigned by IANA.

      Sender AS Number: 4 octets.  Its value is the AS number of the BGP
      speaker who generates this congestion status extended community.
      If the generator has 2-octct AS number, it MUST encode its AS
      number in the last (low order) two bytes and set the first (high
      order) two bytes to zero, as per [RFC6793].

      Bandwidth: 1 octet.  Its value is the bandwidth of the exit link
      in unit of 10 gbps (gigabits per second).  The link with bandwidth
      less than 10 gbps is not suitable to use this feature.  To reflect
      the practice that sometimes the traffic is rate limited to a
      capacity smaller than the physical link, the value of the
      bandwidth can be the configured capacity of the link.  The
      available configured capacity can be calculated from this field
      together with Utilization field.  Zero means the bandwidth is
      unknown or is not advertised to other peers.

      Utilization: 1 octet.  Its value is the utilization of the exit
      link in unit of percent.  A value bigger than 100 means the
      incoming traffic is higher than the link capacity.  We can use the
      "Utilization" field together with the "Bandwidth" field to
      calculate the traffic load that we can further steer to this exit
      link.
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5.  Solution Alternative 2: Large Community

   As described in [RFC8092], the BGP large community attribute is an
   optional transitive path attribute of variable length, consisting of
   12-octet values.  The BGP large community attribute is mainly used to
   extend the size of BGP Community [RFC1997] and Extened Community
   [RFC4360], thus to accommodate at least two four-octet ASNs
   [RFC6793].  As shown in the following figure, the format of the
   12-octet BGP Large Community value is not suitable to be used to
   define new type for congestion status community.

       0                   1                   2                   3
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |                      Global Administrator                     |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |                       Local Data Part 1                       |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |                       Local Data Part 2                       |
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                                 Figure 2

      Global Administrator: A four-octet namespace identifier.

      Local Data Part 1: A four-octet operator-defined value.

      Local Data Part 2: A four-octet operator-defined value.

6.  Solution Alternative 3: Community Container

   As described in [I-D.ietf-idr-wide-bgp-communities], the BGP
   Community Container has flexible encoding format, which we can use to
   define the congestion status community.

   A new type of the BGP Community Container is defined for the
   congestion status community, which has the same common header as the
   BGP Community Container with the following encoding format.
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          0                   1                   2                   3
        0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
       |             Type              |    Flags  |C|T|   Reserved    |
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
       |            Length             |        Sender AS Number       |
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
       |    Sender AS Number (cont.)   |            Bandwidth          |
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
       |      Bandwidth (cont.)        |  Utilization  |   Reserved    |
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                                 Figure 3

      Type: 2 octets.  Its value is to be assigned by IANA from the
      registry "BGP Community Container Types" to indicate this is the
      Congestion Status Community.

      Flags: 1 octet.  C and T bits MUST be set to indicate the
      Congestion Status Community is transitive across confederation and
      AS boundaries.  The other bits in Flags field MUST be set to zero
      when originated and SHOULD be ignored upon receipt.

      Reserved: Reserved fields are reserved for future definition,
      which MUST be set to zero when originated and SHOULD be ignored
      upon receipt.

      Length: 2 octets.  This field represents the total length of a
      given container’s contents in octets.

      Sender AS Number: 4 octets.  Its value is the AS number of the BGP
      speaker who generates this congestion status community.  If the
      generator has 2-octct AS number, it MUST encode its AS number in
      the last (low order) two bytes and set the first (high order) two
      bytes to zero, as per [RFC6793].

      Bandwidth: 4 octets.  Its value is the bandwidth of the exit link
      in IEEE floating point format (see [IEEE.754.1985]), expressed in
      bytes per second.  Zero means the bandwidth is unknown or is not
      advertised to other peers.  Appendix A lists some typical
      bandwidth values, most of which are extracted from Section 3.1.2
      of [RFC3471].

      To reflect the practice that sometimes the traffic is rate limited
      to a capacity smaller than the physical link, the value of the
      bandwidth can be the configured capacity of the link.  The
      available configured capacity can be calculated from this field
      together with Utilization field.
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      Utilization: 1 octet.  Its value is the utilization of the exit
      link in unit of percent.  A value bigger than 100 means the
      incoming traffic is higher than the link capacity.  We can use the
      "Utilization" field together with the "Bandwidth" field to
      calculate the traffic load that we can further steer to this exit
      link.

7.  Deployment Considerations

   o  To avoid route oscillation

         The exit router SHOULD set a threshold.  When the utilization
         change reaches the threshold, the exit router SHOULD generate a
         BGP update message with congestion status community.

         Implementations SHOULD further reduce the BGP update messages
         trigered by link utilization change using the method similar to
         BGP Route Flap Damping [RFC2439].  When link utilization change
         by small amounts that fall under thresholds that would cause
         the announcement of BGP update message, implementations SHOULD
         suppress the announcement and set the penalty value
         accordingly.

         To reduce the update churn introduced, when one BGP router
         needs to re-advertise a BGP path due to attribute changes, it
         SHOULD update its Congestion Status Community at the same time.
         Supposing there are N ASes on the way from the far end egress
         BGP speaker to the final ingress BGP speaker, this allows
         reducing the update churn as the final ingress BGP speaker will
         receive a single UPDATE refreshing the N communities, rather
         than N UPDATEs, each refreshing one community.

   o  To avoid traffic oscillation

         Traffic oscillation means more traffic than expected is
         attracted to the low utilized link, and some traffic has to be
         steered back to other links.

         Route policy is RECOMMENDED to be set at the exit router.
         Congestion status community is only conveyed for some specific
         routes or only for some specific BGP peers.

         Congestion status community can also be used in a SDN network.
         The SDN controller uses the exit link utilization information
         to steer the Internet access traffic among all the exit links
         from the perspective of the whole network.

   o  Other Conserns
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         To avoid forwarding loops incremental deployment issues,
         complications in error handling, the reception of such
         community over IBGP session SHOULD NOT influence routing
         decision unless tunneling is used to reach the BGP Next-Hop.

8.  Security Considerations

   This document defines a new BGP community to carry the congestion
   status of the exit link.  It is up to the BGP receiver to trust the
   congestion status communities or not.  Following deployment models
   can be considered.

      The BGP receiver may choose to only trust the congestion status
      communities generated by some specific ASes or containing
      bandwidth greater than a specific value.

      You can filter the congestion status communities at the border of
      your trust/administrative domain.  Hence all the ones you receive
      are trusted.

      You can record the communities received over time, monitor the
      congestion e.g. via probing, detect inconsistency and choose to
      not trust anymore the ASes which advertise fake news.

9.  IANA Considerations

   For solution alternative 1, one sub-type is solicited to be assigned
   from Transitive Four-Octet AS-Specific Extended Community Sub-Types
   registry to indicate the Congestion Status Community defined in this
   document.

   For solution alternative 3, one community value is solicited to be
   assigned from the registry "Registered Type 1 BGP Wide Community
   Community Types" to indicate the Congestion Status Community defined
   in this document.
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Appendix A.  Bandwidth Values

   Some typical bandwidth values encoded in 32-bit IEEE floating point
   format are enumerated below.
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       Link Type         Bit-rate          Bandwidth Value (Bytes/Sec)
                          (Mbps)          (32-bit IEEE Floating point)
   ---------------   ---------------   ---------------------------------
          E1              2.048                 0x487A0000
       Ethernet           10.00                 0x49989680
    Fast Ethernet         100.00                0x4B3EBC20
      OC-3/STM-1          155.52                0x4B9450C0
     OC-12/STM-4          622.08                0x4C9450C0
        GigE              1000.00               0x4CEE6B28
     OC-48/STM-16         2488.32               0x4D9450C0
    OC-192/STM-64         9953.28               0x4E9450C0
       10GigE             10000.00              0x4E9502F9
   OC-768/STM-256         39813.12              0x4F9450C0
       100GigE            100000.00             0x503A43B7
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Abstract

   It is hard to adjust traffic and optimize traffic paths on a
   traditional IP network from time to time through manual
   configurations.  It is desirable to have an automatic mechanism for
   setting up routing policies, which adjust traffic and optimize
   traffic paths automatically.  This document describes BGP Extensions
   for Routing Policy Distribution (BGP RPD) to support this.

Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].

Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.

   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.

   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."
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   This Internet-Draft will expire on January 8, 2020.

Copyright Notice

   Copyright (c) 2019 IETF Trust and the persons identified as the
   document authors.  All rights reserved.

   This document is subject to BCP 78 and the IETF Trust’s Legal
   Provisions Relating to IETF Documents
   (https://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.
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1.  Introduction

   It is difficult to optimize traffic paths on a traditional IP network
   because of:

   o  Heavy configuration and error prone.  Traffic can only be adjusted
      device by device.  All routers that the traffic traverses need to
      be configured.  The configuration workload is heavy.  The
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      operation is not only time consuming but also prone to
      misconfiguration for Service Providers.

   o  Complex.  The routing policies used to control network routes are
      complex, posing difficulties to subsequent maintenance, high
      maintenance skills are required.

   It is desirable to have an automatic mechanism for setting up routing
   policies, which can simplify the routing policies configuration.
   This document describes extensions to BGP for Routing Policy
   Distribution to resolve these issues.

2.  Terminology

   The following terminology is used in this document.

   o  ACL:Access Control List

   o  BGP: Border Gateway Protocol

   o  FS: Flow Specification

   o  PBR:Policy-Based Routing

   o  RPD: Routing Policy Distribution

   o  VPN: Virtual Private Network

3.  Problem Statements

   It is obvious that providers have the requirements to adjust their
   business traffic from time to time because:

   o  Business development or network failure introduces link congestion
      and overload.

   o  Network transmission quality is decreased as the result of delay,
      loss and they need to adjust traffic to other paths.

   o  To control OPEX and CPEX, prefer the transit provider with lower
      price.

3.1.  Inbound Traffic Control

   In the scenario below, for the reasons above, the provider of AS100
   saying P may wish the inbound traffic from AS200 enters AS100 through
   link L3 instead of the others.  Since P doesn’t have any
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   administration over AS200, so there is no way for P to modify the
   route selection criteria directly.

                  Traffic from PE1 to Prefix1
             ----------------------------------->

   +-----------------+            +-------------------------+
   |     +---------+ |        L1  | +----+      +----------+|
   |     |Speaker1 | +------------+ |IGW1|      |policy    ||
   |     +---------+ |**      L2**| +----+      |controller||
   |                 |  **    **  |             +----------+|
   | +---+           |    ****    |                         |
   | |PE1|           |    ****    |                         |
   | +---+           |  **    **  |                         |
   |     +---------+ |**      L3**| +----+                  |
   |     |Speaker2 | +------------+ |IGW2|      AS100       |
   |     +---------+ |        L4  | +----+                  |
   |                 |            |                         |
   |    AS200        |            |                         |
   |                 |            |  ...                    |
   |                 |            |                         |
   |     +---------+ |            | +----+      +-------+   |
   |     |Speakern | |            | |IGWn|      |Prefix1|   |
   |     +---------+ |            | +----+      +-------+   |
   +-----------------+            +-------------------------+

               Prefix1 advertised from AS100 to AS200
             <----------------------------------------

                    Inbound Traffic Control case

3.2.  Outbound Traffic Control

   In the scenario below, the provider of AS100 saying P prefers link L3
   for the traffic to the destination Prefix2 among multiple exits and
   links.  This preference can be dynamic and changed frequently because
   of the reasons above.  So the provider P expects an efficient and
   convenient solution.
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                  Traffic from PE2 to Prefix2
             ----------------------------------->
   +-------------------------+            +-----------------+
   |+----------+      +----+ |L1          | +---------+     |
   ||policy    |      |IGW1| +------------+ |Speaker1 |     |
   ||controller|      +----+ |**        **| +---------+     |
   |+----------+             |L2**    **  |        +-------+|
   |                         |    ****    |        |Prefix2||
   |                         |    ****    |        +-------+|
   |                         |L3**    **  |                 |
   |      AS100       +----+ |**        **| +---------+     |
   |                  |IGW2| +------------+ |Speaker2 |     |
   |                  +----+ |L4          | +---------+     |
   |                         |            |                 |
   |+---+                    |            |    AS200        |
   ||PE2|              ...   |            |                 |
   |+---+                    |            |                 |
   |                  +----+ |            | +---------+     |
   |                  |IGWn| |            | |Speakern |     |
   |                  +----+ |            | +---------+     |
   +-------------------------+            +-----------------+

               Prefix2 advertised from AS200 to AS100
             <----------------------------------------

                     Outbound Traffic Control case

4.  Protocol Extensions

   A solution is proposed to use a new AFI and SAFI with the BGP Wide
   Community for encoding a routing policy.

4.1.  Using a New AFI and SAFI

   A new AFI and SAFI are defined: the Routing Policy AFI whose
   codepoint TBD1 is to be assigned by IANA, and SAFI whose codepoint
   TBD2 is to be assigned by IANA.

   The AFI and SAFI pair uses a new NLRI, which is defined as follows:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+
   |  NLRI Length  |
   +-+-+-+-+-+-+-+-+
   |  Policy Type  |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                      Distinguisher (4 octets)                 |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                      Peer IP (4/16 octets)                    ˜
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   Where:

     NLRI Length:  1 octet represents the length of NLRI.

     Policy Type:  1 octet indicates the type of a policy.  1 is for
      export policy. 2 is for import policy.

     Distinguisher:  4 octet value uniquely identifies the policy in the
      peer.

     Peer IP:  4/16 octet value indicates an IPv4/IPv6 peer.

   The NLRI containing the Routing Policy is carried in a BGP UPDATE
   message, which MUST contain the BGP mandatory attributes and MAY also
   contain some BGP optional attributes.

   When receiving a BGP UPDATE message, a BGP speaker processes it only
   if the peer IP address in the NLRI is the IP address of the BGP
   speaker or 0.

   The content of the Routing Policy is encoded in a BGP Wide Community.

4.2.  BGP Wide Community

   The BGP wide community is defined in
   [I-D.ietf-idr-wide-bgp-communities].  It can be used to facilitate
   the delivery of new network services, and be extended easily for
   distributing different kinds of routing policies.

4.2.1.  New Wide Community Atoms

   A wide community Atom is a TLV (or sub-TLV), which may be included in
   a BGP wide community container (or BGP wide community for short)
   containing some BGP Wide Community TLVs.  Three BGP Wide Community
   TLVs are defined in [I-D.ietf-idr-wide-bgp-communities], which are
   BGP Wide Community Target(s) TLV, Exclude Target(s) TLV, and
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   Parameter(s) TLV.  Each of these TLVs comprises a series of Atoms,
   each of which is a TLV (or sub-TLV).  A new wide community Atom is
   defined for BGP Wide Community Target(s) TLV and a few new Atoms are
   defined for BGP Wide Community Parameter(s) TLV.  For your reference,
   the format of the TLV is illustrated below:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-++-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |             Length             |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                         Value (variable)                      ˜
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                   Format of Wide Community Atom TLV

   A RouteAttr Atom TLV (or RouteAttr TLV/sub-TLV for short) is defined
   and may be included in a Target TLV.  It has the following format.

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |  Type (TBD1)  |        Length (variable)        |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                          sub-TLVs                             ˜
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                   Format of RouteAttr Atom TLV

   The Type for RouteAttr is TBD1 (suggested value 48) to be assigned by
   IANA.  In RouteAttr TLV, three sub-TLVs are defined: IP Prefix, AS-
   Path and Community sub-TLV.

   An IP prefix sub-TLV gives matching criteria on IPv4 prefixes.  Its
   format is illustrated below:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |  Type (TBD2)  |         Length (N x 8)        |M-Type | Flags |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                          IPv4 Address                         |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Mask      |     GeMask    |     LeMask    |M-Type | Flags |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   ˜       . . .
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                          IPv4 Address                         |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Mask      |     GeMask    |     LeMask    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                   Format of IPv4 Prefix sub-TLV

   Type:  TBD2 (suggested value 1) for IPv4 Prefix is to be assigned by
      IANA.

   Length:  N x 8, where N is the number of tuples <M-Type, Flags, IPv4
      Address, Mask, GeMask, LeMask>.

   M-Type:  4 bits for match types, four of which are defined:

      M-Type = 0:  Exact match.

      M-Type = 1:  Match prefix greater and equal to the given masks.

      M-Type = 2:  Match prefix less and equal to the given masks.

      M-Type = 3:  Match prefix within the range of the given masks.

   Flags:  4 bits.  No flags are currently defined.

   IPv4 Address:  4 octets for an IPv4 address.

   Mask:  1 octet for the mask length.

   GeMask:  1 octet for match range, must be less than Mask or be 0.

   LeMask:  1 octet for match range, must be greater than Mask or be 0.

   For example, tuple <M-Type=0, Flags=0, IPv4 Address = 1.1.0.0, Mask =
   22, GeMask = 0, LeMask = 0> represents an exact IP prefix match for
   1.1.0.0/22.
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   <M-Type=1, Flags=0, IPv4 Address = 16.1.0.0, Mask = 24, GeMask = 24,
   LeMask = 0> represents match IP prefix 1.1.0.0/24 greater-equal 24.

   <M-Type=2, Flags=0, IPv4 Address = 17.1.0.0, Mask = 24, GeMask = 0,
   LeMask = 26> represents match IP prefix 17.1.0.0/24 less-equal 26.

   <M-Type=3, Flags=0, IPv4 Address = 18.1.0.0, Mask = 24, GeMask = 24,
   LeMask = 32> represents match IP prefix 18.1.0.0/24 greater-equal to
   24 and less-equal 32.

   Similarly, an IPv6 Prefix sub-TLV represents match criteria on IPv6
   prefixes.  Its format is illustrated below:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |   Type(TBD3)  |         Length (N x 20)       |M-Type | Flags |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                     IPv6 Address (16 octets)                  ˜
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Mask      |     GeMask    |     LeMask    |M-Type | Flags |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   ˜       . . .
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                      IPv6 Address (16 octets                  ˜
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Mask      |     GeMask    |     LeMask    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                   Format of IPv6 Prefix sub-TLV

   An AS-Path sub-TLV represents a match criteria in a regular
   expression string.  Its format is illustrated below:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |  Type (TBD4)  |      Length (Variable)        |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                    AS-Path Regex String                       |
   :                                                               :
   |                                                               ˜
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                           Format of AS Path sub-TLV

   Type:  TBD4 (suggested value 2) for AS-Path is to be assigned by
      IANA.
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   Length:  Variable, maximum is 1024.

   AS-Path Regex String:  AS-Path regular expression string.

   A community sub-TLV represents a list of communities to be matched
   all.  Its format is illustrated below:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |  Type (TBD5)  |        Length (N x 4 + 1)       |    Flags    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                      Community 1 Value                        |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   ˜                              . . .                            ˜
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                      Community N Value                        |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                         Format of Community sub-TLV

   Type:  TBD5 (suggested value 3) for Community is to be assigned by
      IANA.

   Length:  N x 4 + 1, where N is the number of communities.

   Flags:  1 octet.  No flags are currently defined.

   In Parameter(s) TLV, two action sub-TLVs are defined: MED change sub-
   TLV and AS-Path change sub-TLV.  When the community in the container
   is MATCH AND SET ATTR, the Parameter(s) TLV includes some of these
   sub-TLVs.  When the community is MATCH AND NOT ADVERTISE, the
   Parameter(s) TLV’s value is empty.

   A MED change sub-TLV indicates an action to change the MED.  Its
   format is illustrated below:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |  Type (TBD6)  |          Length (5)           |      OP       |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                           Value                               |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                           Format of MED Change sub-TLV
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   Type:  TBD6 (suggested value 1) for MED Change is to be assigned by
      IANA.

   Length:  5.

   OP:  1 octet.  Three are defined:

      OP = 0:  assign the Value to the existing MED.

      OP = 1:  add the Value to the existing MED.  If the sum is greater
         than the maximum value for MED, assign the maximum value to
         MED.

      OP = 2:  subtract the Value from the existing MED.  If the
         existing MED minus the Value is less than 0, assign 0 to MED.

   Value:  4 octets.

   An AS-Path change sub-TLV indicates an action to change the AS-Path.
   Its format is illustrated below:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |  Type (TBD7)  |        Length (n x 5)         |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                             AS1                               |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |    Count1     |
   +-+-+-+-+-+-+-+-+
   ˜       . . .
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                             ASn                               |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |    Countn     |
   +-+-+-+-+-+-+-+-+

                         Format of AS-Path Change sub-TLV

   Type:  TBD7 (suggested value 2) for AS-Path Change is to be assigned
      by IANA.

   Length:  n x 5.

   ASi:  4 octet.  An AS number.

   Counti:  1 octet.  ASi repeats Counti times.
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   The sequence of AS numbers are added to the existing AS Path.

4.3.  Capability Negotiation

   It is necessary to negotiate the capability to support BGP Extensions
   for Routing Policy Distribution (RPD).  The BGP RPD Capability is a
   new BGP capability [RFC5492].  The Capability Code for this
   capability is to be specified by the IANA.  The Capability Length
   field of this capability is variable.  The Capability Value field
   consists of one or more of the following tuples:

           +--------------------------------------------------+
           |  Address Family Identifier (2 octets)            |
           +--------------------------------------------------+
           |  Subsequent Address Family Identifier (1 octet)  |
           +--------------------------------------------------+
           |  Send/Receive (1 octet)                          |
           +--------------------------------------------------+

                          BGP RPD Capability

   The meaning and use of the fields are as follows:

   Address Family Identifier (AFI): This field is the same as the one
   used in [RFC4760].

   Subsequent Address Family Identifier (SAFI): This field is the same
   as the one used in [RFC4760].

   Send/Receive: This field indicates whether the sender is (a) willing
   to receive Routing Policies from its peer (value 1), (b) would like
   to send Routing Policies to its peer (value 2), or (c) both (value 3)
   for the <AFI, SAFI>.

5.  Consideration

5.1.  Route-Policy

   Routing policies are used to filter routes and control how routes are
   received and advertised.  If route attributes, such as reachability,
   are changed, the path along which network traffic passes changes
   accordingly.

   When advertising, receiving, and importing routes, the router
   implements certain policies based on actual networking requirements
   to filter routes and change the attributes of the routes.  Routing
   policies serve the following purposes:
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   o  Control route advertising: Only routes that match the rules
      specified in a policy are advertised.

   o  Control route receiving: Only the required and valid routes are
      received.  This reduces the size of the routing table and improves
      network security.

   o  Filter and control imported routes: A routing protocol may import
      routes discovered by other routing protocols.  Only routes that
      satisfy certain conditions are imported to meet the requirements
      of the protocol.

   o  Modify attributes of specified routes Attributes of the routes:
      that are filtered by a routing policy are modified to meet the
      requirements of the local device.

   o  Configure fast reroute (FRR): If a backup next hop and a backup
      outbound interface are configured for the routes that match a
      routing policy, IP FRR, VPN FRR, and IP+VPN FRR can be
      implemented.

   Routing policies are implemented using the following procedures:

   1.  Define rules: Define features of routes to which routing policies
       are applied.  Users define a set of matching rules based on
       different attributes of routes, such as the destination address
       and the address of the router that advertises the routes.

   2.  Implement the rules: Apply the matching rules to routing policies
       for advertising, receiving, and importing routes.

6.  Contributors

   The following people have substantially contributed to the definition
   of the BGP-FS RPD and to the editing of this document:

   Peng Zhou
   Huawei
   Email: Jewpon.zhou@huawei.com

7.  Security Considerations

   Protocol extensions defined in this document do not affect the BGP
   security other than those as discussed in the Security Considerations
   section of [RFC5575].
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9.  IANA Considerations

   This document requests assigning a new AFI in the registry "Address
   Family Numbers" as follows:

      +-----------------------+-------------------------+-------------+
      | Code Point            | Description             | Reference   |
      +-----------------------+-------------------------+-------------+
      | TBD (36879 suggested) |  Routing Policy AFI     |This document|
      +-------------------------------------------------+-------------+

   This document requests assigning a new SAFI in the registry
   "Subsequent Address Family Identifiers (SAFI) Parameters" as follows:

      +-----------------------+-------------------------+-------------+
      | Code Point            | Description             | Reference   |
      +-----------------------+-------------------------+-------------+
      | TBD(179 suggested)    |  Routing Policy SAFI    |This document|
      +-----------------------+-------------------------+-------------+

   This document defines a new registry called "Routing Policy NLRI".
   The allocation policy of this registry is "First Come First Served
   (FCFS)" according to [RFC8126].

   Following code points are defined:

      +-------------+-----------------------------------+-------------+
      | Code Point  | Description                       | Reference   |
      +-------------+-----------------------------------+-------------+
      |     1       | Export Policy                     |This document|
      +-------------+-----------------------------------+-------------+
      |     2       | Import Policy                     |This document|
      +-------------+-----------------------------------+-------------+

   This document requests assigning a code-point from the registry "BGP
   Community Container Atom Types" as follows:

    +---------------------+------------------------------+-------------+
    | TLV Code Point      | Description                  | Reference   |
    +---------------------+------------------------------+-------------+
    | TBD1 (48 suggested) | RouteAttr Atom               |This document|
    +---------------------+------------------------------+-------------+
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   This document defines a new registry called "Route Attributes Sub-
   TLV" under RouteAttr Atom TLV.  The allocation policy of this
   registry is "First Come First Served (FCFS)" according to [RFC8126].

   Following Sub-TLV code points are defined:

      +-------------+-----------------------------------+-------------+
      | Code Point  | Description                       | Reference   |
      +-------------+-----------------------------------+-------------+
      |      0      |  Reserved                         |             |
      +-------------+-----------------------------------+-------------+
      |      1      |  IP Prefix Sub-TLV                |This document|
      +-------------+-----------------------------------+-------------+
      |      2      |  AS-Path Sub-TLV                  |This document|
      +-------------+-----------------------------------+-------------+
      |      3      |  Community Sub-TLV                |This document|
      +-------------+-----------------------------------+-------------+
      |   4 - 255   |  To be assigned in FCFS           |             |
      +-------------+-----------------------------------+-------------+

   This document defines a new registry called "Attribute Change Sub-
   TLV" under Parameter(s) TLV.  The allocation policy of this registry
   is "First Come First Served (FCFS)" according to [RFC8126].

   Following Sub-TLV code points are defined:

      +-------------+-----------------------------------+-------------+
      | Code Point  | Description                       | Reference   |
      +-------------+-----------------------------------+-------------+
      |      0      |  Reserved                         |             |
      +-------------+-----------------------------------+-------------+
      |      1      |  MED Change Sub-TLV               |This document|
      +-------------+-----------------------------------+-------------+
      |      2      |  AS-Path Change Sub-TLV           |This document|
      +-------------+-----------------------------------+-------------+
      |   3 - 255   |  To be assigned in FCFS           |             |
      +-------------+-----------------------------------+-------------+
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   Service-oriented MPLS programming (SoMPP) is to provide customized
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1.  Introduction

   The label stack capability of MPLS would have been utilized well to
   implement flexible path programming to satisfy all kinds of service
   requirements.  But in the distributed environment, the flexible
   programming capability is difficult to implement and always confined
   to reachability.  As the introducing of central control in the
   network, the flexible MPLS programming capability becomes possible
   owing to two factors: 1.  It becomes easier to allocate label for
   more purposes than reachability; 2.  It is easy to calculate the MPLS
   path in a global network view.  Moreover, the MPLS path programming
   capability can be utilized to satisfy more requirements of service
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   bearing in the service layer which is defined as Service-oriented
   MPLS path programming.  BGP will play an important role for MPLS path
   programming to download programmed MPLS path and map the service path
   to the transport path.  This document defines BGP extensions to
   support Service-oriented MPLS path programming.

2.  Terminology

   BGP: Border Gateway Protocol

   EVPN: Ethernet VPN

   L2VPN: Layer 2 VPN

   L3VPN: Layer 3 VPN

   MPP: MPLS Path Programming

   MVPN: Multicast VPN

   RR: Route Reflector

   SR-Path: Segment Routing Path

   NLRI: Network Layer Reachability Information

3.  Architecture and Usecases of SoMPP

3.1.  Architecture

   The architecture of BGP-based MPLS path programming is shown in the
   Figure 1.  Central control plays an important role in MPLS path
   programming.  It can extend the MPLS path programming capability
   easily.  The central controller can calculate path in a global
   network view and implement the MPLS path programming to satisfy
   different requirements of services.  The result of MPLS path
   programming can be advertised from the central controller to the
   client nodes through BGP extensions to the ingress PEs.  When client
   nodes receives the result of MPLS path programming, it will install
   the MPLS forwarding entry for the specified BGP prefix to implement
   the service process.
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                  +-------------------+
                  |      Central      |
                  |     Controller    |
       |----------|(Path Calculation  |--------|
       |          | /Path Programming)|        |
       |          +-------------------+        |
       |                                       |
   MPLS Path                                MPLS Path
       |                                       |
       |                                       |
       |                                       |
    +--------+         +--------+         +--------+
    | CLIENT |         | CLIENT |         | CLIENT |
    |        | ......  |        | ......  |        |
    |  (PE)  |         |  (P)   |         |  (PE)  |
    |        |         |        |         |        |
    +--------+         +--------+         +--------+

        Figure 1 BGP-based MPLS Path Programming

3.2.  Usecases

3.2.1.  Deterministic ECMP

   Entropy Label[RFC6790] is introduced to improve the ECMP capability
   by encapsulate the entropy label in the MPLS label stack.  The
   existing implementation is always to calculate the entropy label
   based on the header of packets by specific hash algorithm in the
   ingress node.  That is, the entropy label is determined locally by
   the ingress node.  The method can improve the hash of packets in the
   network for load-sharing.  But since the ingress node lacks the
   knowledge of the global traffic pattern of the network and calculates
   the entropy label by itself it may be not able to improve the ECMP
   capability accurately and in some cases it may deteriorate the
   imbalance of load-sharing.

   With the central controlled MPLS path programming, the central
   controller can collect the global traffic pattern information of the
   network and based on the information deterministically calculate the
   entropy label for specific flows to help improve the load-sharing of
   the network.  Then the central controller can download the label
   stack information with the deterministic entropy label to the ingress
   PEs for the specific BGP prefix.  The ingress node can install the
   MPLS forwarding entry shown in the following figure to help optimize
   the ECMP of the flow specified by the BGP prefix, then optimize the
   ECMP of the whole network.
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   +----------+      +----------+----------+
   |   BGP    | ---> |  Entropy |BGP Prefix| ---> Transport
   |  Prefix  |      |   Label  |   Label  |        Tunnel
   +----------+      +----------+----------+

3.2.2.  Centralized Mapping of Service to Tunnels

   In the network there can be multiple tunnels to one specific
   destination which satisfy different constraints.  In the traditional
   way, the tunnel is set up by the distributed forwarding nodes.  As
   the PCE-initiated LSP setup [I-D.ietf-pce-pce-initiated-lsp] is
   introduced, the tunnel with different constraints can be set up in
   the central controlled way.  In order to satisfy different service
   requirements, it is necessary to provide the capability to flexibly
   map the service to different tunnels which constraints can satisfy
   the required service requirement.  Since the central controller has
   enough information of the whole network view, it can be an effective
   way to map the service (such as L3VPN and L2VPN) to the tunnel by the
   central controller and advertise the mapping information to the
   ingress PE of the service to guide the mapping in the forwarding
   node.

   There can be two types of behaviors to map service to the tunnel:

   1.  Specify the tunnel type: with the method BGP will carry the
   tunnel type information for the BGP prefix.  When the ingress PE
   receives the information, it will use the tunnel type and the nexthop
   address (or other specified target IP address) to search the
   corresponding tunnels to bear the flow specified by the BGP prefix.
   If there are more than one tunnels, the ingress PE will load share
   the traffic across all the tunnels.

   2.  Specify the specific tunnel: For MPLS TE/SR-TE tunnel, there can
   be multiple MPLS TE tunnels from one ingress PE to a specific
   destination with different constraints.  BGP can carry the tunnel
   identifier information for the BGP prefix from the controller to the
   ingress node.  When the ingress PE receives the information, it will
   use the tunnel identifier information to search the corresponding
   tunnels to bear the flow specified by the BGP prefix.  If there are
   multiple tunnel identifiers, the ingress PE will load share the
   traffic across all the tunnels.

4.  Advertising Label Stacks in BGP

   According to the service requirements, the central controller can
   combine MPLS labels flexibly.  Then it can download the service label
   combination for specific prefix.  BGP extensions are necessary to
   advertise label stacks for the prefix in NLRI field.
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                     +---------------------------+
                     |   Length (1 octet)        |
                     +---------------------------+
                     |   Label (3 octets)        |
                     +---------------------------+
                     .............................
                     +---------------------------+
                     |   Prefix (variable)       |
                     +---------------------------+
                   Figure 2: NLRI Definition in RFC3107

   [RFC3107] defines above NLRI to advertise label binding for specific
   prefix.  The label field can carry one or more labels.  Each label is
   encoded as 3 octets, where the high-order 20 bits contain the label
   value, and the low order bit contains "Bottom of Stack".  But for the
   other AFI/SAFIs using label binding such as IPv4 Flowspec, IPv6
   Flowspec, VPNv4, VPNv6, EVPN, MVPN, etc., it dose not support the
   capability to carry more labels for the specific prefix.  Moreover
   for the AFI/SAFIs which do not support label binding capability
   originally, but may possibly adopt MPLS path programming now, there
   is no label field in the NLRI.  In order to support flexible MPLS
   path programming, this document defines and uses a new BGP attribute
   called the "Extended Label attribute".  This is an optional
   transitive BGP attribute.  The attribute type code is (TBA by IANA),
   the value field of this attribute is defined as follows:

                      +---------------------------+
                      |   Label 1 (3 octets)      |
                      +---------------------------+
                      |   Label 2 (3 octets)      |
                      +---------------------------+
                      .............................
                      +---------------------------+
                      |   Label n (3 octets)      |
                      +---------------------------+
                    Figure 3: Extended Label Attribute

   The Label field carries one or more labels (that corresponds to the
   stack of labels [[RFC3032]]).  Each label is encoded as 3 octets,
   where the high-order 20 bits contain the label value, and the low
   order bit contains "Bottom of Stack" (as defined in [[RFC3032]]).  In
   the last label, the S bit MUST be "1"; in the other labels, the S bit
   MUST be "0".

   The "Extended Label attribute" can be used for various BGP address
   families.  Before using this attribute, firstly, it is necessary to
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   negotiate the capability between two nodes to support MPLS path
   programming for a specific BGP address family.  If negotiation fails,
   a node MUST NOT send this attribute and MUST discard this attribute
   when it receives.

4.1.  Download of MPLS Path

   The Central Controller for MPLS path programming could build a route
   with Extended Label attribute and send it to the ingress routers.

   Upon receiving such a route from the Central Controller, the ingress
   router SHOULD select such a route as the best path.  If a packet
   comes into the ingress router and uses such a path, the ingress
   router will encapsulate the stack of labels which is derived from the
   Extended Label Attribute of the route into the packet and forward the
   packet along the path.

4.2.  Mapping Traffic to MPLS Path

   The Extended Label attribute can be used for BGP Flowspec address
   families.  BGP advertises the Flowspec with the Extended Label
   attribute, so the flow packets can be redirected to the MPLS Path
   which is derived from the Extended Label Attribute.

5.  Download of Mapping of Service Path to Transport Path

5.1.  Specify Tunnel Type

   [I-D.ietf-idr-tunnel-encaps] proposes the Tunnel Encapsulation
   Attribute which can be used without BGP Encapsulation SAFI to specify
   a set of tunnels.  It defines a series of Encapsulation Sub-TLVs for
   particular tunnel types.  It also defines the Remote Endpoint
   Attributes Sub-TLV to specify the remote tunnel endpoint address for
   each tunnel which can be different the BGP nexthop.  The Tunnel
   Encapsulation Attributes can be reused for the MPLS path programming
   to specify the tunnel types, the encapsulation and the remote tunnel
   endpoint address which can determine a set of tunnels which the
   service can map to.  Now the limited MPLS tunnel types are defined
   for the Tunnel Encapsulation Attributes.  In order to support MPLS
   path programming, the following MPLS tunnel types are to be defined:

        Value                  Tunnel Type
       -------      ---------------------------------------------------
         TBD        LDP LSP
         TBD        RSVP-TE LSP
         TBD        MPLS-based Segment Routing Best-effort Path
         TBD        MPLS-based Segment Routing Traffic Engineering Path
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5.2.  Specify Specific Tunnel

   Besides specifying the tunnel types to determine the set of tunnels
   which the service traffic can map to, the specific tunnels can be
   specified directly by the tunnel identifiers when map the service
   traffic to the path.  BGP extensions is necessary that through the
   community attribute of BGP the identifier of the transport path can
   be carried when advertise the specific prefix.

   In order to support the application, this document defines a new BGP
   attribute called the "Extended Unicast Tunnel attribute".  This is an
   optional transitive BGP attribute.  The attribute type code is (TBA
   by IANA), the value field of this attribute is defined as follows:

           +--------------------------------------------------+
           | First Tunnel entry (variable)                    |
           +--------------------------------------------------+
           | Second Tunnel entry (variable)                   |
           +--------------------------------------------------+
           | ...                                              |
           +--------------------------------------------------+
           | N-th Tunnel entry (variable)                     |
           +--------------------------------------------------+

   The Tunnel entry is defined as follows:

            +------------------------------------------------+
            |  Flags (1 octet)                               |
            +------------------------------------------------+
            |  Tunnel Type (1 octets)                        |
            +------------------------------------------------+
            |  Tunnel Identifier (variable)                  |
            +------------------------------------------------+
            | Tunnel Specific Attributes (Variable)(Optional)|
            +------------------------------------------------+

   The Flags is reserved and must be set as zero.  The Tunnel Type
   identifies the type of the tunneling technology used for the unicast
   service path.  The tunnel type determines the syntax and semantics of
   the Tunnel Identifier field.  This document defines following Tunnel
   Types:

      + 0 - No tunnel information present

      + 1 - RSVP-TE LSP
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      + 2 - MPLS-based Segment Routing Traffic Engineering Path

   Tunnel Specific Attributes contains the attributes of the tunnel.
   The field is optional.  The value depends on the tunnel type.  It
   will be defined in the future versions.

   When the Tunnel Type is set to "No tunnel information present", the
   Tunnel attribute carries no tunnel information (no Tunnel
   Identifier).  when the type is used, the tunnel used for the service
   path is determined by the ingress router.

   When the Tunnel Type is set to RSVP - Traffic Engineering (RSVP-TE)
   Label Switched Path (LSP), the Tunnel Identifier is <C-Type, Tunnel
   Sender Address, Tunnel ID, Tunnel End-point Address> as specified in
   [RFC3209] If C-Type = 7, Tunnel Sender Address and Tunnel End-point
   Address are IPv4 address in 4 octets.  If C-Type = 8, Tunnel Sender
   Address and Tunnel End-point Address are IPv6 address in 16 octets.
   The other fields in the RSVP-TE LSP Identifier are the same as
   specified in [RFC3209].

   When the Tunnel Type is set to MPLS-based Segment Routing Traffic
   Engineering Path, the Tunnel Identifier is <C-Type, Tunnel Sender
   Address, Tunnel ID, Tunnel End-point Address>.  If C-Type = 7, Tunnel
   Sender Address and Tunnel End-point Address are IPv4 address in 4
   octets.  If C-Type = 8, Tunnel Sender Address and Tunnel End-point
   Address are IPv6 address in 16 octets.  The tunnel identifier is
   similar as that of RSVP-TE LSP.

   BGP can carry multiple Tunnel entries in one Extended Unicast Tunnel
   attribute for specific prefix.  If there are multiple tunnel entries,
   the ingress PE can load share the traffic across all the specified
   tunnels for the service traffic determined by the specific BGP
   prefix, or selects the primary / Backup tunnels from the multiple
   tunnel entries.

   The "Redirect-to-Tunnel Action" for BGP Flowspec has been described
   in[I-D.hao-idr-flowspec-redirect-tunnel].  This document reuses the
   tunnel identifier and defines it in the Extended Unicast Tunnel
   attribute which can be used for "Redirect-to-Tunnel Action".

6.  Route Flag Extended Community

   In order to make the MPLS path programming to take effect, the route
   advertised by the central controller after the MPLS Path Programming
   should be selected by the ingress PE over other routes for the same
   BGP prefix.  There are two options of BGP extensions for the purpose:
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   Option 1: A new BGP Extended Community called as the "Route Flag
   Extended Community" can be introduced.  The Type value is to be
   assigned by IANA.

   The Route Flag Extended Community is used to carry the flag appointed
   by the BGP central controller.

   The format of this extended community is defined as follows:

       0     1     2     3     4     5     6     7
    +-----+-----+-----+-----+-----+-----+-----+-----+
    |    Type   |  Reserved                   |Flag |
    +-----+-----+-----+-----+-----+-----+-----+-----+

    Flag = 0, Treat as normal route
    Flag = 1, Treat as best route

   When a router receives a BGP route with a Route Flag Extended
   Community and the Flag set to "1", it SHOULD use the route as the
   best route when select the route from multiple routes for a specific
   prefix.

   Option 2: [I-D.ietf-idr-custom-decision] defines a new Extended
   Community, called the Cost Community, which can be used in tie
   breaking during the best path selection process.  The Cost Community
   can be reused by the MPLS path programming to set the "Point of
   Insertion" as 128 to make the route advertised by the central
   controller to be chosen.

7.  Destination Node Attribute

   This document defines and uses a new BGP attribute called as the
   "Destination Node attribute" which Type value is to be assigned by
   IANA.  The Destination Node attribute is an optional non-transitive
   attribute that can be applied to any address family.

   The Destination Node attribute is used to carry a list of node
   addresses, which are intended to be used to determine the nodes where
   the route with such attribute SHOULD be considered.  If a node
   receives a BGP route with a Destination Node attribute, it MUST check
   the node address list.  If one address of the list belongs to this
   node, the route MUST be used in this node.  Otherwise the route MUST
   be ignored silently.

   The format of this attribute is defined as follows:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |               AFI             |       SAFI    |    Reserved   |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   ˜                                                               ˜
   ˜               Destination Node Address List                   ˜
   ˜                                                               ˜
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   AFI: Address Family Identifier (16 bits).

   SAFI: Subsequent Address Family Identifier (8 bits).

   Reserved: One octet reserved for special flags

   Destination Node Address List: The list of IPv4 (AFI=1) or IPv6
   (AFI=2) address.

8.  Capability Negotiation

   It is necessary to negotiate the capability to support MPLS path
   programming.  The MPLS-Path-Programming Capability is a new BGP
   capability [RFC5492].  The Capability Code for this capability is to
   be specified by the IANA.  The Capability Length field of this
   capability is variable.  The Capability Value field consists of one
   or more of the following tuples:

           +--------------------------------------------------+
           |  Address Family Identifier (2 octets)            |
           +--------------------------------------------------+
           |  Subsequent Address Family Identifier (1 octet)  |
           +--------------------------------------------------+
           |  Send/Receive (1 octet)                          |
           +--------------------------------------------------+

   The meaning and use of the fields are as follows:

   Address Family Identifier (AFI): This field is the same as the one
   used in [RFC4760].

   Subsequent Address Family Identifier (SAFI): This field is the same
   as the one used in [RFC4760].

   Send/Receive: This field indicates whether the sender is (a) willing
   to receive programming MPLS paths from its peer (value 1), (b) would
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   like to send programming MPLS paths to its peer (value 2), or (c)
   both (value 3) for the <AFI, SAFI>.

9.  Acknowledgments

   The authors of this document would like to thank Lucy Yong, Susan
   Hares, Eric Wu, Weiguo Hao, Pingan Li, Zhengqiang Li and Jie Dong for
   their reviews and comments of this document.

10.  IANA Considerations

   TBD.

11.  Security Considerations

   The security considerations of [RFC4271] and [RFC5575] are
   applicable.
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Abstract

   This document defines a new BGP SAFI with a new NLRI in order to
   advertise a candidate path of a Segment Routing Policy (SR Policy).
   An SR Policy is a set of candidate paths consisting of one or more
   segment lists.  The headend of an SR Policy may learn multiple
   candidate paths for an SR Policy.  Candidate paths may be learned via
   a number of different mechanisms, e.g., CLI, NetConf, PCEP, or BGP.
   This document specifies the way in which BGP may be used to
   distribute candidate paths.  New sub-TLVs for the Tunnel
   Encapsulation Attribute are defined.

Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.

   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at http://datatracker.ietf.org/drafts/current/.

   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."

   This Internet-Draft will expire on December 24, 2017.
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1.  Introduction

   Segment Routing (SR) allows a headend node to steer a packet flow
   along any path.  Intermediate per-flow states are eliminated thanks
   to source routing [I-D.ietf-spring-segment-routing].

   The headend node is said to steer a flow into an Segment Routing
   Policy (SR Policy).

   The header of a packet steered in an SR Policy is augmented with the
   ordered list of segments associated with that SR Policy.

   [I-D.filsfils-spring-segment-routing-policy] details the concepts of
   SR Policy and steering into an SR Policy.  These apply equally to the
   MPLS and SRv6 instantiations of segment routing.

   As highlighted in section 2 of
   [I-D.filsfils-spring-segment-routing-policy]:

   o  an SR policy may have multiple candidate paths learned via various
      mechanisms (CLI, NetConf, PCEP or BGP);

   o  the SRTE process selects the best candidate path for a Policy;

   o  the SRTE process binds a BSID to the selected path of the Policy;

   o  the SRTE process installs the selected path and its BSID in the
      forwarding plane.

   This document specifies the way to use BGP to distribute one or more
   of the candidate paths of an SR policy to the headend of that policy.
   The SRTE process ([I-D.filsfils-spring-segment-routing-policy]) of
   the headend receives candidate paths from BGP, and possibly other
   sources as well, and the SRTE process then determines the selected
   path of the policy.

   This document specifies a way of representing SR policies and their
   candidate paths in BGP UPDATE messages.  BGP can then be used to
   propagate the SR policies and candidate paths.  The usual BGP rules
   for BGP propagation and "bestpath selection" are used.  At the
   headend of a specific policy, this will result in one or more
   candidate paths being installed into the "BGP table".  These paths
   are then passed to the SRTE process.  The SRTE process may compare
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   them to candidate paths learned via other mechanisms, and will choose
   one or more paths to be installed in the data plane.  BGP itself does
   not install SRTE candidate paths into the data plane.

   This document defines a new BGP address family (SAFI).  In UPDATE
   messages of that address family, the NLRI identifies an SR policy,
   and the attributes specify candidate paths of that policy.

   While for simplicity we may write that BGP advertises an SR Policy,
   it has to be understood that BGP advertises a candidate path of an SR
   policy and that this SR Policy might have several other candidate
   paths provided via BGP (via an NLRI with a different distinguisher as
   defined in this document), PCEP, NETCONF or local policy
   configuration.

   Typically, a controller defines the set of policies and advertise
   them to policy head-end routers (typically ingress routers).  The
   policy advertisement uses BGP extensions defined in this document.
   The policy advertisement is, in most but not all of the cases,
   tailored for a specific policy head-end.  In this case the
   advertisement may sent on a BGP session to that head-end and not
   propagated any further.

   Alternatively, a router (i.e.: an BGP egress router) advertises SR
   Policies representing paths to itself.  In this case, it is possible
   to send the policy to each head-end over a BGP session to that head-
   end, without requiring any further propagation of the policy.

   An SR Policy intended only for the receiver will, in most cases, not
   traverse any Route Reflector (RR, [RFC4456]).

   In some situations, it is undesirable for a controller or BGP egress
   router to have a BGP session to each policy head-end.  In these
   situations, BGP Route Reflectors may be used to propagate the
   advertisements, or it may be necessary for the advertisement to
   propagate through a sequence of one or more ASes.  To make this
   possible, an attribute needs to be attached to the advertisement that
   enables a BGP speaker to determine whether it is intended to be a
   head-end for the advertised policy.  This is done by attaching one or
   more Route Target Extended Communities to the advertisement
   ([RFC4360]).

   The BGP extensions for the advertisement of SR Policies include
   following components:

   o  A new Subsequent Address Family Identifier (SAFI) whose NLRI
      identifies an SR Policy.
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   o  A set of new TLVs to be inserted into the Tunnel Encapsulation
      Attribute (as defined in [I-D.ietf-idr-tunnel-encaps]) specifying
      candidate paths of the SR policy, as well as other information
      about the SR policy.

   o  One or more IPv4 address format route-target extended community
      ([RFC4360]) attached to the SR Policy advertisement and that
      indicates the intended head-end of such SR Policy advertisement.

   o  The Color Extended Community (as defined in
      [I-D.ietf-idr-tunnel-encaps]) and used in order to steer traffic
      into an SR Policy, as described in
      [I-D.filsfils-spring-segment-routing-policy].  This document
      (Section 3) modifies the format of the Color Extended Community by
      using the two leftmost bits of the RESERVED field.

1.1.  Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].

2.  SR TE Policy Encoding

2.1.  SR TE Policy SAFI and NLRI

   A new SAFI is defined: the SR Policy SAFI, (codepoint 73 assigned by
   IANA (see Section 8) from the "Subsequent Address Family Identifiers
   (SAFI) Parameters" registry).

   The SR Policy SAFI uses a new NLRI defined as follows:

   +------------------+
   |  NLRI Length     | 1 octet
   +------------------+
   |  Distinguisher   | 4 octets
   +------------------+
   |  Policy Color    | 4 octets
   +------------------+
   |  Endpoint        | 4 or 16 octets
   +------------------+

   where:

   o  NLRI Length: 1 octet of length expressed in bits as defined in
      [RFC4760].
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   o  Distinguisher: 4-octet value uniquely identifying the policy in
      the context of <color, endpoint> tuple.  The distinguisher has no
      semantic value and is solely used by the SR Policy originator to
      make unique (from an NLRI perspective) multiple occurrences of the
      same SR Policy.

   o  Policy Color: 4-octet value identifying (with the endpoint) the
      policy.  The color is used to match the color of the destination
      prefixes to steer traffic into the SR Policy
      [I-D.filsfils-spring-segment-routing-policy].

   o  Endpoint: identifies the endpoint of a policy.  The Endpoint may
      represent a single node or a set of nodes (e.g., an anycast
      address or a summary address).  The Endpoint is an IPv4 (4-octet)
      address or an IPv6 (16-octet) address according to the AFI of the
      NLRI.

   The color and endpoint are used to automate the steering of BGP
   Payload prefixes on SR policy
   ([I-D.filsfils-spring-segment-routing-policy]).

   The NLRI containing the SR Policy is carried in a BGP UPDATE message
   [RFC4271] using BGP multiprotocol extensions [RFC4760] with an AFI of
   1 or 2 (IPv4 or IPv6) and with a SAFI of 73 (assigned by IANA from
   the "Subsequent Address Family Identifiers (SAFI) Parameters"
   registry).

   An update message that carries the MP_REACH_NLRI or MP_UNREACH_NLRI
   attribute with the SR Policy SAFI MUST also carry the BGP mandatory
   attributes.  In addition, the BGP update message MAY also contain any
   of the BGP optional attributes.

   The next-hop of the SR Policy SAFI NLRI is set based on the AFI.  For
   example, if the AFI is set to IPv4 (1), then the next-hop is encoded
   as a 4-byte IPv4 address.  If the AFI is set to IPv6 (2), then the
   next-hop is encoded as a 16-byte IPv6 address of the router.

   It is important to note that any BGP speaker receiving a BGP message
   with an SR Policy NLRI, will process it only if the NLRI is among the
   best paths as per the BGP best path selection algorithm.  In other
   words, this document does not modify the BGP propagation or bestpath
   selection rules.

   It has to be noted that if several candidate paths of the same SR
   Policy (endpoint, color) are signaled via BGP to a head-end, it is
   recommended that each NLRI use a different distinguisher.  If BGP has
   installed into the BGP table two advertisements whose respective
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   NLRIs have the same color and endpoint, but different distinguishers,
   both advertisements are passed to the SRTE process.

2.2.  SR TE Policy and Tunnel Encapsulation Attribute

   The content of the SR Policy is encoded in the Tunnel Encapsulation
   Attribute originally defined in [I-D.ietf-idr-tunnel-encaps] using a
   new Tunnel-Type TLV (codepoint is 15, assigned by IANA (see
   Section 8) from the "BGP Tunnel Encapsulation Attribute Tunnel Types"
   registry).

   The SR Policy Encoding structure is as follows:

   SR Policy SAFI NLRI: <Distinguisher, Policy-Color, Endpoint>
   Attributes:
      Tunnel Encaps Attribute (23)
         Tunnel Type: SR Policy
             Binding SID
             Preference
             Segment List
                 Weight
                 Segment
                 Segment
                 ...
             ...
   where:

   o  SR Policy SAFI NLRI is defined in Section 2.1.

   o  Tunnel Encapsulation Attribute is defined in
      [I-D.ietf-idr-tunnel-encaps].

   o  Tunnel-Type is set to 15 (assigned by IANA from the "BGP Tunnel
      Encapsulation Attribute Tunnel Types" registry).

   o  Preference, Binding SID, Segment-List, Weight and Segment are
      defined in this document.

   o  Additional sub-TLVs may be defined in the future.

   A Tunnel Encapsulation Attribute MUST NOT contain more than one TLV
   of type "SR Policy".

   Multiple occurrences of "Segment List" MAY be encoded within the same
   SR Policy.

   Multiple occurrences of "Segment" MAY be encoded within the same
   Segment List.
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2.3.  Remote Endpoint and Color

   The Remote Endpoint and Color sub-TLVs, as defined in
   [I-D.ietf-idr-tunnel-encaps], MAY also be present in the SR Policy
   encodings.

   If present, the Remote Endpoint sub-TLV MUST match the Endpoint of
   the SR Policy SAFI NLRI.

   If present, the Color sub-TLV MUST match the Policy Color of the SR
   Policy SAFI NLRI.

2.4.  SR TE Policy Sub-TLVs

   This section defines the SR Policy sub-TLVs.

   Preference, Binding SID, Segment-List are assigned from the "BGP
   Tunnel Encapsulation Attribute sub-TLVs" registry.

   Weight and Segment Sub-TLVs are assigned from a new registry defined
   in this document and called: "SR Policy List Sub-TLVs".  See
   Section 8 for the details of the registry.

2.4.1.  Preference sub-TLV

   The Preference sub-TLV does not have any effect on the BGP bestpath
   selection or propagation procedures.  The contents of this sub-TLV
   are used by the SRTE process
   ([I-D.filsfils-spring-segment-routing-policy]).

   The Preference sub-TLV is optional, MUST NOT appear more than once in
   the SR Policy and has following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                      Preference (4 octets)                    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: TBD3 (to be assigned by IANA from the "BGP Tunnel
      Encapsulation Attribute sub-TLVs" registry).

   o  Length: 6.
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   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  Preference: a 4-octet value.  The highest value is preferred.

2.4.2.  SR TE Binding SID Sub-TLV

   The Binding SID sub-TLV is not used by BGP.  The contents of this
   sub-TLV are used by the SRTE process
   ([I-D.filsfils-spring-segment-routing-policy]).

   The Binding SID sub-TLV is optional, MUST NOT appear more than once
   in the SR Policy and has the following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |              Binding SID (variable, optional)                 |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: TBD4 (to be assigned by IANA from the "BGP Tunnel
      Encapsulation Attribute sub-TLVs" registry).

   o  Length: specifies the length of the value field not including Type
      and Length fields.  Can be 2 or 6 or 18.

   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  Binding SID: if length is 2, then no Binding SID is present.  If
      length is 6 then the Binding SID contains a 4-octet SID.  If
      length is 18 then the Binding SID contains a 16-octet IPv6 SID.
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2.4.3.  Segment List Sub-TLV

   The Segment List TLV encodes a single explicit path towards the
   endpoint.  The Segment List sub-TLV includes the elements of the
   paths (i.e.: segments) as well as an optional Weight TLV.

   The Segment List sub-TLV may exceed 255 bytes length due to large
   number of segments.  Therefore a 2-octet length is required.
   According to [I-D.ietf-idr-tunnel-encaps], the first bit of the sub-
   TLV codepoint defines the size of the length field.  Therefore, for
   the Segment List sub-TLV a code point of 128 (or higher) is used.
   See Section 8 for details of codepoints allocation.

   The Segment List sub-TLV is mandatory and MAY appear multiple times
   in the SR Policy.

   The Segment-List Sub-TLV MUST contain at least one Segment Sub-TLV
   and MAY contain a Weight Sub-TLV.

   The Segment List sub-TLV has the following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |             Length            |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                           sub-TLVs                          //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: TBD5 (to be assigned by IANA from the "BGP Tunnel
      Encapsulation Attribute sub-TLVs" registry).

   o  Length: the total length (not including the Type and Length
      fields) of the sub-TLVs encoded within the Segment List sub-TLV.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  sub-TLVs:

      *  An optional single Weight sub-TLV.

      *  One or more Segment sub-TLVs.
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2.4.3.1.  Weight Sub-TLV

   The Weight sub-TLV specifies the weight associated to a given
   candidate path (i.e.: a given segment list).  The contents of this
   sub-TLV are used only by the SRTE process
   ([I-D.filsfils-spring-segment-routing-policy]).

   The Weight sub-TLV is optional, MUST NOT appear more than once inside
   the Segment List sub-TLV, and has the following format:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                              Weight                           |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   Type: 9 (to be assigned by IANA from the registry "SR Policy List
   Sub-TLVs" defined in this document).

   Length: 6.

   Flags: 1 octet of flags.  None are defined at this stage.  Flags
   SHOULD be set to zero on transmission and MUST be ignored on receipt.

   RESERVED: 1 octet of reserved bits.  SHOULD be unset on transmission
   and MUST be ignored on receipt.

2.4.3.2.  Segment Sub-TLV

   The Segment sub-TLV describes a single segment in a segment list
   (i.e., a single element of the explicit path).  Multiple Segment sub-
   TLVs constitute an explicit path of the SR Policy.

   The Segment sub-TLV is mandatory and MAY appear multiple times in the
   Segment List sub-TLV.

   The Segment sub-TLV does not have any effect on the BGP bestpath
   selection or propagation procedures.  The contents of this sub-TLV
   are used only by the SRTE process
   ([I-D.filsfils-spring-segment-routing-policy]).

   [I-D.filsfils-spring-segment-routing-policy] defines several types of
   Segment Sub-TLVs:
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   Type 1: SID only, in the form of MPLS Label
   Type 2: SID only, in the form of IPv6 address
   Type 3: IPv4 Node Address with optional SID
   Type 4: IPv6 Node Address with optional SID
   Type 5: IPv4 Address + index with optional SID
   Type 6: IPv4 Local and Remote addresses with optional SID
   Type 7: IPv6 Address + index with optional SID
   Type 8: IPv6 Local and Remote addresses with optional SID

2.4.3.2.1.  Type 1: SID only, in the form of MPLS Label

   The Type-1 Segment Sub-TLV encodes a single SID in the form of an
   MPLS label.  The format is as follows:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |          Label                        | TC  |S|       TTL     |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: 1 (to be assigned by IANA from the registry "SR Policy List
      Sub-TLVs" defined in this document).

   o  Length is 6.

   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  Label: 20 bits of label value.

   o  TC: 3 bits of traffic class.

   o  S: 1 bit of bottom-of-stack.

   o  TTL: 1 octet of TTL.

   The following applies to the Type-1 Segment sub-TLV:

   o  The S bit SHOULD be zero upon transmission, and MUST be ignored
      upon reception.
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   o  If the originator wants the receiver to choose the TC value, it
      sets the TC field to zero.

   o  If the originator wants the receiver to choose the TTL value, it
      sets the TTL field to 255.

   o  If the originator wants to recommend a value for these fields, it
      puts those values in the TC and/or TTL fields.

   o  The receiver MAY override the originator’s values for these
      fields.  This would be determined by local policy at the receiver.
      One possible policy would be to override the fields only if the
      fields have the default values specified above.

2.4.3.2.2.  Type 2: SID only, in the form of IPv6 address

   The Type-2 Segment Sub-TLV encodes a single SID in the form of an
   IPv6 SID.  The format is as follows:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                       IPv6 SID (16 octets)                  //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: 2 (to be assigned by IANA from the registry "SR Policy List
      Sub-TLVs" defined in this document).

   o  Length is 18.

   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  IPv6 SID: 16 octets of IPv6 address.

   The IPv6 Segment Identifier (IPv6 SID) is defined in
   [I-D.ietf-6man-segment-routing-header].
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2.4.3.2.3.  Type 3: IPv4 Node Address with optional SID

   The Type-3 Segment Sub-TLV encodes an IPv4 node address and an
   optional SID in the form of either an MPLS label or an IPv6 address.
   The format is as follows:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                 IPv4 Node Address (4 octets)                  |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                SID (optional, 4 or 16 octets)               //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: 3 (to be assigned by IANA from the registry "SR Policy List
      Sub-TLVs" defined in this document).

   o  Length is 6 or 10 or 22.

   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  IPv4 Node Address: a 4 octet IPv4 address representing a node.

   o  SID: either 4 octet MPLS SID or a 16 octet IPv6 SID.

   The following applies to the Type-3 Segment sub-TLV:

   o  The IPv4 Node Address MUST be present.

   o  The SID is optional and MAY be of one of the following formats:

      *  MPLS SID: a 4 octet label containing label, TC, S and TTL as
         defined in Section 2.4.3.2.1.

      *  IPV6 SID: a 16 octet IPv6 address.

   o  If length is 6, then only the IPv4 Node Address is present.
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   o  If length is 10, then the IPv4 Node Address and the MPLS SID are
      present.

   o  If length is 22, then the IPv4 Node Address and the IPv6 SID are
      present.

2.4.3.2.4.  Type 4: IPv6 Node Address with optional SID

   The Type-4 Segment Sub-TLV encodes an IPv6 node address and an
   optional SID in the form of either an MPLS label or an IPv6 address.
   The format is as follows:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                IPv6 Node Address (16 octets)                //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                SID (optional, 4 or 16 octets)               //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: 4 (to be assigned by IANA from the registry "SR Policy List
      Sub-TLVs" defined in this document).

   o  Length is 18 or 22 or 34.

   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  IPv6 Node Address: a 16 octet IPv6 address representing a node.

   o  SID: either 4 octet MPLS SID or a 16 octet IPv6 SID.

   The following applies to the Type-4 Segment sub-TLV:

   o  The IPv6 Node Address MUST be present.

   o  The SID is optional and MAY be of one of the following formats:

      *  MPLS SID: a 4 octet label containing label, TC, S and TTL as
         defined in Section 2.4.3.2.1.
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      *  IPV6 SID: a 16 octet IPv6 address.

   o  If length is 18, then only the IPv6 Node Address is present.

   o  If length is 22, then the IPv6 Node Address and the MPLS SID are
      present.

   o  If length is 34, then the IPv6 Node Address and the IPv6 SID are
      present.

2.4.3.2.5.  Type 5: IPv4 Address + Local Interface ID with optional SID

   The Type-5 Segment Sub-TLV encodes an IPv4 node address, a local
   interface Identifier (Local Interface ID) and an optional SID in the
   form of either an MPLS label or an IPv6 address.  The format is as
   follows:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                 Local Interface ID (4 octets)                 |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                 IPv4 Node Address (4 octets)                  |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                SID (optional, 4 or 16 octets)               //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: 5 (to be assigned by IANA from the registry "SR Policy List
      Sub-TLVs" defined in this document).

   o  Length is 10 or 14 or 26.

   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  Local Interface ID: 4 octets as defined in
      [I-D.ietf-pce-segment-routing].

   o  IPv4 Node Address: a 4 octet IPv4 address representing a node.
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   o  SID: either 4 octet MPLS SID or a 16 octet IPv6 SID.

   The following applies to the Type-5 Segment sub-TLV:

   o  The IPv4 Node Address MUST be present.

   o  The Local Interface ID MUST be present.

   o  The SID is optional and MAY be of one of the following formats:

      *  MPLS SID: a 4 octet label containing label, TC, S and TTL as
         defined in Section 2.4.3.2.1.

      *  IPV6 SID: a 16 octet IPv6 SID.

   o  If length is 10, then the IPv4 Node Address and Local Interface ID
      are present.

   o  If length is 14, then the IPv4 Node Address, the Local Interface
      ID and the MPLS SID are present.

   o  If length is 26, then the IPv4 Node Address, the Local Interface
      ID and the IPv6 SID are present.

2.4.3.2.6.  Type 6: IPv4 Local and Remote addresses with optional SID

   The Type-6 Segment Sub-TLV encodes an adjacency local address, an
   adjacency remote address and an optional SID in the form of either an
   MPLS label or an IPv6 address.  The format is as follows:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                Local IPv4 Address (4 octets)                  |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                Remote IPv4 Address  (4 octets)                |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                     SID (4 or 16 octets)                    //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: 6 (to be assigned by IANA from the registry "SR Policy List
      Sub-TLVs" defined in this document).
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   o  Length is 10 or 14 or 26.

   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  Local IPv4 Address: a 4 octet IPv4 address.

   o  Remote IPv4 Address: a 4 octet IPv4 address.

   o  SID: either 4 octet MPLS SID or a 16 octet IPv6 SID.

   The following applies to the Type-6 Segment sub-TLV:

   o  The Local IPv4 Address MUST be present and represents an adjacency
      local address.

   o  The Remote IPv4 Address MUST be present and represents the remote
      end of the adjacency.

   o  The SID is optional and MAY be of one of the following formats:

      *  MPLS SID: a 4 octet label containing label, TC, S and TTL as
         defined in Section 2.4.3.2.1.

      *  IPV6 SID: a 16 octet IPv6 address.

   o  If length is 10, then only the IPv4 Local and Remote addresses are
      present.

   o  If length is 14, then the IPv4 Local address, IPv4 Remote address
      and the MPLS SID are present.

   o  If length is 26, then the IPv4 Local address, IPv4 Remote address
      and the IPv6 SID are present.

2.4.3.2.7.  Type 7: IPv6 Address + Local Interface ID with optional SID

   The Type-7 Segment Sub-TLV encodes an IPv6 node address, a local
   interface identifier (Local Interface ID) and an optional SID in the
   form of either an MPLS label or an IPv6 address.  The format is as
   follows:
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    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |                 Local Interface ID (4 octets)                 |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                IPv6 Node Address (16 octets)                //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                SID (optional, 4 or 16 octets)               //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: 7 (to be assigned by IANA from the registry "SR Policy List
      Sub-TLVs" defined in this document).

   o  Length is 22 or 26 or 38.

   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  Local Interface ID: 4 octets of interface index.

   o  IPv6 Node Address: a 16 octet IPv6 address representing a node.

   o  SID: either 4 octet MPLS SID or a 16 octet IPv6 SID.

   The following applies to the Type-7 Segment sub-TLV:

   o  The IPv6 Node Address MUST be present.

   o  The Local Interface ID MUST be present.

   o  The SID is optional and MAY be of one of the following formats:

      *  MPLS SID: a 4 octet label containing label, TC, S and TTL as
         defined in Section 2.4.3.2.1.

      *  IPV6 SID: a 16 octet IPv6 address.

   o  If length is 22, then the IPv6 Node Address and Local Interface ID
      are present.
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   o  If length is 26, then the IPv6 Node Address, the Local Interface
      ID and the MPLS SID are present.

   o  If length is 38, then the IPv6 Node Address, the Local Interface
      ID and the IPv6 SID are present.

2.4.3.2.8.  Type 8: IPv6 Local and Remote addresses with optional SID

   The Type-8 Segment Sub-TLV encodes an adjacency local address, an
   adjacency remote address and an optional SID in the form of either an
   MPLS label or an IPv6 address.  The format is as follows:

    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |     Type      |   Length      |     Flags     |   RESERVED    |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //               Local IPv6 Address (16 octets)                //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //               Remote IPv6 Address  (16 octets)              //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   //                     SID (4 or 16 octets)                    //
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where:

   o  Type: 8 (to be assigned by IANA from the registry "SR Policy List
      Sub-TLVs" defined in this document).

   o  Length is 34 or 38 or 50.

   o  Flags: 1 octet of flags.  None are defined at this stage.  Flags
      SHOULD be set to zero on transmission and MUST be ignored on
      receipt.

   o  RESERVED: 1 octet of reserved bits.  SHOULD be unset on
      transmission and MUST be ignored on receipt.

   o  Local IPv6 Address: a 16 octet IPv6 address.

   o  Remote IPv6 Address: a 16 octet IPv6 address.

   o  SID: either 4 octet MPLS SID or a 16 octet IPv6 SID.

   The following applies to the Type-8 Segment sub-TLV:
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   o  The Local IPv6 Address MUST be present and represents an adjacency
      local address.

   o  The Remote IPv6 Address MUST be present and represents the remote
      end of the adjacency.

   o  The SID is optional and MAY be of one of the following formats:

      *  MPLS SID: a 4 octet label containing label, TC, S and TTL as
         defined in Section 2.4.3.2.1.

      *  IPV6 SID: a 16 octet IPv6 address.

   o  If length is 34, then only the IPv6 Local and Remote addresses are
      present.

   o  If length is 38, then the IPv6 Local address, IPv4 Remote address
      and the MPLS SID are present.

   o  If length is 50, then the IPv6 Local address, IPv4 Remote address
      and the IPv6 SID are present.

3.  Extended Color Community

   The Color Extended Community as defined in
   [I-D.ietf-idr-tunnel-encaps] is used to steer traffic into a policy.

   When the Color Extended Community is used for the purpose of steering
   the traffic into an SRTE policy, the RESERVED field (as defined in
   [I-D.ietf-idr-tunnel-encaps] is changed as follows:

                        1
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
   |C O|        RESERVED           |
   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   where CO bits are defined as the "Color-Only" bits.
   [I-D.filsfils-spring-segment-routing-policy]defines the influence of
   these bits on the automated steering of BGP Payload traffic onto SRTE
   policies.

4.  SR Policy Operations

   As described in this document, the consumer of a SR Policy NLRI is
   not the BGP process.  The BGP process is in charge of the origination
   and propagation of the SR Policy NLRI but its installation and use is
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   outside the scope of BGP
   ([I-D.filsfils-spring-segment-routing-policy]).

4.1.  Configuration and Advertisement of SR TE Policies

   Typically, but not limited to, an SR Policy is configured into a
   controller.

   Multiple SR Policy NLRIs may be present with the same <color,
   endpoint> tuple but with different content when these SR policies are
   intended to different head-ends.

   The distinguisher of each SR Policy NLRI prevents undesired BGP route
   selection among these SR Policy NLRIs and allow their propagation
   across route reflectors [RFC4456].

   Moreover, one or more route-target SHOULD be attached to the
   advertisement, where each route-target identifies one or more
   intended head-ends for the advertised SR policy.

   If no route-target is attached to the SR Policy NLRI, then it is
   assumed that the originator sends the SR Policy update directly
   (e.g., through a BGP session) to the intended receiver.  In such
   case, the NO_ADVERTISE community MUST be attached to the SR Policy
   update.

4.2.  Reception of an SR Policy NLRI

   On reception of an SR Policy NLRI, a BGP speaker MUST determine if
   it’s first acceptable, then it determines if it is usable.

4.2.1.  Acceptance of an SR Policy NLRI

   When a BGP speaker receives an SR Policy NLRI from a neighbor it has
   to determine if it’s acceptable.  The following applies:

   o  The SR Policy NLRI MUST include a distinguisher, color and
      endpoint field which implies that the length of the NLRI MUST be
      either 12 or 24 octets (depending on the address family of the
      endpoint).  If the NLRI is not one of the legal lengths, a router
      supporting this document and that imports the route MUST consider
      it to be malformed and MUST apply the "treat-as-withdraw" strategy
      of [RFC7606].

   o  The SR Policy update MUST have either the NO_ADVERTISE community
      or at least one route-target extended community in IPv4-address
      format.  If a router supporting this document receives an SR
      policy update with no route-target extended communities and no
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      NO_ADVERTISE community, the update MUST NOT be sent to the SRTE
      process.  Furthermore, it SHOULD be considered to be malformed,
      and the "treat-as-withdraw" strategy of [RFC7606] applied.

   o  The Tunnel Encapsulation Attribute MUST be attached to the BGP
      Update and MUST have the Tunnel Type set to SR Policy (value to be
      assigned by IANA).

   o  Within the SR Policy NLRI, at least one Segment List sub-TLV MUST
      be present.

   o  Within the Segment List sub-TLV at least one Segment sub-TLV MUST
      be present.

   A router that receives an SR Policy update that is not valid
   according to these criteria MUST treat the update as malformed.  The
   route MUST NOT be passed to the SRTE process, and the "treat-as-
   withdraw" strategy of [RFC7606].

   The Remote Endpoint and Color sub-TLVs, as defined in
   [I-D.ietf-idr-tunnel-encaps], MAY also be present in the SR Policy
   NLRI encodings.  If present, the Remote Endpoint sub-TLV MUST match
   the Endpoint of the SR Policy SAFI NLRI.  If they don’t match, the SR
   Policy advertisement MUST be considered as unacceptable.  If present,
   the Color sub-TLV MUST match the Policy Color of the SR Policy SAFI
   NLRI.  If they don’t match, the SR Policy advertisement MUST be
   considered as unacceptable.

   A unacceptable SR Policy update that has a valid NLRI portion with
   invalid attribute portion MUST be considered as a withdraw of the SR
   Policy.

   A unacceptable SR Policy update that has an invalid NLRI portion MUST
   trigger a reset of the BGP session.

4.2.2.  Usable SR Policy NLRI

   If one or more route-targets are present, then at least one route-
   target MUST match one of the BGP Identifiers of the receiver in order
   for the update to be considered usable.  The BGP Identifier is
   defined in [RFC4271] as a 4 octet IPv4 address.  Therefore the route-
   target extended community MUST be of the same format.

   If one or more route-targets are present and no one matches any of
   the local BGP Identifiers, then, while the SR Policy NLRI is
   acceptable, it is not usable.  It has to be noted that if the
   receiver has been explicitly configured to do so, it MAY propagate
   the SR Policy NLRI to its neighbors as defined in Section 4.2.4.
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   Usable SR Policy NLRIs are sent to the Segment Routing Traffic
   Engineering (SRTE) process.  The description of the SRTE process is
   outside the scope of this document and it’s described in
   [I-D.filsfils-spring-segment-routing-policy].

4.2.3.  Passing a usable SR Policy NLRI to the SRTE Process

   Once BGP has determined that the SR Policy NLRI is usable, BGP passes
   the path to the SRTE process
   ([I-D.filsfils-spring-segment-routing-policy]).

   The SRTE process applies the rules defined in
   [I-D.filsfils-spring-segment-routing-policy]to determine whether a
   path is valid and to select the best path among the valid paths.

4.2.4.  Propagation of an SR Policy

   By default, a BGP node receiving an SR Policy NLRI MUST NOT propagate
   it to any EBGP neighbor.

   However, a node MAY be explicitly configured to advertise a received
   SR Policy NLRI to neighbors according to normal BGP rules (i.e., EBGP
   propagation by an ASBR or iBGP propagation by a Route-Reflector).

   SR Policy NLRIs that have been determined acceptable and valid can be
   propagated, even the ones that are not usable.

   Only SR Policy NLRIs that do not have the NO_ADVERTISE community
   attached to them can be propagated.

4.3.  Flowspec and SR Policies

   The SR Policy can be carried in context of a Flowspec NLRI
   ([RFC5575]).  In this case, when the redirect to IP next-hop is
   specified as in [I-D.ietf-idr-flowspec-redirect-ip], the tunnel to
   the next-hop is specified by the segment list in the Segment List
   sub-TLVs.  The Segment List (e.g., label stack or IPv6 segment list)
   is imposed to flows matching the criteria in the Flowspec route to
   steer them towards the next-hop as specified in the SR Policy SAFI
   NLRI.
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7.  Implementation Status

   Note to RFC Editor: Please remove this section prior to publication,
   as well as the reference to RFC 7942.

   This section records the status of known implementations of the
   protocol defined by this specification at the time of posting of this
   Internet-Draft, and is based on a proposal described in [RFC7942].
   The description of implementations in this section is intended to
   assist the IETF in its decision processes in progressing drafts to
   RFCs.  Please note that the listing of any individual implementation
   here does not imply endorsement by the IETF.  Furthermore, no effort
   has been spent to verify the information presented here that was
   supplied by IETF contributors.  This is not intended as, and must not
   be construed to be, a catalog of available implementations or their
   features.  Readers are advised to note that other implementations may
   exist.
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   According to [RFC7942], "this will allow reviewers and working groups
   to assign due consideration to documents that have the benefit of
   running code, which may serve as evidence of valuable experimentation
   and feedback that have made the implemented protocols more mature.
   It is up to the individual working groups to use this information as
   they see fit".

   Several early implementations exist and will be reported in detail in
   a forthcoming version of this document.  For purposes of early
   interoperability testing, when no FCFS code point was available,
   implementations have made use of the following values:

   o  Preference sub-TLV: 6

   o  Binding SID sub-TLV: 7

   o  Segment List sub-TLV: 128

   When IANA-assigned values are available, implementations will be
   updated to use them.

8.  IANA Considerations

   This document defines new Sub-TLVs in following existing registries:

   o  Subsequent Address Family Identifiers (SAFI) Parameters

   o  BGP Tunnel Encapsulation Attribute Tunnel Types

   o  BGP Tunnel Encapsulation Attribute sub-TLVs

   This document also defines a new registry: "SR Policy List Sub-TLVs".

8.1.  Existing Registry: Subsequent Address Family Identifiers (SAFI)
      Parameters

   This document defines a new SAFI in the registry "Subsequent Address
   Family Identifiers (SAFI) Parameters" that has been assigned by IANA:

              Codepoint    Description          Reference
              -----------------------------------------------
                 73        SR Policy SAFI       This document

8.2.  Existing Registry: BGP Tunnel Encapsulation Attribute Tunnel Types

   This document defines a new Tunnel-Type in the registry "BGP Tunnel
   Encapsulation Attribute Tunnel Types" that has been assigned by IANA:
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            Codepoint     Description            Reference
            --------------------------------------------------
               15        SR Policy Type          This document

8.3.  Existing Registry: BGP Tunnel Encapsulation Attribute sub-TLVs

   This document defines new sub-TLVs in the registry "BGP Tunnel
   Encapsulation Attribute sub-TLVs" to be assigned by IANA:

          Codepoint       Description              Reference
          ------------------------------------------------------
          TBD3            Preference sub-TLV       This document
          TBD4            Binding SID sub-TLV      This document
          TBD5            Segment List sub-TLV     This document

8.4.  New Registry: SR Policy List Sub-TLVs

   This document defines a new registry called "SR Policy List Sub-
   TLVs".  The allocation policy of this registry is "First Come First
   Served (FCFS)" according to [RFC5226].

   Following Sub-TLV codepoints are defined:

    Value    Description                                  Reference
    ------------------------------------------------------------------
       1     MPLS SID sub-TLV                            This document
       2     IPv6 SID sub-TLV                            This document
       3     IPv4 Node and SID sub-TLV                   This document
       4     IPv6 Node and SID sub-TLV                   This document
       5     IPv4 Node, index and SID sub-TLV            This document
       6     IPv4 Local/Remote addresses and SID sub-TLV This document
       7     IPv6 Node, index and SID sub-TLV            This document
       8     IPv6 Local/Remote addresses and SID sub-TLV This document
       9     Weight sub-TLV                              This document

9.  Security Considerations

   TBD.
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Abstract

   Route Leaks are propagation of BGP prefixes which violate assumptions
   of BGP topology relationships; e.g. passing a route learned from one
   peer to another peer or to a transit provider, passing a route
   learned from one transit provider to another transit provider or to a
   peer.  Today, approaches to leak prevention rely on marking routes
   according to some configuration options without any check of the
   configuration corresponds to that of the BGP neighbor, or enforcement
   that the two BGP speakers agree on the relationship.  This document
   enhances BGP Open to establish agreement of the (peer, customer,
   provider, internal) relationship of two BGP neighboring speakers to
   enforce appropriate configuration on both sides.  Propagated routes
   are then marked with a eOTC and iOTC attributes according to agreed
   relationship allowing prevetion and detection of route leaks.

Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" are to
   be interpreted as described in RFC 2119 [RFC2119] only when they
   appear in all upper case.  They may also appear in lower or mixed
   case as English words, without normative meaning.

Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.

   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at http://datatracker.ietf.org/drafts/current/.

   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
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   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."

   This Internet-Draft will expire on April 29, 2017.

Copyright Notice

   Copyright (c) 2016 IETF Trust and the persons identified as the
   document authors.  All rights reserved.

   This document is subject to BCP 78 and the IETF Trust’s Legal
   Provisions Relating to IETF Documents
   (http://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.
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1.  Introduction

   For the purposes of this document BGP route leaks are when a BGP
   route was learned from transit provider or peer and is announced to
   another provider or peer.  See [RFC7908].  These are usually the
   result of misconfigured or absent BGP route filtering or lack of
   coordination between two BGP speakers.
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   [I-D.ietf-idr-route-leak-detection-mitigation] describes a method of
   marking and detecting leaks which relies on operator maintained
   markings.  Unfortunately, in most cases, a leaking router will likely
   also be misconfigured to mark incorrectly.  The proposed mechanism
   provides an opportunity to detect route leaks made by third parties
   but provides no support to prevent route leak creation.  The leak
   prevention still relies on communities which are optional and often
   missed due to mistakes or misunderstanding of the BGP configuration
   process.

   It has been suggested to use white list filtering, relying on knowing
   the prefixes in the customer cone as import filtering, in order to
   detect route leaks.  Unfortunately, a large number of incidents is
   created medium size transit operators use a single prefix list as
   only the ACL for export filtering, without community tagging and
   paying attention to the source of a learned route.  So, if they learn
   a customer’s route from their provider or peer - they will announce
   it in all directions, including other providers or peers.  This
   misconfiguration affects a limited number of prefixes; but such route
   leaks will obviously bypass customer cone import filtering made by
   upper level upstream providers.

   Also, route tagging which relies on operator maintained policy
   configuration is too easily and too often misconfigured.

   This document specifies a new BGP Capability Code, [RFC5492] Sec 4,
   which two BGP speakers MAY use to ensure that they MUST agree on
   their relationship; i.e. customer and provider or peers.  Either or
   both may optionally be configured to require that this option be
   exchanged for the BGP Open to succeed.

   Also this document specifies a way to mark routes according to BGP
   Roles and a way to create double-boundary filters for prevention and
   detection of route leaks via a two new BGP Path Attributes.

2.  BGP Role

   BGP Role is new mandatory configuration option which must be set per
   each address family.  It reflects the real-world agreement between
   two BGP speakers about their business relationship.

   Allowed Role values are:

   o  Provider - sender is a transit provider to neighbor;

   o  Customer - sender is customer of neighbor;

   o  Peer - sender and neighbor are peers;
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   o  Internal - sender is part of an internal AS of an organization
      which has multiple ASs, is a confederation, ...

   o  Complex - sender has non-standard agreement and wants to use
      manual policies.

   Since BGP Role reflects the relationship between two BGP speakers, it
   could also be used for more than route leak mitigation.

3.  Role capability

   The TLV (type, length, value) of the BGP Role capability are:

   o  Type - <TBD1>;

   o  Length - 1 (octet);

   o  Value - integer corresponding to speaker’ BGP Role.

                     +--------+----------------------+
                     | Value  | Role name            |
                     +--------+----------------------+
                     |   0    | Undefined            |
                     |   1    | Sender is Peer       |
                     |   2    | Sender is Provider   |
                     |   3    | Sender is Customer   |
                     |   4    | Sender is Internal   |
                     |   5    | Sender is Complex    |
                     +--------+----------------------+

                    Table 1: Predefined BGP Role Values

4.  Role correctness

   Section 2 described how BGP Role is a reflection of the relationship
   between two BGP speakers.  But the mere presence of BGP Role doesn’t
   automatically guarantee role agreement between two BGP peers.

   To enforce correctness, use the BGP Role check with a set of
   constrains on how speakers’ BGP Roles MUST corresponded.  Of course,
   each speaker MUST announce and accept the BGP Role capability in the
   BGP OPEN message exchange.

   If a speaker receives a BGP Role capability, it SHOULD check value of
   the received capability with its own BGP Role.  The allowed pairings
   are (first a sender’s Role, second the receiver’s Role):
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                     +--------------+----------------+
                     | Sender Role  | Receiver Role  |
                     +--------------+----------------+
                     | Peer         | Peer           |
                     | Provider     | Customer       |
                     | Customer     | Provider       |
                     | Internal     | Internal       |
                     | Complex      | Complex        |
                     +--------------+----------------+

                    Table 2: Allowed Role Capabilities

   In all other cases speaker MUST send a Role Mismatch Notification
   (code 2, sub-code <TBD2>).

4.1.  Strict mode

   A new BGP configuration option "strict mode" is defined with values
   of true or false.  If set to true, then the speaker MUST refuse to
   establish a BGP session with peers which do not announce BGP Role
   capability in their OPEN message.  If a speaker rejects a connection,
   it MUST send a Connection Rejected Notification [RFC4486]
   (Notification with error code 6, subcode 5).  By default strict mode
   SHOULD be set to false for backward compatibility with BGP speakers,
   that do not yet support this mechanism.

5.  Restrictions on the Complex role

   Complex role should be set only if relations between BGP neighbors
   could not be described using simple Customer/Provider/Peer roles.
   For a example, if neighbor is literal peer, but for some prefixes it
   provides full transit, complex role SHOULD be set on both sides.  In
   this case configuration of detection and filtering mechanisms
   (Section 6 and Section 7) should be set on per-prefix basis upon
   local policy.

6.  BGP Internal Only To Customer attribute

   The Internal Only To Customer (iOTC) attribute is a new optional,
   non-transitive BGP Path attribute with the Type Code <TBD3>.  This
   attribute has zero length as it used only as a flag.

   There are two rules for setting the iOTC attribute:

   1.  The iOTC attribute MUST be added to all incoming routes if the
       receiver’s Role is Customer or Peer;
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   2.  Routes with the iOTC attribute set MUST NOT be announced if the
       sender’s Role is Customer or Peer;

   These two rules provide mechanism that prevent route leak creation by
   an AS.  In case of Complex role usage the way of iOTC process is not
   automated and upon local policy.

7.  BGP External Only To Customer attribute

   The External Only To Customer (eOTC) attribute is a new optional,
   transitive BGP Path attribute with the Type Code <TBD4>.  This
   attribute has four bytes length and contain an AS number of AS, that
   added attribute to the route.

   There are two rules for setting the eOTC attribute:

   1.  If eOTC is not set and sender’s Role is Provider or Peer the eOTC
       attribute MUST be added with value equal to its ASN.

   2.  If eOTC is set, receiver’s Role is Provider or Peer, and its
       value is not equal to neighbor ASN then such incoming route is
       route leak and MUST be given a lower local preference, or they
       MAY be dropped.

   These two rules provide mechanism for route leak detection that is
   made by some party in ASPath.  In case of Complex role usage the way
   of eOTC process is not automated and upon local policy.

8.  Compatibility with BGPsec

   In BGPsec [I-D.ietf-sidr-bgpsec-protocol] enabled routers eOTC
   attribute MUST be turned into one bit of Flags field of Secure_Path
   Segment and MUST NOT be added as separate attribute.

   When route is transmitted from BGPsec enabled router to BGPsec
   disabled device, in addition to AS_PATH reconstruction MUST be
   performed eOTC attribute reconstruction.  If corresponded bit was set
   in one of Secure_Path Segments, eOTC attribute SHOULD be added with
   value that equals to ASN in which segment it appears for the first
   time.

9.  Additional Considerations

   As BGP Role reflects the relationship between neighbors, it can also
   have other uses.  As an example, BGP Role might affect route
   priority, or be used to distinguish borders of a network if a network
   consists of multiple AS.
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   Though such uses may be worthwhile, they are not the goal of this
   document.  Note that such uses would require local policy control.

   This document doesn’t provide any security measures to check
   correctness of attributes usage in case of Complex role, so Complex
   role should be set with great caution.

10.  IANA Considerations

   This document defines a new Capability Codes option [to be removed
   upon publication: http://www.iana.org/assignments/capability-codes/
   capability-codes.xhtml] [RFC5492], named "BGP Role", assigned value
   <TBD1> . The length of this capability is 1.

   The BGP Role capability includes a Value field, for which IANA is
   requested to create and maintain a new sub-registry called "BGP Role
   Value".  Assignments consist of Value and corresponding Role name.
   Initially this registry is to be populated with the data in Table 1.
   Future assignments may be made by a standard action procedure
   [RFC5226].

   This document defines new subcode, "Role Mismatch", assigned value
   <TBD2> in the OPEN Message Error subcodes registry [to be removed
   upon publication: http://www.iana.org/assignments/bgp-parameters/bgp-
   parameters.xhtml#bgp-parameters-6] [RFC4271].

   This document defines a new optional, non-transitive BGP Path
   Attributes option, named "Internal Only To Customer", assigned value
   <TBD3> [To be removed upon publication:
   http://www.iana.org/assignments/bgp-parameters/bgp-
   parameters.xhtml#bgp-parameters-2] [RFC4271].  The length of this
   attribute is 0.

   This document defines a new optional, transitive BGP Path Attributes
   option, named "External Only To Customer", assigned value <TBD4> [To
   be removed upon publication: http://www.iana.org/assignments/bgp-
   parameters/bgp-parameters.xhtml#bgp-parameters-2] [RFC4271].  The
   length of this attribute is 4.

11.  Security Considerations

   This document proposes a mechanism for prevention and detection of
   route leaks, that are the result of BGP policy misconfiguration.
   That includes preventing route leaks created inside an AS (company),
   and route leak detection, if a route was leaked by third party.

   Deliberate sending of a known conflicting BGP Role could be used to
   sabotage a BGP connection.  This is easily detectable.
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   Deliberate mis-marking of the eOTC flag could be used to could affect
   BGP decision process but could not sabotage a route’s propagation.

   BGP Role is disclosed only to an immediate BGP speaker, so it will
   not itself reveal any sensitive information to third parties.

   On the other hand, eOTC is a transitive BGP AS_PATH attribute which
   reveals a bit about a BGP speaker’s business relationship.  It will
   give a strong hint that some link isn’t customer to provider, but
   will not help to distinguish if it is provider to customer or peer to
   peer.  If eOTC is BGPsec signed, it can not be removed for business
   confidentiality.
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