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ABSTRACT 
Personalization relies on personal data about each individ-
ual user. Users are quite often reluctant though to disclose 
information about themselves and to be “tracked” by a 
system. We investigated whether different types of ratio-
nales (justifications) for disclosure that have been suggested 
in the privacy literature would increase users’ willingness to 
divulge demographic and contextual information about 
themselves, and would raise their satisfaction with the sys-
tem. We also looked at the effect of the order of requests, 
owing to findings from the literature. Our experiment with a 
mockup of a mobile app recommender shows that there is 
no single strategy that is optimal for everyone. Heuristics 
can be defined though that select for each user the most 
effective justification to raise disclosure or satisfaction, 
taking the user’s gender, disclosure tendency, and the type 
of solicited personal information into account. We discuss 
the implications of these findings for research aimed at 
personalizing privacy strategies to each individual user.  
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INTRODUCTION 
User modeling and personalization typically rely on 
implicitly gathered or explicitly requested personal infor-
mation about the user [1]. Privacy research has however 
shown that quite a few people do not feel comfortable 
disclosing diverse personal information [2,3]. A typical 

remedy in this conflict is to give users control over what 
information they disclose [4], since this would allow them 
to trade off the potential personalization benefits of disclo-
sure with the ensuing privacy risks [5,25]. However, users 
often have a hard time making this trade-off, since they lack 
knowledge about its positive and negative consequences 
[6,7]. This paper explores strategies to help users with their 
disclosure decisions in such a way that the amount of 
disclosure increases without decreased user satisfaction. We 
demonstrate that there is a potential for adaptation in this 
endeavor: the optimal strategy depends on the characteris-
tics of the user and the optimization goal of the system 
(increasing the disclosure of two types of requested 
information, and/or raising users’ satisfaction). Our work 
thus stands in the tradition of tailoring privacy to users’ 
needs [8]. We discuss how the potential for adaptation that 
became manifest in our work can be translated into real-
world systems that adapt their information request strategy 
to the user, in order to improve information disclosure 
while at the same time respecting users’ privacy and 
satisfaction. 

RELATED WORK 

Strategies for Helping Users with Disclosure Decisions 
Recent studies show that users can be assisted in their 
disclosure decisions by means of justifications. For 
instance, by informing users about the disclosure decisions 
of other users [9], or more specifically their friends [10], 
they become slightly more likely to conform to the 
perceived social norm in their own disclosure decisions. 
Others suggest justifications that inform users about the 
reason for requesting certain information [11] or the benefit 
of disclosing the information [8,12]. 

Another way to influence users’ disclosure decisions is by 
changing the order of the disclosure requests. Acquisti et al. 
[13] showed that the average level of disclosure was higher 
when requests were made in decreasing order of intrusive-
ness. This was especially true for the more intrusive 
requests. 

Potential for Adaptation 
In [21, 27], we compared the effect of four different types 
of justifications against a system without such justifications. 
To our surprise, the system without justifications resulted in 
the most disclosure and highest satisfaction. Upon further 
analysis of these surprising results, we noticed that the 
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optimal justification depended on the characteristics of the 
user, type of information requested, and the goal of the 
system. In this paper we present this analysis, but we first 
outline existing work that corroborates our general findings. 

User characteristics 
Privacy concerns vary extensively across the population. 
One of the most cited results in privacy research is that 
people can be divided into three broad categories: privacy 
fundamentalists, pragmatists, and unconcerned [14]. More-
over, females and older people tend to have higher privacy 
concerns [15], especially when it comes to their location 
[16]. Due to these personal differences in privacy concerns, 
optimal strategies to assist disclosure decisions may not be 
universal, but may rather depend on the characteristics of 
each individual user. 

Type of information requested 
Users have different attitudes towards disclosing different 
types of information. Specifically, information that the user 
provides explicitly (demographic data) seems to raise less 
concern than information that the system extracts from user 
behavior on the quiet (context data). Although the latter is 
more convenient, it is also less controllable and may be 
incorrectly interpreted [17,18]. Due to these differences, the 
optimal strategy may be different for these two types of 
information. 

Optimization goal of the system  
Most studies on information disclosure have a behavioral 
goal: they try to increase the amount of users’ disclosure. If 
these strategies are effective, one could argue that this is 
because they reduce privacy fears and/or increase trust in 
the company’s privacy practices [12]. However, the 
increased disclosure may be unrelated to rational decision 
processes [13]. In fact, the same strategies that increase 
disclosure could inadvertently increase users’ privacy fears 
and decrease their trust. While increased disclosure may 
eventually lead to higher personalization benefits, these 
unintended effects could at the same time lower user satis-
faction. It therefore seems crucial to strive for both goals 
simultaneously. 

ONLINE EXPERIMENT 

Experimental Setup 
Our experiment tests the hypothesis that the optimal strat-
egy to help users with their disclosure decisions depends on 
the characteristics of the user, the type of information 
requested, and the optimization goal of the system. It 
considers a mockup of a mobile app recommender, which 
uses demographic data (e.g. age, hobbies, income) and 
context data (e.g. app usage, calendar, location) to provide 
users with recommendations for new applications for their 
phones [19]. The experiment only concerns the part of the 
system that collects personal information (i.e., no recom-
mendations are given). The mockup does not run on a 
phone, but in an Internet browser. In order to make the 
experiment more realistic, users were told that their data 
would in fact be disclosed to the developer, a company 

named “Appy”1. We reinforced this belief by ostensibly 
transferring users to the “Appy” website (with its own URL 
and branding) for the disclosure part of the experiment (see 
Figure 1). 

Participants 
441 participants were recruited via Amazon Turk, a 
recruitment source that has become very popular for 
conducting user studies [20]. We only allowed participants 
from the United States and asked a number of reverse-
coded and comprehension-testing questions to ascertain 
validity. An additional 52 participants were recruited via 
Craigslist, and we found no significant differences between 
the two groups. All 493 participants (223 males, 266 
females, 4 did not disclose) were adult smartphone users, 
with a median age range of 25-30. 

 
Figure 1: The website of “Appy”, on which participants 

perform the disclosure part of the experiment. 

Procedure 
Participants were first given a short introduction to the 
mobile app recommender, and were specifically informed 
that they would be helping the Appy company to test the 
information disclosure part of the system. They were then 
randomly assigned to one of the experimental conditions 
(see below) and transferred to the Appy website. There, the 
system would make 31 disclosure requests, for 12 pieces of 
context data and 19 pieces of demographic data. In the 
context data requests, users were asked to indicate whether 
or not they would disclose the respective data (with ‘yes’ 
and ‘no’ as answers). In the case of demographics requests, 
they were asked to provide the actual information or decline 
                                                             
1 This name was perceived as familiar and trustworthy in a 
pre-test that compared seven different company names and 
logos. 



 

its disclosure2. We logged users’ disclosure decisions in our 
database. After 31 decisions, participants were transferred 
back to the experimenters’ website, where they answered 
questions about their subjective valuations. 

Conditions: Type of Justification and Request Order 
Four different justifications (see Table 1) are tested against 
the baseline of no justification, resulting in a total of five 
conditions. The ‘useful for you’ and ‘useful for others’ 
justifications explain the benefits of disclosure (cf. [12]) in 
two different ways. The ‘number of others’ justification 
appeals to the social norm (cf. [9,10]). The ‘explanation’ 
justification gives the reason for requesting the information 
(cf. [11]). The percentages that are shown in some of the 
justifications are randomly generated in the mockup, which 
makes the justifications more realistic. The reason 
presented in the explanation also varies enough per item to 
avoid excessive monotony. 

Since our app recommender requests both demographic 
data and context data, we also manipulated the order in 
which these types of data are requested: demographic data 
first or context data first. 

Justification Message to user 
None [no justification message] 
Useful for 
you 

“The recommendations will be about 
[XX]% better for you when you tell 
us/allow us to use…” 

Number of 
others 

“[XX]% of our users told us/allowed us to 
use…” 

Useful for 
others 

“[XX]% of our users received better re–
commendations when they told us/let us… 

Explanation “We can recommend apps that are [reason 
for request]” 

Table 1: The justification messages evaluated in our study. 
Figure 1 shows how these messages are presented to the user. 

User Characteristics: Gender and Disclosure Tendency 
Two user characteristics are considered that may influence 
the relative impact of our strategies: gender and disclosure 
tendency3. Disclosure tendency is measured by splitting the 
users into two groups: one with a low disclosure tendency 
(up to 22 disclosed items), which comprises 33.3% of the 
participants, and one with high disclosure tendency (23-31 
disclosed items). Several researchers found that people’s 
actual disclosure behavior is only weakly related to their 
stated concerns [22,23,24], which is why we opt to split 

                                                             
2 The fact that the (real) demographics data disclosure was 
actually higher than the (make believe) context disclosure 
suggests that participants answered both demographics and 
context requests as if they were real. 
3 A third analyzed characteristic, age, turned out to be non-
significant in the analyses. 

users based on their actual behaviors. The results of our 
analyses are robust under different splits: a 25-75% split 
provided very similar results, and also a three-way split 
failed to provide additional insights. 

Gender and disclosure tendency each split the participants 
into two groups. To gauge the differences between these 
groups, we measured several other user characteristics in 
the post-experimental questionnaires, subjected them to a 
Confirmatory Factor Analysis, and regressed them on 
disclosure tendency and gender: 

• Stated privacy concerns (3 items, adapted from [17]; e.g. 
“I am concerned about threats to my personal privacy 
today”) 

• Data collection concerns (5 items, adapted from [17]; 
e.g. “I’m concerned that online companies are collecting 
too much personal information about me”) 

• Control concerns (2 items, adapted from [18]; e.g. 
“Control of personal information lies at the heart of 
online privacy”) 

• Mobile internet usage (2 items, e.g. “I regularly use my 
phone to browse the Internet”) 

• Tech-savviness (3 items, e.g. “People ask me to fix their 
computer”) 

Participants with a low disclosure tendency have higher 
stated privacy concerns (β = 0.379, p = .001) and data 
collection concerns (β = 0.696, p < .001), are less phone-
savvy (β = -0.388, p < .001) and less tech-savvy  
(β = -0.222, p = .035). Moreover, females are less tech-
savvy (β = -0.766, p < .001). Finally, the percentage of 
people with a low disclosure tendency is not significantly 
different between males (32.7%) and females (33.1%). 

Dependent Variables 
We consider three different goals in our system: increasing 
the disclosure of context data, increasing the disclosure of 
demographic data, and increasing the users’ subjective 
experience of the system. The first two goals are tested in a 
single analysis in which disclosure is regressed on the 
conditions and moderators; the type of data (demographic 
vs. context data) is included as an additional moderator.  

Several subjective valuations of the disclosure process are 
measured with questionnaires, which are submitted to a 
Confirmatory Factor Analysis (CFA)4 and regressed on the 
conditions and moderators: 

• Perceived disclosure help (3 items, e.g. “The system 
helped me to make a tradeoff between privacy and 
usefulness”) 

• Perceived privacy threat (3 items, e.g. “The system has 
too much information about me”) 

                                                             
4 A CFA tests the internal consistency of a set of indicators, 
and combines them into a single, normally distributed scale. 



 

• Trust in company privacy practices (3 items, adapted 
from [18]; e.g. “I believe this company is honest when it 
comes to using the information I provide”) 

• Satisfaction (6 items, from [22]; e.g. “Overall, I’m satis-
fied with the system”) 

RESULTS 

Disclosure Behavior 
The effect of our strategies5 on subjects’ disclosure deci-
sions is analyzed using General Estimating Equations 
(GEE) with a log link function6. The dependent variable is 
the decision of participant x to disclose item y (yes/no). 
Because the 31 decisions of each participant are correlated, 
we impose a compound symmetric covariance structure. 
The independent variables are the “strategies”: the justifi-
cation types (tested against no justification), the order of the 
disclosure requests (demographics first vs. context first), as 
well as their interaction. The interactions of the strategies 
with the user characteristics (gender and disclosure 
tendency) are also included. Finally, in order to make a 
distinction between the two goals of increasing context data 
disclosure and increasing demographics disclosure, the 
interactions of all aforementioned variables with the type of 
data (context data vs. demographics) are tested as well. The 
highest-order effect tested is thus: justification type × order 
× gender × disclosure tendency × type of data.  

Disregarding justification type, the request order has a 
significant effect in almost all groups, and the main trend is 
that the disclosure of a certain type of data is higher if that 
data type is requested first (i.e. demographics disclosure is 
                                                             
5 We define “strategy” as the combination of a certain type 
of justification and a certain request order. We thus test 5×2 
= 10 strategies. 
6 Our outcomes are correlated (each participant is repre-
sented by 31 data points) and non-normal (the data consists 
of 0’s and 1’s). GEE models are linear regression models 
that can robustly handle correlated, non-normal data. 

higher when demographics are requested first, and likewise 
for context data, F(1,481) = 65.62, p < .001). This effect is 
stronger for participants with a low disclosure tendency 
than for those with a high disclosure tendency (interaction: 
F(1,481) = 43.68, p < .001), but there is no difference 
between males and females. The mean disclosure rate for 
each request order and the p-value of the difference within 
each user group are displayed in Figure 2. 

The request order differences can be explained in two ways: 
a growing concern with the accumulated information 
collected by the system, or boredom/fatigue resulting from 
answering 31 requests. If the latter were the case, the order 
effect should be most pronounced for demographics, 
because in our study disclosure is more laborious for demo-
graphics than for context data (selecting the answer from a 
dropdown menu vs. clicking a ‘yes’/‘no’ button). However, 
the effect of order is stronger for context data than for 
demographics. The order effect is thus most likely not due 
to boredom or fatigue. 

Figure 3 displays the combined effect of justification type 
and request order (i.e. the effect of the strategy) for the four 
user groups (males/females with low/high disclosure 
tendency). An ANOVA test of the five-way interaction of 
justification type × order × gender × disclosure tendency × 
type of data showed that the best strategy differs by gender, 
disclosure tendency and data type (F(4,449) = 2.95, p = 
.020). Aside from this five-way effect, there are significant 
lower-level interactions of strategy and disclosure tendency 
(F(4,449) = 4.25, p = .002) and strategy and data type 
(F(4,449) = 2.87, p = .023). 

Within each user group, we compare the best strategy for 
each data type (marked with an arrow in Figure 3) against 
all other strategies. Strategies that perform significantly 
worse7 than the best strategy are labeled with a p-value. 

                                                             
7 To reduce the risk of incorrectly claiming that a certain 
strategy performs equally well as the best strategy (Type I 
error), we take p < .10 as our cut-off value. 

    Figure 2: The effect of request order on disclosure per user group (disregarding justification type).  
Error bars are ±1 standard error. 

 



 

 

 

 

 
Figure 3: The effects of justification type and request order on disclosure (for each type of data, gender, and disclosure tendency). 

Error bars are ±1 standard error. The best strategy is labeled with an arrow; strategies with a p-value perform significantly worse. 
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Figure 4: The estimated effects of justification type and request order on user satisfaction for each gender and disclosure tendency. 
Since the outcomes are scale-free factor scores, the y-axis is scaled in sample standard deviations (i.e. 95% of the participants fall 

within a 4.0-range), and the value for [male, low disclosure tendency, context first, no justification] is set to zero. 
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Subjective Valuations 
We analyze the effect of the strategies on subjective 
valuations by submitting the questionnaire items to a 
Confirmatory Factor Analysis and by regressing resulting 
satisfaction factors on the strategies and user characteristics. 
The dependent variables in these analyses are: perceived 
disclosure help, perceived privacy threat, trust in company 
privacy practices, and overall satisfaction. The independent 
variables are the strategies (5 justification types × 2 orders), 
and the interactions of the strategies with gender and 
disclosure tendency. In effect, each dependent variable is 
regressed on justification type × order × gender × disclosure 
tendency. 

Figure 4 displays the estimated effects of justification type 
and request order on the subjective valuations for each 
gender and disclosure tendency. Disregarding justification 
type, the request order has a significant effect on perceived 
disclosure help for males with a low disclosure tendency  
(β = -0.533, p = .023), where requesting context data first 
generally leads to a higher level of perceived disclosure 
help. The request order also has a significant effect on 
perceived privacy threat (β = 0.425, p = .024) and trust in 
the company (β = -0.340, p = .043) for females with a high 
disclosure tendency, where requesting context data first 
leads to less threat and more trust. 

Figure 4 compares for each group the best strategy (marked 
with an arrow) against all other strategies. Strategies that 
perform significantly worse than the best strategy are 
labeled with a p-value. 

HEURISTICS FOR SELECTING THE BEST STRATEGY 
The results show that the best strategy depends on users’ 
disclosure tendency and gender. It also depends on the goal 
of the system: some strategies increase disclosure of one 
type of data but not the other, and some increase disclosure 
but at the same time reduce users’ satisfaction. We there-
fore suggest that the strategy should be adapted to the 
optimization goal of the system and the characteristics of 
the user. Table 4 outlines heuristics for selecting the best 
strategy for each type of user, given a certain system goal. 
Below we reflect on these suggested heuristics. 

Best Strategy to Achieve High Demographics Disclo-
sure 
To get high demographics disclosure, one should ask for 
demographics first. Users with high disclosure tendency do 
not require a justification. Users with low disclosure 
tendency require a justification, the best one being ‘number 
of others’ for females and ‘explanation’ for males. 

Best Strategy to Achieve High Context Data Disclosure 
To get high context data disclosure, one should ask for 
context data first. No justification is required, but males 
with high disclosure tendency disclose more with the 
‘number of others’ or ‘useful for others’ justification. 

Best Strategy to Achieve High Total Disclosure 
Since it is best to ask demographics first to increase 
demographics disclosure, and context first to increase 
context disclosure, increasing total disclosure requires a 
compromise. The best way to attain this compromise is to 
first choose a preferred request order, and then to select a 

User type Context first Demographics first 

Males with low 
disclosure tendency 

The ‘useful for you’ justification gives the 
highest demographics disclosure. 

Providing no justification gives the highest 
context disclosure. 

Females with low 
disclosure tendency 

Providing no justification gives the highest 
demographics disclosure. 

The ‘explanation’ justification keeps 
context disclosure on par. 

Males with high 
disclosure tendency 

The ‘useful for others’ justification keeps 
demographics disclosure almost on par. 

The ‘useful for you’ justification keeps 
context disclosure on par. 

Females with high 
disclosure tendency 

Providing no justification gives a high 
demographics disclosure. 

The ‘useful for you’ justification gives the 
highest context disclosure. 

Table 2: Best strategies to achieve high overall disclosures. 

User type Best strategy 

Males with low disclosure tendency Demographics first with ‘useful for you’. 

Males with high disclosure tendency The ‘useful for you’ justification in any order. 

Females with low disclosure tendency Context first with ‘useful for you’. 

Females with high disclosure tendency Context first with no justification, but ‘useful for you’ is second 
best. 

Table 3: Best strategies to achieve high user satisfaction. 

 



 

justification message that minimizes the disclosure decrease 
in the data that is requested last. The best message for this 
purpose depends on user characteristics (see Table 2). 

Best Strategy to Achieve High User Satisfaction 
To get high subjective valuations, the ‘useful for you’ justi-
fication generally works well, but see Table 3 for a more 
detailed appraisal. 

Best Strategy Overall 
When both the disclosure rates and satisfaction are to be 
optimized, one has to strike a compromise. This is possible 
with the following strategies: For users with low disclosure 
tendency, request demographics first, and use no justifica-
tion for males and the ‘explanation’ justification for 
females. For users with high disclosure tendency, request 
demographics first with the ‘useful for you’ message for 
males, and request context first with no justification for 
females.

 

Best strategies for MALES with LOW disclosure tendency 

Goal Best strategy 
High demographics disclosure Demographics first, ‘explanation’ justification. 

High context data disclosure Context first, no justification. 

High overall disclosure Context first, ‘useful for you’ justification. 

High satisfaction Context first, ‘useful for others’ justification or demographics first, 
‘useful for you’ justification. 

All of the above Demographics first, no justification. 

Best strategies for FEMALES with LOW disclosure tendency 

Goal Best strategy 

High demographics disclosure Demographics first, ‘number of others’ justification. 

High context data disclosure Context first, ‘useful for you’ justification. 

High overall disclosure Demographics first, ‘explanation’ justification. 

High satisfaction Context first, ‘useful for you’ justification. 

All of the above Demographics first, ‘explanation’ justification. 

Best strategies for MALES with HIGH disclosure tendency 

Goal Best strategy 

High demographics disclosure Demographics first with any justification except ‘number of others’. 

High context data disclosure Context first, ‘number of others’ or ‘useful for others’ justification. 

High overall disclosure Demographics first with no justification or the ‘useful for you’ justi-
fication, or context first with ‘useful for others’ justification. 

High satisfaction Demographics first, ‘useful for others’ or ‘explanation’ justification. 

All of the above Demographics first, ‘useful for you’ justification. 

Best strategies for FEMALES with HIGH disclosure tendency 

Goal Best strategy 

High demographics disclosure Demographics first with no justification, the ‘useful for you’ justifi-
cation, or the ‘useful for others’ justification. 

High context data disclosure Context first with no justification. 

High overall disclosure Context first with no justification. 

High satisfaction Context first with no justification. 

All of the above Context first with no justification. 

Table 4: Heuristics to find the best strategy, based on user characteristics (gender, disclosure tendency) and optimization goals. 



 

Implementing the Strategies 
To follow the heuristics, a system would have to discover 
the users’ characteristics before or during the interaction. 
Gender can just be the first item to request. In fact, gender 
disclosure was the highest of all items in our study (94.9%), 
and hence we expect that asking for it first will not raise 
any concerns. To correctly determine the users’ disclosure 
tendency, the system would have to first ask a number of 
potentially invasive questions, which is not desirable. 
Alternatively, one could ask about (or otherwise determine) 
the users’ stated privacy concerns, mobile Internet usage 
and/or tech-savvyness, since these characteristics are 
related to users’ disclosure tendency (see the section on 
user characteristics, and also [15,16]). 

CONCLUSION AND FUTURE WORK 
Information disclosure by users is an indispensible prereq-
uisite for personalized systems, and strategies that increase 
disclosure may improve the accuracy of personalization. 
Our study shows that there is no single best justification 
strategy for all users to raise disclosure. Yet, heuristics can 
be developed to select an optimal strategy given the user 
characteristics, the type of information requested, and the 
optimization goal. 

In terms of complexity, the heuristics presented in this 
paper fall between simple HCI design guidelines and more 
complex user models often used in adaptive systems. 
Although they can be realistically implemented, we do not 
have an intuitive rationale behind the specific heuristics we 
found. Future work should aspire a more fundamental 
understanding of the context-dependence of privacy 
behaviors (e.g. [26]). 

In our current research, a user is only exposed to one of five 
types of justifications (including “none”) for all information 
requests, and only to one of two request orders. A simple 
improvement would be to use different justifications for 
demographics and context requests. Although we have not 
tested this option, Figure 2 suggests that some improve-
ments in disclosure can be attained in this way (for males 
with high disclosure tendencies, for instance, one could 
request demographics first with the ‘useful for you’ justifi-
cation, and then request context data with the ‘useful for 
others’ justification). A fully adaptive system could go 
much further though: it could select the optimal justification 
for each specific requested item, and order the requests 
dynamically to ensure the highest possible disclosure 
(without reducing satisfaction, of course). Our results 
suggest that such a fully adaptive system is viable, but one 
should note that a lot of data is needed to optimize its 
performance. Although this is not feasible in an academic 
research setting, a commercial system will likely provide 
enough data to implement this adaptive approach. 

Participants in our study tested the information disclosure 
part of a mobile app recommender system. It will still need 
to be verified whether different types of systems may result 
in different user behaviors, and whether moving from a 

mockup study to real-world systems bears any differences. 
Moreover, different types of justifications, such as privacy 
protection reassurances (which play more on the risk side of 
the risk-benefit trade-off) may work better than the justifi-
cations tested in our study (e.g. [8]). Despite these limita-
tions, we feel confident that a careful consideration of user 
characteristics and optimization goals can significantly 
improve strategies for helping users with information 
disclosure decisions. 
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