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Abstract

Many researchers use an ordinal scale to quantitatively measure and empirically analyze

concepts. Theoretically, valid empirical estimates are robust in sign to any monotonic increasing

transformation of the ordinal scale. Extending this theoretical criterion, I develop a method

for testing how much the cardinal treatment of ordinal variables matters for any empirical

specification. I apply this method to results from three papers: Aghion et al. (2016) on creative

destruction and subjective well-being, Nunn and Wantchekon (2011) on the slave trade and trust

in sub-Saharan Africa, and Bond and Lang (2013) on the fragility of the racial test score gap.

This leads to three insights. (i) Failing the theoretical criterion may not be a serious problem

in practice if only implausible transformations change empirical results. Passing the theoretical

criterion does not imply that empirical results are robust because (ii) the size of coefficients and

(iii) statistical inference could meaningfully change with such transformations.
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1 Introduction

Concerns about the cardinal treatment of ordinal dependent variables are well-known. Consider

an ordinal scale measuring “satisfaction,” with the following four categories: “Very Dissatisfied,”

“Dissatisfied,” “Satisfied,” and “Very Satisfied.” Suppose there are two groups of people, A and

B, each consisting of two individuals. Group A has one person who is “Very Dissatisfied” and

another who is “Very Satisfied.” Group B has one person who is “Dissatisfied” and another who is

“Satisfied.” Which group is more satisfied? The answer depends on the numerical values assigned

to the response categories. It may seem reasonable to assign the integers zero, one, two, and three

to each of the four categories. In this case, the groups are equally satisfied, with an average score of

1.5. Similar to utility functions, however, ordinal variables provide information about the rank of a

specific concept, rather than representing a known or fixed interval. As such, any set of numerical

values that preserve the ordering of the satisfaction scale is also potentially valid. Therefore another

reasonable set of numerical values could be: zero, 1.75, 2.5, and three. In this case, group B is

more satisfied. Yet, another reasonable set of values could be: zero, 0.5, 1.25, and three. In this

case group A is more satisfied.

In many cases, the most appropriate methodological approach to limit such concerns is to use

an ordered response model.1 These models, however, are often omitted or the results are less

preferred compared to results from a more simple and straightforward linear regression (see, for

example, Nunn and Wantchekon 2011; Stevenson and Wolfers 2013; Aghion et al. 2016; Bryson

and MacKerron 2017; Deaton 2018; as well as numerous other examples listed in Table A1 in

the Appendix). Justification for using a linear regression with an ordinal dependent variable—

despite the well-known concerns—often include the incidental parameter problem (Neyman and

Scott 1948; Heckman 1981; Lancaster 2000; Riedl and Geishecker 2014) or the use of a more

sophisticated identification strategy.

Theoretically, the choice of statistical model matters. In practice, however, this choice is often

considered inconsequential. In an influential paper within the subjective well-being (SWB) and

happiness literature, Ferrer-i-Carbonell and Frijters (2004) find that, “[...] assuming ordinality or

cardinality of scores makes little difference”.2 Responding directly to this conclusion, Schröder and

1Statistical models designed to appropriately handle an ordered dependent variable originated in the biometrics

literature (Aitchison and Silvey 1957; Snell 1964). Use of such statistical models in the social sciences followed with

McKelvey and Zavoina (1975).
2An example of the influence of Ferrer-i-Carbonell and Frijters (2004) can be found in Wang and Zhou (2018):“[...]
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Yitzhaki (2017) argue that simply showing robustness of a single scale across statistical models is

insufficient for validating the cardinal treatment of ordinal variables. Bond and Lang (forthcoming),

in their paper entitled, “The Sad Truth About Happiness Scales”, simply state that the conclusion

of Ferrer-i-Carbonell and Frijters (2004) is “false”.

Most fundamentally, concerns associated with the cardinal treatment of an ordinal dependent

variable can be characterized as a missing information problem. That is, the researcher does not

know the functional form of the latent response function characterizing the relationship between

the ordinal scale and the latent concept (Oswald 2008). Therefore, as demonstrated by Schröder

and Yitzhaki (2017) and Bond and Lang (forthcoming), the valid cardinal treatment of ordinal

variables must be robust to monotonic increasing transformations of the ordinal scale.

Clearly the cardinal treatment of ordinal variables matters, but how much does it change em-

pirical findings? In this paper I develop a method for testing how much the cardinal treatment

of ordinal variables matters for any empirical specification. I consider this method as similar to

partial identification (Manski 2003; Tamer 2010). That is, with an ordinal dependent variable,

additional assumptions about the cardinal properties of the ordinal scale are necessary to point-

identify coefficient estimates. The method I describe allows for a test of robustness of coefficient

estimates to a range of plausible monotonic increasing transformations of the ordinal dependent

variable. Without these additional assumptions, valid empirical estimates are bounded between

the most extreme results within the range of monotonic increasing transformations. I apply this

method to results from three papers: Aghion et al. (2016) on creative destruction and subjective

well-being, Nunn and Wantchekon (2011) on the slave trade and trust in sub-Saharan Africa, and

Bond and Lang (2013) on the fragility of the black-white test score gap.3

The method described in this paper first limits the universe of monotonic increasing transforma-

tions to be defined by a parameterized function representing all plausible transformations. Next, I

use Monte Carlo simulations to investigate the robustness of, and generate bounds around, existing

we run simple ordinary least squares (OLS) regressions [...] though the happiness scores are only integers ranging from

1 to 5; as Ferrer-i-Carbonell and Frijters (2004) argue, whether happiness scores are treated as ordinal or cardinal

does not matter” (pp. 831). Another example can be found in Wunder et al. (2013): “Ferrer-i-Carbonell and Frijters

(2004) show that assuming ordinality or cardinality of satisfaction scores makes little difference to the results of

regression analysis. Hence, we are able to apply econometric models designed for continuous response variables” (pp.

159).
3Since Bond and Lang (2013) already establish the “fragility” of the black-white test score gap in kindergarten

through grade three, the investigation of these results act as a validity test on the method developed in this paper.
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empirical results. This method provides insight into the robustness of both the coefficient estimates

and statistical significance for any multi-variate empirical specification. That is, this method tests

robustness of empirical results when relaxing arbitrary assumptions about the implicit cardinaliza-

tion of the ordinal scale. The goal of this method is to gain consensus about plausible restrictions

on the ordinal scale, so that it may be possible to conclude that no plausible transformations will

meaningfully change an empirical finding. In short, this method tests the validity of the cardinal

treatment of ordinal variables.

The contribution of this paper is threefold. First, this paper clarifies three empirical points that

extend existing theoretical insights (Schröder and Yitzhaki 2017 and Bond and Lang forthcoming).

(i) Failing existing theoretical tests for the valid cardinal treatment of ordinal variables may not be

a serious problem in practice because it may be the case that only extreme monotonic increasing

transformations substantially change empirical results. Although these important contributions

are theoretically insightful, they do not show if a given monotonic increasing transformation is

plausible.4 (ii) Passing existing theoretical tests does not necessarily imply that empirical results

are robust because the size of estimated coefficients could change dramatically for monotonic in-

creasing transformations. (iii) Passing existing theoretical tests does not imply that the statistical

significance of results is robust to monotonic increasing transformations of the ordinal scale, even

if the size of the coefficient estimates are relatively robust.

Second, the method developed in this paper generalizes the work of Schröder and Yitzhaki

(2017) to cases using econometric specifications with multiple right hand side variables. As I

will discuss in more detail in Section 2.2, the sufficient conditions developed by Schröder and

Ytizhaki (2017) apply only to cases either comparing means between two groups or performing

simple bivariate regression analysis. Obviously, since most econometric specifications include more

than one covariate, this is quite limiting. Applying the method developed in this paper to the results

from three existing papers show that the inclusion of additional covariates in a given econometric

specification influences robustness of results to monotonic increasing transformations. That is, it

is possible to fail the sufficient conditions developed by Schröder and Yitzhaki’s (2017) and yet,

when the full set of covariates are included in the empirical specification, the results can be robust

to plausible monotonic increasing transformations.

4Typically, when researchers transform variables they make some statement about the plausibility of such trans-

formations. For example, see Bond and Lang (2013). In Section 3.2 of this paper, I present a method in which

researchers can assess plausibility in a given empirical context.
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Finally, the most recent work on the valid statistical treatment of ordinal variables, by Schröder

and Yitzhaki (2017) and Bond and Lang (forthcoming), focus on ordinal variables measuring sub-

jective well-being or happiness. These insights also apply to any variable that measures a latent

concept using an ordinal scale. Therefore, concepts such as “satisfaction” (Frijters, et al. 2004;

Clark and Oswald 1996; Ritter and Anker 2002; Luechinger et al. 2010), “trust” (Nunn and

Wantchekon 2011; Putnam 2001), “hope” (Bloem et al. 2018; Glewwe et al. 2018), various mea-

sures of mental well-being and personality traits (Borghans et al. 2008; Baird et al. 2013; Cornaglia

et al. 2014), measures of “affect” (Krueger et al. 2009; Krueger 2017), measures of “quality”—of

political institutions (Acemoglu et al. 2001), for example—and even standardized test scores (Bond

and Lang 2013; Glewwe 1997; Jacob and Rothstein 2016; Lang 2010; Schröder and Yitzhaki 2016)

are all measured with an ordinal scale. This paper extends existing theoretical insights and em-

pirical investigation to an application using a dependent variable measuring subjective well-being

(Aghion et al. 2016), trust (Nunn and Wantchekon 2011), and test scores (Bond and Lang 2013).

The next section briefly describes the theoretical framework motivating this research. In that

section I outline the potential theoretical consequences of the cardinal treatment of ordinal variables

and summarize the sufficient conditions developed by Schröder and Yizhaki (2017). Section 3 pro-

vides information on the empirical specifications used Aghion et al. (2016), Nunn and Wantchekon

(2011), and Bond and Lang (2013). Additionally, this section introduces the methodology for the

Monte Carlo simulations used in this paper. Section 4 presents the simulation results from each of

the three empirical investigations and discusses these findings. Finally, section 5 concludes.

2 Theoretical Framework

Although ordinal variables are used to measure a variety of concepts with no natural quantitative

unit of measure, I proceed here by briefly discussing the SWB literature specifically. As discussed

below, the following also applies to other ordinal variables, such as happiness, satisfaction, trust,

measures of quality, standardized test scores, and other concepts that require measurement via the

use of an ordinal variable. Nevertheless, it is helpful to draw a connection to the familiar concept

of utility theory and the relevant implications for econometric analysis (Greene 2012; Becker and

Kennedy 1992).

Suppose an individual’s well-being is characterized by the following underlying relationship:
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Y ∗ = X ′β + ε (1)

In this characterization, Y ∗ is the unobserved latent well-being of the individual. The vector X

represents observable variables that define an individual’s well-being and β is a vector of regression

coefficients. Since, Y ∗ cannot be directly observed, subjective well-being, Y , is measured via an

ordinal variable with the various values of µ corresponding to threshold points on the ordinal scale:

Y =



0 if Y ∗ ≤ 0,

1 if 0 < Y ∗ ≤ µ1,

2 if µ1 < Y ∗ ≤ µ2
...

N if µN−1 < Y ∗

(2)

The problem is the values of µ are unknown. Estimating equation (1) using OLS with the

observed ordinal scale of Y as the dependent variable, implicitly assumes that the values of Y

have known and fixed intervals—an arbitrary assumption. Thus, OLS assumes the ordinal variable

measuring well-being is cardinal. This detail is often obscured in the SWB and happiness literature.

The “paradoxical” finding of Easterlin (1974), that higher levels of a country’s GDP per capita

are not correlated with higher measures of a country’s average SWB, started a debate that lasted

decades. Since then many find results that contradict the “Easterlin paradox” (Stevenson and

Wolfers 2008; Deaton 2008). By now a generally accepted understanding is that there is a positive,

albeit diminishing, return to SWB from income (Dolan et al. 2008; Clark et al. 2008). Easterlin

has since clarified his finding suggesting that the relative income effect dominates the absolute

income effect (Easterlin 1995). This would potentially explain why cross sectional data show that

wealthier individuals within a society report higher measures of SWB, but average SWB levels

remain constant as all members of a society become wealthier. Others argue that there is a satiation

point, where beyond a certain income threshold more income is not related to measures of SWB

(Diener and Seligman 2004; Clark et al. 2008; Di Tella and MacCulloch 2008). Studies by Deaton

(2008) and Stevenson and Wolfers (2008), find however that while the relationship between income

and happiness follows a linear-log relationship, there is no evidence of a satiation point.
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2.1 The Reporting Function

Oswald (2008) critiques all of these conclusions by arguing that the literature on SWB has yet to

establish the shape of the function relating reported SWB to actual well-being. While introduc-

ing the concept of the reporting function, as the function which defines the relationship between

subjective feelings to objective reality, Oswald (2008) states:

As an example, imagine that there is constant marginal utility of income, but that people

as they feel cheerier, mark themselves happier on a questionnaire scale in a way in which

they are intrinsically reluctant to approach the upper possible level on the questionnaire

form. Then the reporting function itself is curved. In this case, we will have the illusion

[...] that true diminishing marginal utility of income has been established empirically.

If this is the case, researchers hands are tied when making statements about the relationship

between well-being and income, since little is known about the shape of the reporting function

that respondents use to translate actual well-being to measures of SWB. An argument mirroring

Oswald (2008) is easily applied to other ordinal variables, such as happiness, satisfaction, trust,

and measures of quality. Standardized test scores perhaps require a brief explanation. As discussed

in Bond and Lang (2013), standardized test scores may not have a known or fixed interval between

values.5 Consider a simple case where a test score simply assigns values based on the number of

questions answered correctly by each student. If some questions are more difficult than others, then

assuming a fixed interval or cardinal scale may not be valid. Since test scores approximate student

“learning,” answering difficult questions correctly may signal a larger marginal gain in learning

than answering the easier questions correctly. The reporting function for test scores, therefore,

would define the relationship between actual student learning to performance on a test.

Since researchers do not know the form of the reporting function, ordinal variables present only

information about the relative rank of values, and the interval between values is unknown. Much of

the research using ordinal variables acknowledges that interpretation of estimates are made under

the assumption that the reporting function is linear. This is unsatisfactory since a linear reporting

5A considerable amount of work by psychometricians aim at confronting the issue that test scores are measured

on an ordinal, rather than an interval or cardinal, scale (see Stevens 1946; Thorndike 1966; Schröder and Yitzhaki

2016). Methods, such as item response theory (IRT), lead some to believe that test scores can be considered to be

measured on a cardinal or interval scale (see Baker 2001). However, this is still an open area of research and the vast

majority of researchers consider test scores to be measured on an ordinal scale.
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function is only one of infinitely many theoretically possible reporting functions and the likelihood

this assumption is valid is low.6 Additionally, many studies show robustness of results using an

ordinal response model and almost always state that results are qualitatively similar (for examples,

see Ferrer-i-Carbonell and Frijters 2004; Nunn and Wantchekon 2011; Stevenson and Wolfers 2013).

Schröder and Yitzhaki (2017) point out, however, that although showing robustness to the use of

ordinal response models is instructive in investigating validity of the use of econometric models to a

given reporting scale, these tests do little in showing robustness of results to monotonic increasing

transformations of the reporting scale. These critiques shed considerable doubt on the current

empirical literature analyzing ordinal variables.

2.2 Sufficient Conditions

Testing for the robustness of monotonic increasing transformations is complicated by the fact

that there are an infinite number of ways to transform a variable. Precisely due to this reality,

Schröder and Yitzhaki (2017) derive two theoretical conditions under which the cardinal treatment

of ordinal variables is permitted. The first condition refers to the permissibility of comparing

means of ordinal variables between groups and the second condition refers to the valid use of OLS

regression models. In this sub-section I only summarize the details of these sufficient conditions,

the interested reader should specifically reference the work of Schröder and Yitzhaki (2017) and

Bond and Lang (forthcoming).

These conditions draw from the literature on stochastic dominance (Hadar and Russel 1969). In

particular, the first condition states that the mean of one group is larger than another mutually

exclusive group if and only if the former first-order stochastically dominates the latter. This condi-

tion implies that if the cumulative distribution functions of each group intersect, then it is possible

to find a monotonic transformation of the ordinal scale that will change which group has a larger

mean.

The second condition introduces the concept of the line of independence minus absolute con-

centration (LMA) curve. As the name suggests, the LMA curve takes the difference between two

curves: the line of independence and the absolution concentration curve. The line of independence

6It is worth noting that an additional complication is cross-sectional heterogeneity in the reporting function.

Although this point is indeed important, I abstract from this issue in the present study. Survey methodology (e.g.

anchoring vignettes) typically help control for issues of reporting function heterogeneity (see King et al. 2004; King

and Wand 2007; Hopkins and King 2010), however not all ordinal variables are measured via a survey.
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(LoI) is defined as the weighted mean of the dependent variable, Y , multiplied by the cumulative

distribution, F (X), of the explanatory variable, X.

LoI i =
[ 1

N

N∑
i=1

wiYi
]
× F (Xi) (3)

The absolute concentration curve (ACC) is defined as the cumulated product of the dependent

variable, Y , and the frequency weight, w, divided by the sum of the frequency weights.

ACC 1 =
Y1w1∑N
i=1wi

, ACC2 =
Y1w1 + Y2w2∑N

i=1wi
, ... , ACCN =

Y1w1 + ...+ YNwN∑N
i=1wi

(4)

In both equations (3) and (4), Y1 ≤ Y2 ≤ ... ≤ YN . Equation (4) can be interpreted as the

generalized Lorenz curve. Finally, the LMA curve is the difference between these two lines.7

LMAi = LoIi −ACCi ∀ N (5)

The LMA curve is related to the concept of second-order stochastic dominance and the absolute

Lorenz curve. Recall that second-order stochastic dominance states that if two Lorenz curves cross,

then it is impossible to determine which of two mutually exclusive groups second-order stochas-

tically dominate the other. Therefore the second condition, derived by Schröder and Yitzhaki

(2017), states that if the LMA curve intersects the horizontal axis, then the absolute Lorenz curves

intersect and there is some monotonic increasing transformation that will change the sign of the

OLS regression coefficient.8 If the absolute Lorenz curves do not cross then there does not exist

a monotonic increasing transformation that can change the sign, however, the magnitudes and

statistical significance of the coefficient estimates could potentially meaningfully change. Note the

two Lorenz curves, in this explanation, refer to one representing the “raw” ordinal values and the

second representing the “transformed” ordinal values. For the bulk of this paper, I will focus on

the second condition derived by Schröder and Yizhaki (2017).9

7A user-written STATA program is available which allows researchers to easily generate LMA curves (Schaffer

2015).
8Formal proofs of this condition can be found in Yitzhaki and Schechtman (2012, 2013) and the Appendix of

Schröder and Yitzhaki (2017).
9This does not imply that an investigation using the first condition is not worthwhile, as each of the theoretical

predictions in Aghion et al. (2016) are tested, in part, by finding the average of SWB within each metropolitan

statistical area (MSA) and running MSA-level analysis. Additionally, cross-country analysis of the effect of income

on SWB (Easterlin 1974; Deaton 2008; Stevenson and Wolfers 2008) requires an average SWB measure for each

country. In these cases, the valid cardinal statistical treatment of ordinal variables must pass both conditions derived
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Stated more formally, and as explained in Schröder and Yitzhaki (2017), the logic of the second

condition is as follows. Consider two simple OLS regression coefficients, α1 and β1, from two

separate specifications. One uses the raw ordinal variable, Y , and the other uses the transformed

ordinal variable, T (Y ). If the LMA curve of Y , with respect to X, intersects the horizontal axis, it

is possible to find a monotonic increasing transformation of the dependent variable, Y , T (Y ), that

can change the sign of the OLS regression coefficient. That is, if α1 is positive (negative) then β1

will be negative (positive). This implies:

α1

β1
=

Cov(X,Y )
V ar(X)

Cov(X,T (Y ))
V ar(X)

< 0 (6)

Important questions remain.

1. Suppose there exists a transformation T (Y ) that allows equation (6) to hold, how dramatic and

realistic is this transformation?

2. On the other hand, suppose there does not exist a transformation T (Y ) that allows equation (6)

to hold, does the magnitude of the coefficient meaningfully change? Does the economic significance

or policy implication change? How is statistical significance affected by these transformations?

3. Moreover, equation (1) displayed an analytical example where there are multiple covariates and

equation (3) through (6) only consider one X variable. This raises a final question. Since existing

theoretical tests—by both Schröder and Ytizhaki (2017) and Bond and Lang (forthcoming)—only

focus on simple bivariate examples, how are researchers to test robustness of more complicated

specifications to monotonic increasing transformations of the ordinal scale?

These are the questions that this paper now aims to address.

3 Empirical Framework

Three empirical illustrations provide structure for application and discussion. The first illustration

examines Aghion et al. (2016) and the effect of creative destruction on subjective well-being in

U.S. metropolitan areas. The authors examine how the determinants of economic growth, namely

“Schumpeterian creative destruction,”10 affect subjective well-being, measured by Gallup’s “ladder

by Schröder and Yitzhaki (2017).
10Aghion et al. use “creative destruction” to refer to the sum of the job creation rate and the job destruction rate.

This is analogous to the concept that Davis, Haltwanger, and Schuh (1996) call “gross job reallocation”.
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of life” zero through ten ordinal scale.11 To motivate their empirical work, Aghion et al. (2016)

develop an economic model that yields empirically testable predictions. I conduct a simulation

analysis that revisits the empirical tests of the first prediction, which is that a higher job turnover

rate increases well-being more when controlling for aggregated unemployment than when not con-

trolling for aggregated unemployment. The key findings from tests of the first prediction is that

creative destruction has a positive effect on SWB when controlling for MSA-level unemployment.

The following methodology will examine the robustness of this empirical finding. Examinations of

theoretical predictions two and three are presented in the Appendix.

The second illustration looks at the work of Nunn and Wantchekon (2011) on the effect of

the slave trade on trust in sub-Saharan Africa. The core finding is that present-day differences

in levels of trust within communities in sub-Saharan Africa have origins in the trading of slaves

across the Atlantic and Indian Oceans. In particular, individuals whose ancestors were heavily

impacted by the slave trade are less trusting today. This effect persists across five measures of

trust: trust of relatives, neighbors, the local council, intra-group trust, and inter-group trust.

Nunn and Wantchekon (2011) use data from the Afrobarometer survey, which measures trust in

the following categories: “not at all”, “just a little”, “somewhat”, and “a lot”. In the primary

analysis the authors code these categories from zero through three, with zero representing “not at

all” and three representing “a lot”. The authors are careful to note that estimates are “qualitatively

identical” when using an ordered logit model. As previously discussed in section 2.1, however, this

does little to show robustness to increasing monotonic transformations of the ordinal scale. In the

following analysis I will examine robustness of these empirical findings to monotonic increasing

transformations of the ordinal scale when using cardinal statistical methods.

Finally, the third illustration evaluates the black-white test score gap in kindergarten through

third grade. This is a controversial area of inquiry. Jencks and Phillips (1998) initially find that

a substantial gap in test scores emerges in early childhood. In contrast, Fryer and Levitt (2004,

11This question states: “Please imagine a ladder with steps numbered from zero at the bottom and ten at the

top. The top of the ladder represents the best possible life for you and the bottom of the ladder represent the worst

possible life for you. On which step of the ladder would you say you personally feel you stand at this time?” It may

seem tempting to believe these scores to be interval scores measured on a cardinal scale, but consider the following:

An individual responds with a rating of 6 on the zero through ten scale. Then something happens and their latent

wellbeing doubles. Using this scale, they can then only score themselves at 10. Therefore, the relationship between

objective latent wellbeing and measured subjective wellbeing is non-linear to some degree. Since we do not know the

functional form of this relationship, the measured subjective wellbeing scale is ordinal.
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2006) find that the racial test score gap in kindergarten is “modest” and “largely explained” by

socioeconomic characteristics, but that this gap widens considerably by third grade. More recently,

Bond and Lang (2013) show that “plausible transformations” of test scores meaningfully change

these results. This illustration, therefore, tests the claim of the “fragility” of results regarding the

black-white test score in kindergarten through third grade. Since Bond and Lang (2013) already

establish the sensitivity of empirical findings to reasonable monotonic transformations of the test

score, this illustration in part serves as a test of my methodology. Finding similar results as Bond

and Lang (2013), namely that plausible transformations can meaningfully change the racial test

score gap between kindergarten and third grade, supports the credibility of the approach I develop

in this paper.

3.1 Data and Estimation Methodology

The data for each of these empirical illustrations come from the replication files for each study.12

In this subsection, I will briefly outline the estimation methodologies used in each of the studies

under investigation in the present analysis.

Creative Destruction and Subjective Well-Being – In their empirical specifications Aghion et al.

(2016) use a measure of creative destruction that varies at the MSA level. Since the SWB measures

vary at the individual level, the empirical analysis can in principle be run with either MSA-level

or individual-level regressions. However, since aggregating the SWB measures up to the MSA level

requires an additional assumption that this procedure passes the first condition derived by Schröder

and Yitzhaki (2017), for ease of exposition, I will focus on the individual level analysis of Aghion

et al. (2016). The individual-level analysis also has the added benefit of being able to include more

meaningful variation in individual level controls that may importantly influence SWB – such as

income, education, gender, marital status, ethnicity, and age. The primary empirical specification

uses OLS to estimate the following equation.

SWB imt = αXmt + βYmt + δZit + Tt + εit (7)

In equation (7) SWB imt is the Gallup measure of SWB for individual i who lives in MSA m

in year t. In the tests of prediction one, Xmt is either the job turnover rate and, depending on

12The replication files for Aghion et al. (2016) were generously shared by Gallup Inc. The replication files for Nunn

and Wantchekon (2011) and Bond and Lang (2013) were both available online. I thank all authors for writing clear

code and organizing detailed data files.
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the specification, the unemployment rate in MSA m in year t. In the tests of prediction two, Xmt

is the job creation and the job destruction rates separately in MSA m in year t. In the tests of

prediction three, Xmt includes either the job turnover or destruction rate, unemployment insurance

generosity,13 and the interaction of these two variables. The variables Ymt and Zit are MSA-level

and individual level controls, respectively. The variable Tt represents year and month fixed effects.

Finally, εmt is the error term.

The Slave Trade and Trust in Africa – Using OLS, Nunn and Wantchekon (2011) find a negative

and statistically significant relationship between their preferred measure of slave trade activity14

and various measures of trust with the following specification:

Trustiedc = ψc + ϕSlave Exportse +X ′iedcΓ +X ′dcΩ +X ′eΦ + ηiedc (8)

In equation (8), i represents individuals, e ethnic groups, d districts, and c countries. The

dependent variable Trustiedc represents each of the variables measuring trust of relatives, neighbors,

the local council, intra-group, and inter-group measured on a zero through three ordinal scale. ψc

captures country fixed effects, Slave Exportse indicates the number of slaves sold from a particular

ethnic group e. The various X vectors are individual, district, and ethnic group level controls

variables. Finally, ηiedc is the error term. Concerned about the possibility of omitted variables

biasing these results, the authors undertake several strategies to identify the causal relationship

between the slave trade and trust. One of these strategies is instrumental variable analysis, where

the distance of an individual’s ethnic group from an ocean coast instruments for slave trade activity.

The instrument approximates an ethnic group’s exposure to the slave trade and is unlikely to be

correlated with factors that impact present day trust. In the following illustration, I will examine

the results from the instrumental variable estimation strategy. The simulation results from the

simple OLS specification do not change the core findings from the simulation analysis and are

shown in the Appendix.

Black-White Test Score Gap – In controversial and influential studies (Fryer and Levitt 2004,

2006) find that the racial gap in test scores is relatively small and mostly explained by controlling

for socioeconomic characteristics, such as child’s age and birth weight, mother’s age at first birth,

participation in welfare programs, the number of children’s books at home, and a general measure

of socioeconomic status. Bond and Lang (2013) show how “fragile” these results are to “plausible

13This is measured as the maximum weekly unemployment benefit amount within each state.
14The natural log of one plus slave exports normalized by land area.

13



transformations” of the test score. This illustration will focus on the following specification:

Test Scorei = γBlacki +X ′iρ+ υi (9)

In equation (9) i indexes students. The variable Black indicates students who identify as such

and the vector X represents individual level control variables included by Fryer and Levitt (2004,

2006). Finally, υi is the error term. In the following illustration I will show results generated by

test scores in the Early Childhood Longitudinal Study (ECLS), which includes test scores from the

fall and spring in Kindergarten, the spring in first grade, and the spring in third grade. The ECLS

also includes socioeconomic variables, which allows for the added benefit of closely mimicking the

results from Fryer and Levitt (2006). Results with the inclusion of these control variables are shown

in the Appendix. Bond and Lang (2013) also examine test scores included in the Children of the

National Longitudinal Survey of Youth Kindergarten Class of 1998-1999 (CNLSY-K). Simulations

using these test scores, the Peabody Individual Achievement Test (PIAT), are also shown in the

Appendix.

3.2 Simulation Design

It is instructive to think of the set of all possible monotonic increasing transformations as the

equivalent to the set of all possible reporting functions, in the spirit of Oswald (2008). This being

the case, the reporting function can be convex, concave, or linear in the raw ordinal rankings.

For the purposes of running a Monte Carlo simulation, it is necessary to define a parameterized

function that effectively limits the domain of potential monotonic increasing transformations. I

propose the following parameterized function defining the relationship between an ordinal scale

with linear numerical values and a transformed ordinal scale:

T (Y ) = YMax ×
(

Y

YMax

)σ
∀ σ > 0 (10)

In this transformation Y is the linear ordinal scale ranging from zero through YMax. This

transformation ensures that the scale maintains its endpoints at zero and YMax, respectively. The

parameter σ controls the convexity or concavity of the ordinal scale. If σ = 1, then the scale

remains in its linear form. If 0 < σ < 1, then the SWB scale will be concave to some degree, with

the distances between relatively low levels being larger than the distances between relatively high

levels. Finally, if σ > 1, then the SWB scale will be convex to some degree, with the distances

between relatively low levels being smaller than the distances between relatively high levels.
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Figure 1: Specific Parameter Values of Transformation Function

Notes: This figure shows various transformation functions, given specific parameter values. The functions map the
original variable, Y, into a transformed ordinal variable, T(Y). In this figure the ordinal scale is assumed to run from
zero through ten.

In reality values of σ could exist within the positive infinite interval (0,+∞). If some restrictions

to this domain are acceptable, however, equation (10) can help provide insight into the robustness

of a particular empirical result to monotonic increasing transformations. Figure 1 shows equation

(10), assuming a zero through ten ordinal scale, with several values of σ. Plotting these functions

allows researchers to make an explicit choice about restrictions to the domain of transformations.

One way to place theoretical structure on the domain of σ is to consider plausible shapes of the

reporting function in a given context. For the following simulation analysis, I assume that σ ∈

[0.1, 10] define the domain of plausible transformations. This is assumed because values of σ less

than 0.1 and greater than ten are extreme and therefore implausible. This assumption should

not be confused as an assertion. Although the assumption is used in the following simulation

analysis, researchers can and should think critically about what is a plausible domain for monotonic

increasing transformations of their ordinal dependent variable. After randomly picking σ ∈ [0.1, 10],

Y is transformed into T (Y ), and substituted as the dependent variable into specifications from

equations (7) through (9). This process is repeated 1,000 times for each specification.

This approach for transforming the ordinal dependent variable is closely related to the Box-Cox

transformation (Box and Cox 1964). Although performing the well-known Box-Cox methodology

could be a valid method to transform ordinal dependent variables, the present method described

above has the benefit of preserving the linear case with uniform intervals between scale values.
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This feature is preferred for the present analysis so to provide clear comparisons to the existing

empirical results reported in Aghion et al. (2016), Nunn and Wantchekon (2011), and Bond and

Lang (2013). Of course, there are many ways to define and parameterize monotonic transformations

and the present analysis remains largely agnostic to this choice. Indeed rather than transforming

the scales to be either concave or convex, one could imagine a plausible transformation with an

inflection point at the mid-point of the scale. Transformations defined by the normally distributed

cumulative distribution function are shown in the Appendix.

4 Results and Discussion

In this section I present three elements of the results for each of the three studies under investigation.

First, I comment on the results of the sufficient conditions derived by Schröder and Yitzhaki (2017).

These results are illustrated as graphs of LMA curves and shown in the Appendix. Second, I report

results from the Monte Carlo simulations, as described in Section 3.2. These results are shown

graphically by plotting the point estimate and the associated confidence interval for all plausible

monotonic increasing transformations. Finally, I show bounds on the originally-reported point

estimates. These results are reported in tabular form and allow for a direct comparison of the

range of the effect bounds to the original point estimates.

4.1 Creative Destruction and Subjective Well-Being (Aghion et al. 2016)

Figure A1, in the Appendix, shows the LMA curves for each of the variables of interest in predictions

one through three from Aghion et al. (2016). Prediction one examines the job turnover rate,

prediction two examines both the job creation and job destruction rates, and prediction three

examines both the job turnover rate and the job destruction rate interacted with unemployment

insurance generosity. This figure graphically illustrates that, broadly speaking, the results of Aghion

et al. (2016) do not pass the theoretical sufficient conditions of Schröder and Yizhaki (2017). That

is, most of the LMA curves cross the horizontal axis. It is interesting to note that each LMA curve

that crosses the horizontal axis does so at a relatively high point on the SWB scale. This suggests

that a transformation that can potentially change the sign of the OLS regression coefficient is

one that will increase the distance between relatively low values, and increase the distance between

relatively high values, on the SWB scale. It is expected, therefore, that if the sign on the coefficients

change, they will do so for concave transformations. Nevertheless, questions persist about the
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plausibility of a transformation that can change the sign of the coefficients on these variables of

interest, the impact these transformations have on statistical inference, and how much the overall

magnitude of the effect changes.

Figure 2 shows the simulation results corresponding with each of the three regressions testing

prediction one, that job turnover increases SWB more when aggregate unemployment is included as

a control variable. Panel A shows the coefficient on the job turnover rate corresponding to column

1 of Table 2 in Aghion et al. (2016), when aggregated unemployment is intentionally omitted from

the regression. Panels B and C show the coefficient on the job turnover rate corresponding to

columns 2 and 3 of Table 2 in Aghion et al. (2016), respectively. Both of these latter specifications

control for aggregated unemployment and Panel C includes additional MSA level controls.

Consistent with the theoretical predictions of Schröder and Yitzhaki (2017), Panel A shows that

transformations that change the sign occur when values of log(σ) are between zero and negative

one.15 That is, when the reporting function becomes concave, rather than linear. In panel A the

coefficient changes sign for almost half of all plausible values of σ. Once the unemployment rate is

included into the regression, in Panel B, the sign on the coefficient for the job turnover rate changes

much less often. Finally, when additional MSA level control variables are included, in Panel C, the

sign never changes. This shows that even though the sufficient conditions of Schröder and Yitzhaki

(2017) suggest that the empirical results of Aghion et al. (2016) fail the second theoretical sufficient

condition, once all control variables are included in the specification, the job turnover rate has a

positive effect on SWB for all plausible monotonic increasing transformations.

Concern persists about how monotonic increasing transformations impact statistical inference

and the overall magnitude of the effect. It is helpful to review the core empirical findings of Aghion

et al.’s tests of prediction one. These results are reported in Panel A of Table 1. Assuming a linear

SWB scale with fixed and uniform intervals, the authors find the effect of creative destruction on

SWB is statistically insignificant when intentionally omitting aggregated unemployment from the

specification. Once aggregated unemployment is included in the regression, the effect of creative

destruction on SWB both increases in magnitude and becomes statistically significant. Commenting

on the magnitude of these effects, the authors report that a one standard deviation increase in job

turnover has an effect on the Gallup SWB “ladder of life” which is equivalent to a 0.3 standard

15Simulation results are shown in terms of log(σ). This allows for an equal representation of concave and convex

transformations in the figures. This also implies that the original results reported by authors are replicated when

log(σ) equals zero.
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Figure 2: Simulation Results for Prediction 1 in Aghion et al. (2016)

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.
Lighter lines represent 95% confidence interval calculated with standard errors clustered by MSA-level. Each panel
refers to a different specification used to test prediction 1. Panel A refers to column (1) of prediction 1, which
intentionally omits the unemployment rate and additional MSA-level controls. Panel B refers to column (2) of
prediction 1, which includes the unemployment rate but intentionally omits additional MSA-level controls. Finally,
panel C refers to column (3) of prediction 1, which includes the unemployment rate and additional MSA-level controls.
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deviation increase in the MSA-level unemployment rate.

Once the SWB scale is no longer assumed to be linear, several insights require brief comment.

First, in terms of the qualitative result. For every transformation, the finding that job turnover

increases SWB more when controlling for aggregate unemployment persists. That is, the effect

sizes in Panel A of Figure 2 are always smaller than the effect sizes in Panels B and C for every

value of log(σ). Therefore this result does not qualitatively change. Second, statistical inference is

not robust to monotonic increasing transformations. In Panel A of Figure 2, statistical inference

as reported in Aghion et al. (2016) is largely preserved. The effect only becomes statistically

significant for relatively extreme convex transformations. In Panels B and C of Figure 2, however,

statistical inference is quite fragile. The effect becomes statistically insignificant for most concave

transformations. Therefore, statistical inference is only preserved for slightly over half of all plausi-

ble transformations. Third, the magnitudes of effects change quite dramatically depending on the

transformation. Bounds on the results of prediction 1 from Aghion et al. (2016) are summarized

in Table 1, with Panel B reporting estimates of the lower bound and Panel C reporting estimates

of the upper bound. Column 3 of Table 1 reports the preferred specification from Aghion et al.

(2016) and shows the range of plausible effects, without making arbitrary assumptions about the

cardinalization of the SWB scale, extend from a small and statistically insignificant effect to an

effect that is statistically significant and almost twice the size as originally reported.

For purposes of direct comparison with the author’s statement about magnitude, a one standard

deviation increase in job turnover has an effect on SWB which is equivalent to between a statistically

insignificant -0.02 and a statistically significant 0.6 standard deviation change in the MSA-level

unemployment rate. The range of magnitudes, therefore, extends from zero to twice the size of the

magnitude reported by Aghion et al. (2016).16

Simulation results for predictions two and three from Aghion et al. (2016) are presented in

the Appendix. Similar findings persist for these empirical findings. Namely, although it could be

argued that only relatively extreme transformations will change the sign of coefficients of interest,

the magnitude of coefficient estimates changes for reasonable transformations and therefore the

economic significance of these result change dramatically. An additional finding is that the job

destruction coefficient estimate in prediction two is only statistically significant for transformations

around σ = log(1) = 0. Therefore, the robustness of statistical inference is quite fragile in this case.

16This range in magnitudes persists when the marginal effects are calculated manually and expressed in terms of

the original linear zero through ten ordinal scale. See the Appendix for additional details.
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Table 1: Bounds on OLS Estimates of Prediction 1 in Aghion et al. (2016)

(1) (2) (3)

A: Original 0 - 10 scale
Job turnover rate 0.068 0.521** 0.611**

(0.236) (0.237) (0.285)
log(σ) 1 1 1
R-squared 0.10 0.10 0.10

B: Lower Bound
Job turnover rate -0.120 -0.009 0.031

(0.088) (0.091) (0.102)
log(σ) -0.99 -0.94 -0.97
R-squared 0.05 0.05 0.05

C: Upper Bound
Job turnover rate 0.659*** 1.018*** 1.075***

(0.205) (0.262) (0.327)
log(σ) 0.99 0.72 0.65
R-squared 0.02 0.04 0.05

Unemployment rate No Yes Yes
MSA-level log of income Yes Yes Yes
Additional MSA controls No No Yes
Individual controls Yes Yes Yes
Year and month fixed effects Yes Yes Yes
Observations 556,300 556,300 461,054

Notes: This table shows bounds on the results presented
in Table 2 of Aghion et al. (2016). Standard errors are
clustered at the MSA level. *** p<0.01, ** p<0.05, * p<0.1.

These simulation results lead to several insights regarding the application of the methods in

Schröder and Yizhaki (2017) to the empirical tests in Aghion et al. (2016). Although the theoretical

“existence” results (Schröder and Yitzhaki, 2017) call into question the validity of the empirical

findings in Aghion et al. (2016), in practice the qualitative result does not change. Within the

universe of reasonable transformations the finding that job turnover increases SWB more when

aggregate unemployment is controlled for persists. That being said, the quantitative results do

change quite dramatically in terms of statistical inference and estimated effect size when relaxing

assumptions about the cardinal properties of the SWB scale.

4.2 The Slave Trade and Trust in Africa (Nunn and Wantchekon 2011)

Figure A2 in the Appendix shows the LMA curves for each of the five measures of trust and the

variable of interest, the natural log of slave exports normalized by land area. In this figure all

but one of the LMA curves do not cross the horizontal axis. The LMA curve that does cross the

horizontal axis, inter-group trust, does so for relatively high values of trust and with most of the

scale below the horizontal axis only a relatively small area is left above. For all other measures

of trust, the LMA curves suggest a negative covariance with the natural log of slave exports over
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land area. Taken together, these graphical results suggest that, except for perhaps the effect on

inter-group trust, the empirical findings of Nunn and Wantchekon (2011) largely pass the second

theoretical sufficient condition of Schröder and Yitzhaki (2017). Even so, the statistical significance

of the findings or the overall magnitude of the results may be meaningfully affected by monotonic

increasing transformations.

Figure 3 shows simulation results from specifications using each of the five measures of trust

as dependent variables. These specifications refer to the instrumental variable results from Table

5 in Nunn and Wantchekon (2011). The central finding of Nunn and Wantchekon (2011) is that

individuals whose ancestors were heavily impacted by the slave trade are less trusting today. A key

aspect of the author’s findings is that the slave trade negatively impacted trust in many dimensions

of people’s lives. This empirical finding is consistent with historical and anthropological accounts

suggesting that the slave trade had impacts deep inside the social relationships of societies and

often harmed relations between friends, families, neighbors, and local leaders (Hawthorne 2003;

Koelle 1854; Piot 1996). This qualitative result largely persists throughout the simulation analysis.

There is no reasonable transformation that changes the sign on the estimated coefficient. Even the

coefficient in the inter-group trust specification does not change sign for plausible transformations.

Moreover, for three out of five specifications the effects remain statistically significant for all

plausible values of log(σ). The two exceptions are the effects of the slave trade on trust of the local

council and inter-group trust, which both become statistically insignificant for convex transforma-

tions of the ordinal scale measuring trust. While assuming a linear scale measuring trust with fixed

intervals Nunn and Wantchekon (2011) find evidence of a negative and statistically significant effect

on all five measures of trust. These results are reported in Panel A of Table 2. This simulation

analysis suggests that some of these findings may only persist under certain transformations of

the ordinal scale. Nevertheless, the qualitative result persists for most reasonable transformations

within three out of five of the measures of trust. Bounds on these effects are reported in Panels

B and C of Table 2. Importantly, with the exception of the results for inter-group trust, the core

finding of Nunn and Wantchekon (2011) persists for all values within these bounds. That is, even

when relaxing arbitrary assumptions about the cardinalization of the trust scale, the finding that

the slave trade negatively affected present day trust persists.

The robustness of the standard errors around these effect estimates is, in part, driven the rel-

atively robust coefficient estimates themselves. The estimates of the effect on trust of neighbors

and intra-group trust are highly robust as the magnitude hardly moves at all for all monotonic
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Figure 3: Simulation Results for Table 5 in Nunn and Wantchekon (2011) - IV Estimates of the
Effect of the Slave Trade on Trust

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.
Lighter lines represent 95% confidence interval calculated with standard errors clustered by ethnicity. Each panel
refers to a different specifications used in Table 5 of Nunn and Wantchekon (2011). Panel A refers to column (1)
with the dependent variable trust of relatives. Panel B refers to column (2) with the dependent variable trust of
neighbors. Panel C refers to column (3) with the dependent variable trust of local council. Panel D refers to column
(4) with the dependent variable intra-group trust. Finally, panel E refers to column (5) with the dependent variable
inter-group trust.
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Table 2: Bounds on IV Estimates of the Effect of the Slave Trade on Trust

(1) (2) (3) (4) (5)
Trust Trust Trust of Intra- Inter-

of of local group group
relatives neighbors council trust trust

A: Original 0 - 3 scale
ln (1+exports/area) -0.190*** -0.245*** -0.221*** -0.251*** -0.174**

(0.067) (0.071) (0.060) (0.088) (0.081)
log(σ) 1 1 1 1 1
R-squared 0.13 0.15 0.20 0.15 0.12

B: Lower Bound
ln (1+exports/area) -0.258*** -0.246*** -0.229*** -0.251*** -0.228**

(0.088) (0.073) (0.062) (0.088) (0.089)
log(σ) 0.99 0.10 -0.49 0.00 -0.98
R-squared 0.12 0.16 0.15 0.15 0.07

C: Upper Bound
ln (1+exports/area) -0.138*** -0.215*** -0.122* -0.200** -0.062

(0.041) (0.078) (0.066) (0.084) (0.076)
log(σ) -0.99 0.99 0.99 0.99 0.99
R-squared 0.07 0.15 0.18 0.14 0.12

Individual controls Yes Yes Yes Yes Yes
District controls Yes Yes Yes Yes Yes
Country fixed effects Yes Yes Yes Yes Yes
Obs. 16,709 16,679 15,905 16,636 16,473

Notes: This table shows bounds on the results presented in Table 5 of Nunn and
Wantchekon (2011). Standard errors are adjusted for two-way clustering at the
ethnicity and district levels. *** p<0.01, ** p<0.05, * p<0.1.

increasing transformations. The estimates of the effects on trust of relatives, trust of the local

council, and inter-group trust are slightly less robust, but only vary by about 0.1 points on the

zero through three scale used to measure trust. While discussing magnitude, the authors perform

a variance decomposition and find that, along with the other covariates, slave exports explain 5.4%

of the total variation of trust in neighbors. Additionally, of this 5.4%, about 16% is explained by

slave exports. Results from the simulation analysis show that over all values of log(σ), along with

the other covariates, slave exports explain between 4.2% and 5.4% of the total variation of trust in

neighbors. Furthermore, of this 4.2 - 5.4%, roughly 16% is consistently explained by slave exports.

Comparing these results with the simulation results from the investigation of Aghion et al. (2016)

provide additional insights. One possible reason why the empirical results of Nunn and Wantchekon

(2011) are more robust to monotonic increasing transformations of the ordinal scale may lie in the

number of categories on the scale. The Gallup SWB variable used in Aghion et al. (2016) consists

of 11 categories ranked from zero through ten. The Afrobarometer trust variables on the other

hand only consist of four categories ranked from zero through three. Since the transformation, as

defined in equation (10), fixes the endpoints at the minimum and maximum values, respectively,
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the transformation is able to change the interval between values by adjusting nine values in Aghion

et al. (2016) and only two values in Nunn and Wantchekon (2011). To test this idea, I redefine

the Gallup SWB measure as being on a zero through five scale, rather than a zero through ten

scale, by combining adjacent categories. Re-running the simulations for first prediction in Aghion

et al. (2016) shows that although limiting the number of categories does limit the variation of

coefficient estimates to monotonic increasing transformations, this is not a panacea.17 There may

be an implicit trade-off between the number of categories included in an ordinal scale. On the one

hand, more categories provides more variation and specific information in the data. On the other

hand, more categories may lead to less robustness to monotonic increasing transformations and

potentially biased results when using cardinal statistical methods. At least in terms of the results

from Aghion et al. (2016), however, this trade-off does not seem to have a meaningful overall impact

on the robustness of empirical results to monotonic increasing transformations of the ordinal scale.

4.3 The Black-White Test Score Gap in Grades K-3 (Bond and Lang 2013)

Figure A3, in the Appendix, shows the LMA curves of the racial test score gap using Early Child-

hood Longitudinal Study (ECLS) data. Each Panel in this figure shows the relationship between a

racial status variable and the test score measured at various times between kindergarten and third

grade. These graphical results show that all of the LMA curves do not cross the horizontal axis

and that for all test score values there is a negative covariance between the test score and the racial

status variable. This suggests that there is no monotonic increasing transformation that can change

the sign on the black-white test score gap between kindergarten and third grade. That is, there is

no way to change the intervals between test scores so that it appears that black students actually

test higher than white students in these data. However, changing of the sign is not the primary

concern of Bond and Lang (2013) when they demonstrate the “fragility” of these results. The

author’s key finding is that “plausible transformations... greatly reduce [the test score gap] in the

ECLS during the early school years”. Therefore, although the LMA curves are indeed instructive,

concern persists about the robustness of estimated effect sizes to a class of monotonic increasing

transformations.

Figure 3 shows simulation results for each of the four time periods where test scores are collected

in the ECLS between kindergarten and third grade. These results relate to the results in Table 4

of Bond and Lang (2013). The authors show several transformations that display the “fragility”

17These results are shown in the Appendix.
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Figure 4: Simulation Results for Table 4 in Bond and Lang (2013) - Evolution of the Black-White
Test Score Gap

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.
Lighter lines represent 95% confidence interval calculated with robust standard errors. Each panel refers to a test
scores from different grades as shown in Table 4 of Bond and Lang (2013). Panel A refers to the test gap in the fall
of kindergarten, panel B the spring of kindergarten, panel C the spring of first grade, and panel D the spring of third
grade.

of these results. In particular, they show several transformations, one that maximizes and another

that minimizes the growth in the test score gap between kindergarten and third grade. The trans-

formation that minimizes the gap shows the test score gap only grows 0.05 standard deviations

between kindergarten and third grade. Meanwhile, the transformation that maximizes the gap

shows the test score gap growing 0.64 standard deviations between kindergarten and third grade.

Therefore these results are found to vary between almost no growth in the test score gap to growth

that almost doubles the test score gap in just three years of early elementary education.

This finding is largely replicated in the simulation analysis. Noting that the transformations

could vary between grades, such that the “true” test score reporting function may be defined
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with different log(σ) values during each testing period, both the maximum and minimum growth

transformations from Bond and Lang (2013) can be found in Figure 3. The test score gap in the

fall of kindergarten, shown in Panel A, is the largest with concave transformations. With this

transformation, the gap could be as high as 0.46 standard deviations in the fall of kindergarten.

Meanwhile, the test score gap in the spring of third grade, shown in Panel D, is the smallest

with convex transformations. With this transformation, the gap could be as low as 0.45 standard

deviations in the spring of third grade. Therefore the growth in the test score gap between blacks

and whites is a statistically insignificant 0.01 standard deviations. This is relatively close to the

result Bond and Lang (2013) report in column 2 of Table 4 in their paper.

Additionally, the test score gap in the fall of kindergarten is the smallest with relatively high

log(σ) values. These transformations show a test score gap of about 0.05 standard deviations in

the fall of kindergarten. Meanwhile, the test score gap in the spring of third grade is the largest

with concave transformations. These transformations show a test score gap of about 0.77 standard

deviations in the spring of third grade. If these transformations represent the “true” test score

reporting function, then the growth in the test score gap between blacks and white is a statistically

significant 0.72 standard deviations. This is relatively close to the result reported by Bond and

Lang (2013) in column 3 of Table 4 in their paper.

These results are reported in tabular form in Table 3. Panel A reports the baseline results

which consider a linear test score scale. These estimates indicate the existence of a substantial

black-white gap in test scores that starts as early as kindergarten. Panels B and C report bounds

on these estimates. These results suggest that the size of this gap at each testing period differs

quite dramatically depending on the assumed cardinalization of the test score scale. In particular,

Column 1 of Table 3 reports an upper bound of the test score gap to be relatively small and only

marginally statistically significant in the fall of kindergarten. Again considering the fact that the

transformations could vary between grades, the growth in the black-white test score gap between

kindergarten and third grade could be either relatively small or quite dramatic. Again, this finding

is consistent with the results from Bond and Lang (2013).

There are three main conclusions to discuss from this final empirical illustration. The first

highlights that even though the relationship between an ordinal variable and a covariate of interest

may pass the theoretical results of Schröder and Yitzhaki (2017), in practice there may be important

concerns. In particular, consider the change in magnitude of empirical results examining the black-

white test score gap in kindergarten through third grade. Although the LMA curves suggest that
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Table 3: Bounds on OLS Estimates of the Black-White Test Score Gap

(1) (2) (3) (4)
Fall Spring Spring Spring

Kindergarten Kindergarten 1st Grade 3rd Grade

A: Original 0 - 180 scale
Black -0.404*** -0.435*** -0.493*** -0.746***

(0.030) (0.032) (0.034) (0.036)
log(σ) 1 1 1 1
R-squared 0.04 0.04 0.05 0.09

B: Lower Bound
Black -0.452*** -0.488*** -0.518*** -0.773***

(0.034) (0.036) (0.038) (0.039)
log(σ) -0.99 -0.94 -0.98 -0.36
R-squared 0.06 0.05 0.05 0.09

C: Upper Bound
Black -0.039* -0.064*** -0.191*** -0.508***

(0.022) (0.010) (0.021) (0.023)
log(σ) 0.99 0.99 0.99 0.99
R-squared 0.00 0.00 0.01 0.05

Hispanic control Yes Yes Yes Yes
Asian control Yes Yes Yes Yes
Other race control Yes Yes Yes Yes
Observations 11,414 11,414 11,414 11,414

Notes: This table shows bounds on the results presented in Table 4
of Bond and Lang (2013). Robust standard errors are presented in
parentheses. *** p<0.01, ** p<0.05, * p<0.1.

there does not exist a monotonic increasing transformation that can change the sign of the test score

gap, serious concern persists about the robustness of effect sizes for reasonable transformations.

Even though, in Figure 3, it is never the case that black students score higher than white students,

the size and growth of the test score gap ranges from being relatively small and economically

insignificant to quite large and economically meaningful.

The second is about assessing “fragility” or robustness of results using ordinal dependent vari-

ables. Other than discussing the change in the magnitudes of results applied to the specific context

of a study, as done in the previous two illustrations, another way to test the robustness of empirical

results to reasonable monotonic increasing transformations is to compare the size of the confidence

interval around specific coefficient estimates to the overall change in the size of the coefficient es-

timate itself. One way to do this is to simply find the ratio of the overall range of an estimate

(e.g. β̂Max − β̂Min) and the maximum confidence interval around each coefficient estimate for all

plausible transformations. If this ratio is greater than one then the overall change in an actual

coefficient estimate is greater than the largest confidence interval around each particular estimate,

suggesting empirical results are not robust to monotonic increasing transformations. If this statistic

is less than one then the range of coefficient estimates is completely contained between the largest
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confidence interval of any particular estimate, suggesting empirical results are robust to monotonic

increasing transformations.

For example, consider the results from Panel A in Figure 3. The overall change in the test score

gap is 0.41 standard deviations for all transformations with σ ranging from 0.1 to 10. This is the

difference between the highest and lowest estimated test score gap in fall of kindergarten, shown in

Panel A. The confidence interval around these coefficient estimates has a maximum difference of

0.13. Taking the ratio of these two numbers provides a statistic measuring robustness of a specific

empirical result of 3.17 (= 0.41/0.13). For use of comparison, consider the results from Nunn

and Wantchekon (2011) from Panel B in Figure 2. The overall change in the effect size of the

slave trade on trust of neighbors is 0.03 points on the zero through three ordinal scale, while the

confidence interval around these estimates has a maximum difference of 0.31 points. Again, taking

the ratio of these two numbers provides a robustness statistic of 0.1 (= 0.03/0.31). This suggests

that the results of the effect of the slave trade on trust in Africa (Nunn and Wantchekon, 2011)

are much more robust to monotonic increasing transformations than the black-white test score gap

in kindergarten through third grade (Bond and Lang, 2013). These robustness statistics provide a

method and quantitative structure for comparing the robustness of empirical results to monotonic

increasing transformations.

Finally, this illustration of the results from Bond and Lang (2013) provides a test of the validity

of the methodology presented in this paper for understanding how much the cardinal treatment of

ordinal variables matters. Since the contribution of Bond and Lang (2013) already establishes the

“fragile” results of previous studies examining the evolution of the racial test score gap (Jencks and

Phillips 1998; Fryer and Levitt 2004, 2006), the similar findings generated from the simulations lend

credence to the methodology of this paper. In particular the plausible transformations, discussed

by Bond and Lang (2013), are not only replicated by the simulation analysis but also exists within

the domain of plausible transformations used in the present analysis. Moreover, additional results

from Bond and Lang (2013), such as examining the ECLS test score gap while controlling for

socioeconomic factors and using an alternative test score (the PIAT), are also largely replicated

while using the methodology developed in this paper. These additional results are shown in the

Appendix.
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4.4 Limitations

There are several limitations to the methodology developed in this paper for validating the cardinal

statistical treatment of ordinal variables. One limitation is the function defining monotonic increas-

ing transformations is only one of many ways to specify such transformations. In this sense, finding

empirical results that are not robust to a given class of monotonic increasing transformations is

conceptually equivalent to hypothesis testing and rejecting the null hypothesis. On the contrary,

finding empirical results that are robust to a given class of monotonic increasing transformations is

conceptually equivalent to failing to reject the null hypothesis, since there are likely other theoret-

ically valid classes of such transformations. In the Appendix I re-run the core results of this paper

using a transformation with a functional form that includes an inflection point at the mid-point

of the ordinal scale. This transformation parameterizes different cumulative distribution functions

(CDFs). Although specific details about these results are different than those discussed above,

the broad qualitative findings are robust to a different class of transformations. In particular, the

magnitude and economic significance of the empirical results from Aghion et al. (2016) are not

robust to reasonable CDF transformations. The core findings of Nunn and Wantchekon (2011) are

again largely robust to reasonable CDF transformations. Finally, consistent with the results from

Bond and Lang (2013), the growth in the black-white test score gap between kindergarten and

third grade is highly dependent on the form of CDF transformations.

A second limitation of this analysis is in the assumptions associated with the choice of limiting

the infinite set of all possible monotonic increasing transformations to a finite set of all reasonable

transformations. The results of this analysis will of course be sensitive to this choice. As discussed

by Bond and Lang (forthcoming), however, if a consensus were to form around such domain re-

strictions it may be possible to perform valid cardinal statistical analysis of ordinal variables. This

paper aims to take a practical first step in developing this consensus. Future work could focus

on generalizing this methodology and further developing a consensus for limiting the domain of

transformations.

Finally, this paper abstracts from an additional complication of ordinal scales: cross-sectional

heterogeneity. Following essentially every previous empirical study that uses ordinal variables,

throughout this paper it is assumed that the reporting function is fixed across all observations.

This, it can be argued, is a rather unrealistic assumption. As previously noted, existing work has

developed a survey methodology, namely anchoring vignettes, that can help control for issues of
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reporting function heterogeneity (see King et al. 2004; King and Wand 2007; Hopkins and King

2010). Although, these methods are useful, not all ordinal variables are enumerated via a survey.

Therefore, future work could make an important contribution by examining robustness of empirical

results to cross-sectional heterogeneity in reporting functions.

5 Conclusion

This paper builds off recent theoretical contributions of Schröder and Yitzhaki (2017) and Bond

and Lang (forthcoming) on the appropriateness of the cardinal statistical treatment of ordinal

variables. To perform this task, I examine the work of Aghion et al. (2016), Nunn and Wantchekon

(2011), and Bond and Lang (2013) who use cardinal statistical methods to empirically analyze

subjective well-being, trust, and early elementary test scores, respectively. This methodology first

makes an assumption about the plausible domain of monotonic increasing transformations and

then runs Monte Carlo simulations by randomly picking transformations within this domain. This

leads to results that provide practical insights into the robustness of empirical results to monotonic

increasing transformations.

In three empirical illustrations, I find that the valid cardinal treatment of ordinal variables

requires methodologically sound justification, since theoretically such treatment may produce biased

or inconsistent estimates. In practice, robustness to monotonic increasing transformations depends

on the specific details of individual specifications. In particular, I find that most of the variables of

interest in Aghion et al. (2016), fail the existing theoretical tests for the valid cardinal treatment of

ordinal variables. This finding, on the surface, is rather troubling for the robustness of the original

findings by Aghion et al. (2016) to monotonic increasing transformations of the Gallup SWB

scale. However, since there are infinitely many monotonic increasing transformations, existence of

at least one such transformation does not necessarily imply that the transformation is reasonable.

Limiting the domain of all possible transformations to a finite set of plausible transformations and

a simulation analysis suggests that although transformations that can change the sign exist, such

transformations are relatively unlikely and could perhaps be argued to be unreasonable.

Meanwhile, the empirical findings of Nunn and Wantchekon (2011) and Bond and Lang (2013)

largely pass existing theoretical tests, however the empirical results for the former are much more

robust to monotonic increasing transformations than the latter. While the core qualitative results,

in terms of effect size and statistical significance, of Nunn and Wantchekon (2011) largely persist for
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all reasonable transformations, consistent with the key insight of Bond and Lang (2013), empirical

analysis investigating the evolution of the black-white test score gap between kindergarten and third

grade are quite fragile when exposed to monotonic increasing transformations. This highlights that

passing existing theoretical tests by Schröder and Yitzhaki (2017) and Bond and Lang (forthcoming)

does not necessarily imply results are robust to monotonic increasing transformations of the ordinal

scale.

This research has implications for future empirical research which necessitates the use of ordinal

variables. Inevitably, as economic research extends itself into realms of society and the economy

where factors cannot be quantitatively measured or directly observed, the need to use ordinal

variables becomes increasing frequent. This situation presents a challenge to researchers regarding

empirical methodology and statistical model selection. The research builds of the recent work of

Schröder and Yitzhaki (2017) and Bond and Lang (forthcoming), who claim that it is no longer valid

to assume that the ordinality or cardinality of ordinal variables makes no qualitative difference (as in

Ferrer-i-Carbonell and Frijters, 2004). However, in the present analysis I find that just because there

is a monotonic increasing transformation that can change the sign of linear regression coefficients

this transformation need not be plausible. At the same time, even if a given specification passes

existing theoretical tests for the valid cardinal treatment of ordinal variables, the size and statistical

significance of an estimated coefficient may not be robust. Therefore, in the presence of an ordinal

dependent variable, the choice of an empirical methodology and statistical model requires sound

methodology and careful thought. Although some empirical findings may be robust to monotonic

increasing transformations, many will not be.
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Supplemental Appendix

A1 A Sampling of the Cardinal Use of Ordinal Variables

Table A1 shows a sampling of papers that are either highly influential or are published in top

academic journals. This table is not an exhaustive list. Indeed it omits entire literatures, such

as the education literature using test scores as a dependent variable. Nevertheless, this table

does highlight the reality that the cardinal use of ordinal dependent variables does exist. As such,

understanding the robustness of these results to monotonic increasing transformations is important.
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Table A1: Examples of the Cardinal Treatment of Ordinal Variables

Citation Journal Dependent Variable Method

Aghion et al. (2016) American Economic Review Subjective well-being OLS with fixed effects
Alatas et al. (2012) American Economic Review Satisfaction OLS
Ashraf et al. (2014) American Economic Review Subjective well-being OLS

Bandiera et al. (2017) Quarterly Journal of Economics Mental health OLS
Banerjee et al. (2015) Science Mental health OLS

Bertrand (2013) American Economic Review: P&P Emotional well-being OLS
Bianchi (2012) Review of Economics and Statistics Satisfaction OLS

Bloom et al. (2015) Quarterly Journal of Economics Satisfaction OLS
Bloom et al. (2015) Review of Economic Studies Management quality OLS

Bryson and MacKerron (2017) The Economic Journal Happiness OLS with fixed effects
Card et al. (2012) American Economic Review Satisfaction OLS
Clark et al. (2008) Journal of Economic Literature Happiness OLS and comparison of means
Clark et al. (2016) Review of Economics and Statistics Satisfaction OLS with fixed effects

De Neve et al. (2018) Review of Economics and Statistics Subjective well-being OLS with fixed effects
Deaton (2018) Journal of Public Economics Subjective well-being OLS and comparison of means

Di Tilla et al. (2001) American Economic Review Happiness OLS
Dohmen et al. (2012) Review of Economic Studies Trust OLS

Dustmann and Fasani (2016) The Economic Journal Mental health OLS with fixed effects
Frijters et al. (2014) The Economic Journal Satisfaction OLS
Glewwe et al. (2018) Journal of Human Resources Hope OLS

Haushofer and Shapiro (2016) Quarterly Journal of Economics Psychological well-being OLS
Krueger and Mueller (2012) American Economic Review: P&P Emotional well-being Comparison of means

Lachowska (2017) Journal of Human Resources Subjective well-being OLS
Layard et al. (2014) The Economic Journal Satisfaction OLS

Milligan and Stabile (2011) American Economic Journal: Economic Policy Emotional well-being OLS
Moscona et al. (2017) American Economic Review: P&P Trust OLS with fixed effects

Nunn and Wantchekon (2011) American Economic Review Trust OLS and 2SLS
Oswald and Powdthavee (2008) Journal of Public Economics Satisfaction OLS with fixed effects

Oswald and Wu (2011) Review of Economics and Statistics Subjective well-being OLS
Schechter (2007) American Economic Review Trust GMM

Steptoe et al. (2015) The Lancet Subjective well-being OLS and comparison of means
Wunder et al. (2013) Review of Economics and Statistics Subjective well-being OLS

Notes: This list is a sampling of papers that treat an ordinal dependent variable as if it was cardinal. This is not an exhaustive list.
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A2 LMA Curves

The LMA curves for the three empirical investigations are shown in the following figures. Figure

A1 shows the LMA curves for the results from Aghion et al. (2016) testing the relationship between

creative destruction and subjective well-being. Figure A2 shows the LMA curves for the results

from Nunn and Wantchekon (2011) examining the effect of the slave trade on trust in sub-Saharan

Africa. Finally, Figure A3 shows the LMA curves for the “fragile” results from Bond and Lang

(2013) on the black-white test score gap in kindergarten through third grade. Specific details about

how these LMA curves are constructed can be found in Section 2.2 of the main manuscript.
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Figure A1: LMA Curves with Gallup Current Ladder SWB and Creative Destruction

Notes: This figure shows LMA curves between the Gallup “ladder of life” SWB variable and the various variable of
interest for each of the first three predictions tested in Aghion et al. (2016). The y-axis is fixed between all graphs.
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Figure A2: LMA Curves with Afrobarometer Measures of Trust and the Slave Trade

Notes: This figure shows LMA curves between the five measures of trust gathered via the Afrobarometer survey and
the natural log of slave exports normalized by land area (Nunn and Wantchekon, 2011). The y-axis is fixed between
all graphs.
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Figure A3: LMA Curves with ECLS Test Scores and Racial Status

Notes: This figure shows LMA curves between a racial status variable and test scores. Each graph shows test scores
measured in different time periods between kindergarten and third grade, as in Bond and Lang (2013). The y-axis is
fixed between all graphs.
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A3 Predictions Two and Three from Aghion et al. (2016)

In the theoretical framework section of their paper, Aghion et al. (2016) provide theoretical predic-

tions that motivate their empirical strategies. Prediction one was presented in the main manuscript

of this paper. Prediction two states: A higher job creation rate increases well-being, whereas a

higher job destruction rate decreases well-being. Prediction three states: A higher turnover rate

increases well-being more, whereas a higher job destruction rate decreases well-being less the more

generous the unemployment benefits. Aghion et al. (2016) find empirical support for these pre-

dictions. In this section I test the robustness of these empirical findings to reasonable monotonic

increasing transformations. Recall from Figure A1, that the LMA curves for the job creation co-

efficient in prediction two and both coefficients of interest in prediction three cross the horizontal

axis. This suggests that it is theoretically possible for a monotonic increasing transformation to

change the sign of these coefficients. At the same time, the economic significance of the empirical

findings testing predictions two and three from Aghion et al. (2016) may not be robust to such

transformations.

Figures A4 and A5 show the simulation results for these theoretical predictions, respectively.

The first insight from both of these figures is, even though the LMA curves do cross the horizontal

axis, in practice there is no reasonable monotonic increasing transformation that changes the sign

on any of these coefficients. Therefore, empirical findings supporting theoretical predictions two

and three qualitatively persist. Despite this finding, the magnitude of the effects and the statistical

significance do change meaningfully over all reasonable transformations.

In particular, Panels A and C in Figure A4 show the coefficients on the job creation rate for

prediction 2, without and with additional MSA-level controls, respectively. These simulation results

show the coefficient ranging from between just above zero to just below two. Additionally, with

the exception of some concave transformations, these effects are statistically significant. Note that

the magnitudes of effects presented by Aghion et al. (2016) suggest that a one standard deviation

increase in the job creation rate is associated with an increase in SWB of about 0.12 standard

deviations. The simulation results in Panel C of Figure A4 suggest that a one standard deviation

increase in the job creation rate is associated with an increase in SWB of between 0.01 and 0.17

standard deviations. Therefore, the economic significance of this effect is not robust to reasonable

transformations.

Panels B and D in Figure A4 show the coefficients on the job destruction rate for prediction
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2, without and with additional MSA-level controls, respectively. The simulation results show the

coefficient ranging from -0.043 to -0.73. In terms of statistical significance, reasonable transforma-

tions cause the effect to become statistically insignificant more often than not. This is especially

the case when additional MSA-controls are added into the regression, shown in Panel D of Figure

A4. In fact, assuming a reporting function that is largely linear, which is represented by transfor-

mations with σ values around one, is the only case when the coefficient on the job destruction rate

is statistically significant. This is enough to suggest that this result is not robust to reasonable

monotonic increasing transformations.

Similar results follow for tests of prediction three in Figure A5. The most notable features of these

simulation results is the lack of robustness, in terms of statistical significance, of these results to

monotonic increasing transformations. The empirical results presented by Aghion et al. (2016) are

only statistically significant at the 10% level, when additional MSA-control variables are included.

Each of the Panels in Figure A5 show, however, that for most reasonable transformations these

results are statistically insignificant. Although it is worth noting that the coefficient estimates are

slightly more stable in prediction three, these results still are not robust to reasonable monotonic

increasing transformations.
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Figure A4: Simulation Results for Prediction 2 in Aghion et al. (2016)

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.

Lighter lines represent 95% confidence interval calculated with standard errors clustered by MSA-level. Each panel

refers to a different specification used to test prediction 2. Panel A refers to the coefficient on the job creation rate in

column (1) of prediction 2, which intentionally omits additional MSA-level controls. Panel B refers to the coefficient

on the job destruction rate in column (1) of prediction 2, which again intentionally omits additional MSA-level

controls. Panel C refers to the coefficient on the job creation rate in column (2) of prediction 2, which includes

MSA-level controls. Finally, panel D refers to the coefficient on the job destruction rate in column (2) of prediction

2, which again includes MSA-level controls.
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Figure A5: Simulation Results for Prediction 3 in Aghion et al. (2016)

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.

Lighter lines represent 95% confidence interval calculated with standard errors clustered by MSA-level. Each panel

refers to a different specification used to test prediction 3 in Aghion et al. (2016). Panel A refers to the coefficient

on job turnover × unemployment insurance generosity in column (1), which intentionally omits additional MSA-level

controls. Panel B refers to the coefficient on job turnover × unemployment insurance generosity in column (2),

which includes additional MSA-level controls. Panel C refers to the coefficient on job destruction × unemployment

insurance generosity in column (3), which intentionally omits additional MSA-level controls. Finally, panel D refers

to the coefficient on job destruction × unemployment insurance generosity in column (4), which includes MSA-level

controls.
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A4 Comparing Marginal Effects Across Transformations

Comparing interpretations of the marginal effects calculated from transformed ordinal scales to

original (or linear) ordinal scales may be challenging. The transformation of the dependent variable

sometimes changes the interpretation of regression coefficients. For example, in some specifications

taking the natural log of the dependent variable allows regression coefficients to be interpreted as

percentage changes. Therefore, this may complicate the comparison of regression coefficients across

monotonic increasing transformations. One way to overcome this challenge is to manually calculate

the marginal effect (Cameron and Trivedi 2010) and express the marginal effect in terms of the

original linear ordinal scale. Table A2 shows both the raw marginal effects (in row i of each panel)

and the marginal effects expressed in terms of the original linear scale (in row ii of each panel)

for each of the coefficients of interest in Aghion et al. (2016). Column (1) shows marginal effects

given σ = 1, that is the transformation is linear. Columns (2) and (3) show marginal effects at the

extremes of the domain of σ, 0.1 and 10, respectively.

Panel A shows that when expressing the marginal effects in terms of the original linear scale, the

effect size still ranges from close to zero to an effect size that is considerably larger than reported

by Aghion et al. (2016). Therefore, the lack of robustness of the effect size persists even when

converting marginal effects, calculated with different σ values, back into terms of the linear zero

through ten scale. The other panels also show considerable variation in the marginal effects, for

discrete values of σ, even when expressed in terms of the original linear ordinal scale.
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Table A2: Marginal Effects in Terms of Transformed and Linear SWB Scales

(1) (2) (3)
Dep. Variable: Gallup SWB log (σ) = 0 log (σ) = −1 log (σ) = 1

A: Prediction1, Job Turnover
(i) Raw Marginal Effect 0.521 -0.021 0.950***

(0.237) (0.088) (0.221)
(ii) Marginal Effect on Linear Scale 0.521 -0.139 0.701***

(0.237) (0.548) (0.158)
Additional MSA controls No No No
Individual controls Yes Yes Yes
Year and month fixed effects Yes Yes Yes
Obs. 556,300 556,300 556,300

B: Prediction 2, Job Creation
(i) Raw Marginal Effect 1.274*** 0.131 1.549***

(0.445) (0.168) (0.404)
(ii) Marginal Effect on Original Scale 1.274*** 0.847 1.137***

(0.436) (1.135) (0.289)
Additional MSA controls Yes Yes Yes
Individual controls Yes Yes Yes
Year and month fixed effects Yes Yes Yes
Obs. 461,054 461,054 461,054

C: Prediction 2, Job Destruction
(i) Raw Marginal Effect -0.702** -0.245* -0.043

(0.306) (0.142) (0.306)
(ii) Marginal Effect on Original Scale -0.702** -1.584* -0.031

(0.326) (0.926) (0.237)
Additional MSA controls Yes Yes Yes
Individual controls Yes Yes Yes
Year and month fixed effects Yes Yes Yes
Obs. 461,054 461,054 461,054

D: Prediction 3, Job Turnover × UI Generosity
(i) Raw Marginal Effect 0.675** 0.322** 0.284

(0.310) (0.129) (0.297)
(ii) Marginal Effect on Original Scale 0.675** 2.086** 0.209

(0.315) (0.829) (0.222)
Additional MSA controls No No No
Individual controls Yes Yes Yes
Year and month fixed effects Yes Yes Yes
Obs. 556,300 556,300 556,300

E: Prediction 3, Job Destruction × UI Generosity
(i) Raw Marginal Effect 0.620* 0.388*** 0.248

(0.329) (0.148) (0.322)
(ii) Marginal Effect on Original Scale 0.620* 2.511*** 0.183

(0.317) (0.969) (0.249)
Additional MSA controls No No No
Individual controls Yes Yes Yes
Year and month fixed effects Yes Yes Yes
Obs. 556,300 556,300 556,300

Notes: Within each panel, row (i) shows the raw marginal effect given the discrete σ
value and row (ii) shows the marginal effect given the discrete σ value that is trans-
formed back into terms of the original zero through ten linear ordinal SWB scale.
Standard errors are shown in parentheses. In rows (i) standard errors are calculated
by clustering at the MSA level. In rows (ii) standard errors are bootstrapped with
1,000 replications. *** p<0.01, ** p<0.05, * p<0.1.
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A5 OLS results from Nunn and Wantchekon (2011)

Before showing instrumental variable results, Nunn and Wantchekon (2011) perform an OLS regres-

sion testing the relationship between the slave trade and present day trust in sub-Saharan Africa.

These results are shown in Table 2 of Nunn and Wantchekon (2011). Although the OLS results

could be biased by omitted variables, it may be informative to examine the robustness of these

results to reasonable monotonic increasing transformations. These results are shown in Figure A6.

In general the core finding from the simulations of the instrumental variable results holds with the

OLS results as well. Namely, that the empirical findings are largely robust, in terms of effect size

and statistical significance, to all reasonable transformations.

For the sake of comparison with the instrumental variable results, recall that a statistic mea-

suring robustness of from Panel B in Figure 5 is 0.096. Now consider the analogous result from

Panel B in Figure A6. The overall change in the test score gap is 0.06 standard deviations for

all reasonable transformations. The confidence interval around these coefficient estimates has a

maximum difference of 0.15. Taking the ratio of these two numbers provides a statistic measuring

robustness of a specific empirical result of 0.4 (= 0.06/0.15). Although the instrumental variable

results are more robust than the OLS results, both robustness statistics are well below a value of

one, indicating that both results are relatively robust to monotonic increasing transformations.
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Figure A6: Simulation Results for OLS Estimates from Nunn and Wantchekon (2011)

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.

Lighter lines represent 95% confidence interval calculated with standard errors clustered by ethnicity. Each panel

refers to a different specifications used in Table 2 of Nunn and Wantchekon (2011). Panel A refers to column (1)

with the dependent variable trust of relatives. Panel B refers to column (2) with the dependent variable trust of

neighbors. Panel C refers to column (3) with the dependent variable trust of local council. Panel D refers to column

(4) with the dependent variable intra-group trust. Finally, panel E refers to column (5) with the dependent variable

inter-group trust.
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A6 Prediction One from Aghion et al. (2016), Zero - Five Scale

Comparing the simulation results from Aghion et al. (2016) with those from Nunn and Wantchekon

(2011) leads to the question: Does the number of categories included on an ordinal scale impact

the robustness of results to monotonic increasing transformations? To test this idea, I redefine the

scale used to measure SWB in Aghion et al. (2016) as being defined by six categories, rather than

11. This nearly cuts the number of categories in half. To do this I re-coded responses of 1 and 2

to be 1, 3 and 4 to be 2, 5 and 6 to be 3 and so on. This leads to a scale that is defined from zero

through five, rather than from zero through 10. Next, I re-run the exact same simulations on the

empirical specifications testing prediction one from Aghion et al. (2016).

These results are presented in Figure A7 Several insights require discussion. First, similar to the

use of the zero through ten scale, these results only change sign for relatively few cases and when

additional MSA-level control variables are included in the specification the result never changes

sign. Second, although the magnitude continues to change depending on the functional form of

the transformation, the range of the coefficient estimates is roughly half the range of coefficient

estimates when using the original zero through ten scale. In particular, the coefficient estimate

varies from close to zero to just above 1, in Panel C of Figure 2, and this same coefficient varies

from close to zero to just above 0.5, in Panel C of Figure A7. This result is theoretically reasonable,

since re-coding the scale by cutting the number of categories roughly in half will effectively cut the

overall variation in the variable roughly in half.

This result suggests that, although there may be an implicit trade-off between the number of

categories on an ordinal scale and robustness to monotonic increasing transformations, limiting

the number of categories is not a panacea. Even ordinal scales with relatively few categories may

produce empirical findings that are relatively fragile to monotonic increasing transformations.
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Figure A7: Simulation Results for Prediction 1 in Aghion et al. (2016) with Zero - Five Scale

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.

Lighter lines represent 95% confidence interval calculated with standard errors clustered by MSA-level. Each panel

refers to a different specification used to test prediction 1. Panel A intentionally omits the unemployment rate and

additional MSA-level controls. Panel B includes the unemployment rate but intentionally omits additional MSA-level

controls. Finally, panel C includes the unemployment rate and additional MSA-level controls.
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A7 Additional Test Score Analysis from Bond and Lang (2013)

The analysis by Bond and Lang (2013) provides two additional opportunities to test the validity

of the method developed in this paper. Both of these replicate the core findings of Bond and Lang

(2013) and therefore add to the credibility of the methodology developed in this paper.

The first illustration is to perform the same analysis as shown in Figure 3, but control for

socioeconomic factors that may explain some of the early elementary racial test score gap. This

more closely examines the result from Fryer and Levitt (2004) suggesting that the black-white test

score gap in kindergarten through third grade can be explained by a relatively small number of

socioeconomic factors. Bond and Lang (2013) examine the robustness of this finding in Table 5

of their paper. They find that, when controlling for the same socioeconomic factors as Fryer and

Levitt (2004), the test score gap in the fall of kindergarten is robust to reasonable transformations.

This result is largely replicated in Panel A of Figure A8. Although the racial test score gap is

not statistically significant, in the fall of kindergarten, the coefficient estimate is largely robust to

reasonable monotonic increasing transformations. In contrast, the racial test score gap in third

grade depends on the transformation of the test score scale. Bond and Lang (2013) report a range

of between a 0.17 and a 0.31 standard deviation test score gap in the spring of third grade. This

finding is again replicated in Panel D of Figure A8 where the test score gap ranges from between

0.17 and 0.32 standard deviations for reasonable transformations.

The second illustration uses an additional data source for early education test scores: the Peabody

Individual Achievement Test (PIAT). These test score gaps are calculated without the inclusion of

additional socioeconomic control variables and are presented in Table 3 of Bond and Lang (2013).

The authors report that the gap in kindergarten varies between a statistically insignificant 0.05

and a statistically significant 0.24 standard deviations. Panel A of Figure A9 largely replicates this

result, with a range of the gap between a statistically insignificant 0.06 and a statistically significant

-.25 standard deviations in kindergarten. In third grade, Bond and Lang (2013) report the racial

test score gap ranging between a statistically insignificant 0.06 and a statistically significant 0.63

standard deviations. Panel D of Figure A9, for the most part, replicates this finding with a racial

test score gap ranging between 0.15 and 0.61 standard deviations. The results in Panels C and

D in Figure A9 are the most different from those presented in Table 3 by Bond and Lang (2013).

Nevertheless, the implications are qualitatively similar.

In addition to similar results presented in the main manuscript, these results lend credence to

53



the credibility of the methodology developed in this paper. This is highlighted by the fact that the

results from column 2 and 3 in Table 5 of Bond and Lang (2013) can be found within the range of

results shown in Figure A8. Additionally, the results from Table 3 in Bond and Lang (2013) are

for the most part replicated in Figure A9.

54



Figure A8: Simulation Results for Bond and Lang (2013) — ECLS Test Score Gap with Controls

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.

Lighter lines represent 95% confidence interval calculated with robust standard errors. Each panel refers to a test

scores from different grades as shown in Table 5 of Bond and Lang (2013). Panel A refers to the test gap in the fall

of kindergarten, panel B the spring of kindergarten, panel C the spring of first grade, and panel D the spring of third

grade.
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Figure A9: Simulation Results for Bond and Lang (2013) — PIAT Test Score Gap

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.

Lighter lines represent 95% confidence interval calculated with robust standard errors. Each panel refers to a test

scores from different grades as shown in Table 3 of Bond and Lang (2013). Panel A refers to the test gap in

kindergarten, panel B refers to grade 1, panel C to grade2, and panel D to grade 3.
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A8 Transformations with an Inflection Point

An alternative class of transformations are those with an inflection point. Rather than being either

concave or convex, this class of transformations are convex below and concave above an inflection

point. The motivation for this class of transformation builds off of the intuition of Oswald (2008),

where people are reluctant to report the highest values of some ordinal scale. If the “true” reporting

function is one with an inflection point, this would imply that people are also reluctant to report

the lowest values on the scale. Said differently, it takes a relatively larger marginal gain or loss to

move an individual off the mid-point of some scale.

One way to define such a class of reporting functions is to transform various cumulative distri-

bution functions as follows:

T (Y ) = YMax × F
(X − YMid

σ

)
(A1)

In equation (A1), F (·) is the cumulative distribution function (CDF) with a mean of YMid and

a standard deviation of σ. The domain of σ is dependent by the range of the ordinal scale. In

general, if the scale is zero through YMax and σ = YMid, then F (·) will essentially be linear. Note

that although this line will be linear, it will not exactly replicate empirical results that assume a

linear reporting function. In practice, CDF transformations do not preserve endpoints at zero and

YMax, respectively. Indeed this is one reason for preferring the class of transformations used in

the main manuscript. If σ is relatively close to zero, then F (·) will look increasingly like a step

function, with the step at YMid. These details are visualized in Figure A10 for a zero through ten

scale.

The following figures use equation (A1) to define a class of transformations used in the Monte

Carlo simulations for the results presented in the main manuscript. Figure A11 shows simulation

results for prediction 1 of Aghion et al. (2016). Panel A shows results corresponding to column

1 in Table 2 from Aghion et al. (2016). This shows that the coefficient is positive for linear

transformations, with σ close to five, but becomes negative for transformations that approach

a step-function, with σ close to zero. Coefficient estimates are statistically insignificant for all

transformations. Panel B and C, show simulation results corresponding to columns 2 and 3 in

Table 2 from Aghion et al. (2016). For linear transformations the coefficient estimate is positive

and statistically significant. Additionally, similar to the empirical results reported by Aghion

et al. (2016), the coefficient estimate is larger in Panels B and C than the estimate in Panel
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A. This suggests that the qualitative result, that creative destruction increases SWB more when

the unemployment rate is accounted for, persists for all transformations. Similar to the results

presented in the main manuscript of this paper, however, the quantitative result does change

depending on the form of the transformation. Most notably, for transformations approaching a step-

function, with σ values close to zero, the coefficient estimates in Panels B and C become statistically

insignificant. Although, it is worth pointing out that the coefficient estimates themselves remain

relatively constant for the class of transformations defined by CDFs.

Figure A12 shows simulation results for the instrumental variable estimates of the effect of

the slave trade on trust in sub-Saharan Africa, from Nunn and Wantchekon (2011). Similar to

the results presented in the main manuscript of this paper, the empirical findings of Nunn and

Wantchekon (2011) are relatively robust to a class of transformations defined by CDFs. For all

transformations, none of the coefficient estimates change sign. This is consistent with the theoreti-

cal conditions of Schröder and Yitzhaki (2017). With the exception Panel A, referring to the effect

on trust with neighbors, all coefficient estimates are statistically significant for all CDF transforma-

tions. In Panel A, the estimate becomes statistically insignificant for σ values close to zero, when

the transformation resembles a step-function and is essentially a binary indicator variable identi-

fying if respondents trust their relatives or not. Finally the coefficient estimates themselves are

also relatively robust to reasonable transformations, this is again similar to the simulation results

presented in the main manuscript.

Finally, Figure A13 shows simulation results for the results from Bond and Lang (2013) on the

black-white test score gap between kindergarten and third grade. Although the motivation for a

reporting function with an inflection point may seem less credible in the case of test scores, I find

results similar to those presented in the main manuscript. In short, the empirical findings of Bond

and Lang (2013) are qualitatively replicated. In particular, the growth of the test score gap could

be relatively large and meaningful with a growth of about 0.3 standard deviations or relatively

small and insignificant with a growth of less than 0.1 standard deviations. Therefore, empirical

results on the black-white test score gap in kindergarten through third grade are also not robust

to a class of transformations defined by CDFs.
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Figure A10: Specific Parameter Values of CDF Transformation

Notes: This figure shows various transformation functions, given specific parameter values. The functions map the

original variable, Y, into a transformed ordinal variable, T(Y). In this figure the scale is assumed to run from 0 - 10.
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Figure A11: Simulation Results for Prediction 1 in Aghion et al. (2016), CDF Transformation

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.

Lighter lines represent 95% confidence interval calculated with standard errors clustered by MSA-level. Each panel

refers to a different specification used to test prediction 1. Panel A intentionally omits the unemployment rate and

additional MSA-level controls. Panel B includes the unemployment rate but intentionally omits additional MSA-level

controls. Finally, panel C includes the unemployment rate and additional MSA-level controls.
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Figure A12: Simulation Results for Nunn and Wantchekon (2011), CDF Transformations

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.

Lighter lines represent 95% confidence interval calculated with standard errors clustered by ethnicity. Each panel

refers to a different specifications used in Table 5 of Nunn and Wantchekon (2011) presenting IV estimation results.

Panel A refers to column (1) with the dependent variable trust of relatives. Panel B refers to column (2) with the

dependent variable trust of neighbors. Panel C refers to column (3) with the dependent variable trust of local council.

Panel D refers to column (4) with the dependent variable intra-group trust. Finally, panel E refers to column (5)

with the dependent variable inter-group trust.
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Figure A13: Simulation Results for Bond and Lang (2013), CDF Transformations

Notes: The dark lines represent the point estimates for a given specification with the corresponding sigma value.

Lighter lines represent 95% confidence interval calculated with robust standard errors. Each panel refers to a test

scores from different grades as shown in Table 4 of Bond and Lang (2013). Panel A refers to the test gap in the fall

of kindergarten, panel B the spring of kindergarten, panel C the spring of first grade, and panel D the spring of third

grade.
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