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AGENDA

* Clustering evolution: from application clusters to a fully virtualized datacenter
* Hyper-V Cluster Setup

* Storage component

* Management component

* Agentless Antivirus

* Implementation scenarios

- Q&A
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STARWIND SOFTWARE

* Ownership: Privately held with VC backend since 2008,
spin-off from Rocket Division Software
* Investors: VEEAM, Almaz Capital, AVentures
* Product: StarWind Virtual SAN™ storage virtualization software
* Users: More than 250,000 paying and playing customers
* Headquarters: Boston, MA, USA
* Number of employees: 50+
* Customer care: Worldwide, 24x7x365 support
- Global Alliance Partners: Microsoft, VMware, Citrix, Dell, IBM, HP, VEEAM
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NINE SOFTWARE

Leading solutions provider of management & security applications for Windows
Server & Microsoft Hyper-V environments:

* Products built exclusively for Hyper-V ecosystem

* Hyper-V Management for SMB

* Powerful agentless and multi-tenant security for Hyper-V

* Easy conversion from VMware to Hyper-V

Headquartered in Chicago with offices in New Jersey, Boston and St. Petersburg.
More than 50,000 clients worldwide.

WWW.5nine.com
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CLUSTERING EVOLUTION

Old days Virtualized
architecture
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WHAT DOES FREE HYPER-V OFFER OUT OF THE BOX?

Out of the box Experience enhancements
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HYPER-V CLUSTER SETUP

1. Make sure the Hyper-V role is enabled on all hosts

2. Install the Failover Clustering feature on each Hyper-V host

3. Install the MPIO feature on each Hyper-V host

4. Configure and provision shared storage

5. Configure an external virtual network switch on each Hyper-V host
6. Run cluster validation tests

7. Create a new cluster

8. Provision Cluster Shared Volumes from the available cluster storage
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STORAGE COMPONENT

Zero hardware footprint

o
. ~  StarWind . ~  StarWind
Dramatically reduced CapEx and OpEx perEer | =T virtual SAN Hypervisor | = yiruual san

e
Complete storage fault tolerance with just 2 servers
e

Heartbeat

No specialized staff required for management
e
Canrun on Free & Core Windows Server editions

Sync

Mirror
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WHY HYPER-CONVERGED

Native Windows application

High performance for Microsoft Hyper-V due to reducing I/O path: reads
and writes go locally and server side running RAM and flash cache

dramatically increases the performance

Hypervisor + Virtual SAN Hypervisor + Virtual SAN Hypervisor + Virtual SAN

Hyper-Converged 2-Node Cluster Hyper-Converged Multi-Node
Scale-Out Cluster
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VM-CENTRIC STORAGE (LSFS)

Increases storage performance by eliminating “IO blender” effect
Resurrects parity RAID use for write-intensive workloads
Accelerates IO using distributed RAM and Flash cache

Preserves flash lifecycle
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DEDUPLICATION

In-Line IO deduplication engine
Doesn’t hurt flash by doing double 10 like it is with offline deduplication
Accelerates storage since less |0 goes to the disks and more 10 goes to RAM

Combined with LSFS makes SATA RAID5 perform as good as SAS RAID10

iiiiiii In-Line Data Storade
5333 §§§ reduction 9

e Optimized Data Array
Raw Data
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SNAPSHOTS AND INTER-NODE STORAGE TIERING

Preserves space on the primary storage system

Snapshot storage now works as additional DR source

StarWind

|
I
Free‘ . B Freea
FLASH : B rlasH
Hot Data | } Hot Data
[ ™

Cold Data tSnathDtE}l{ Disk
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ASYNCHRONOUS REPLICATION

Works with any WAN connection faster than 2 Mb/s
Doesn’t require dedicated physical hardware on DR site

DR instance canrun asaVM

Replication
Azure, Amazon, etc
- Recent StarWind
VM

T S s

LU Hot Data
StarWind
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MANAGEMENT COMPONENT

* Dramatically simplify and save money on Hyper-V
management

* Manage your Hyper-V clusters Turn PowerShell into GUI

* Get a user-friendly management GUI for Windows
Server Core and Microsoft Hyper-V Server

* Manage different Hyper-V versions (2012 R2/ 2012/
2008 R2 SP1) from a single console

* Use any client 64-bit system starting from Windows 7,
to access and manage your Hyper-V hosts remotely
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VM'S RESOURCES MONITORING

Enter text to search...

Mame

Shine-Service

Host
DEMO-MODE 1

State

Running

- Find | | Clear

IF address CPU Usage
192,168,5.101;1.., 0%

Assigned Memory | Memary Demand

a56 MB 720 MB

Mermory Status
QK 0.19:14:39

Uptime

Heartbeat 5ta...
QK. (Applicatio, ..

Replication Health
Motapplicable

DEMO-DC1

DEMO-MNODE1L

Running

192.168.5.1; 108... 0% 1240 MB 1030 MB OK 2.14:41:37

QK (Applicatio. ..

MotApplicable

SCVMM-Storage
Win2012R 2-tmpl
Windows2012-3

DEMO-MNODEL
DEMO-MNODE1L
DEMO-MNODEL

Running
Off

Sawved

192,168, 5.100 0% 1024 MB 384 MB 0K 2.14:40:15
0.00:00:00

0,00:00:00

* All important real-time information in one table

QK. (Applicatio. ..

Disabled
Disabled

Motapplicable
Motapplicable
Motapplicable

* Customizable columns — select what matters the most for you. Extra columns include: vCPU,

IPv6 address, Guest OS, Notes, VM Id, RDP IP address, RDP IPv6 address, FODN, Status

* Use Replication Health Monitoring and Replication Failure notifications to support DR scenarios
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VM'S RESOURCES MONITORING

Hyper-V VMs top [ Top CPU contributors v| Latest alarms

Vitual Machine Value Status Time Source Info
BNine-Service 1%
SCVMM-Storage 0%
DEMO-DC1 0%

* Performance graphs for Virtual Machines
and Hosts

CPU (%) Memaory (%)
100 100

. TOp resources users

a0 a0 -

6l - a0 -

* Real-time alerts based on Warning and

Critical thresholds el b

T T T
1000300 AM 10:04:00 AM 10:05:00 AM

T T T
10:03:00 AM 10:04:00 AM 10:05:00 AM

* Hosts: CPU, Memory, Disk Time, Network sk Tme 50 Networ (699
* VM's: CPU and Memory W\M
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AUTOMATIC DYNAMICOPTIMIZATION

: Add Edit Delete EditGroups Edit Rules

Host CPU Memory
DO (cluster)
DEMO-NODE2 226 8345

 Automate VMs migration process to get the  |EEcuEEE—.—
max performance out of your environment

* Create Cluster, Shared storage and Mixed
Dynamic Optimization Groups

* Keep desired VMs distribution via
"Simultaneous Migration” or “Store on
Different Hosts"” rules

* Optimal level of capacity for each Hyper-V
host

:W

T T
S:25:00 AM Si26:00 AM
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AGENTLESS ANTIVIRUS

Direct Access to VHD/VHDX files

WM Name
I;.IENine-Sem::e

Incremental Scan technology based on CBT ~ [izieie

(Changed Blocks Tracking) — up to 7ox faster o

3 Windows2012-3
- Scans Virtual Machines even in OFF state

Antivirus Jobs | Create Job = Scheduled Jobs  Settings

NO antivirus storms el Type Object Name | Started Finished

[@' AlIV... SecanVM EMine-Service 277201563 2772015 6:40:43 ...
@ AlY... ScanVM SCVMM-Storage 2/7/2015 6:3.. 27772015 6:33:40 ...
VMs pe rformance boost WAV ScanVM  Win2012R24mpl  2/7/20156:3... 2/7/2015 6:33:15 .

[@] MIV... Scan VM DEMO-DCA 2720563 277201563353 ..

. 0 I & AIV... ScanVM Windows2012-3 2772015 6:3... 27205 63312 L
30 /0 MOre resources avallable forVMS W AIV.. ScanVM Win2D12R24mpl 2772015 4:3... 27772015 5:00:31 .
[@] AlY... Scan VM SNine-Service 272Ne &3 2777205 4:40:22

Immediate or scheduled AVjObS WAIV.. ScanVM  DEMO-DCT 2/7/201543... 2/7/2015 5:05:38 .
& AIV... ScanVM SCVMM-Storage 2772015 4:3.. 27772015 50658 ...

'@] AlY... Scan VM Windows2012-3  2/7/20154:3.. 27772015 4:45:58 .

2-7 minutes full system scan time on average
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Common Full System 5nine Incremental
Antivirus 5can Antivirus Scan

Time and Resources Usage

1 2 3 4 X 1

Scan # Scan #

Scan Method Scan Time Resources Usage

Common Full System + Crwverall Full * From 40 minutes * Consumes valuable IOPS
up to Several Howrs and YM= resources,
heavy impact on host
performance

Antivirus Scan

Snine Incremental 4 Changed Blocks Only 4 From Seconds 4 Does not consume
Antivirus Scan [CBT) up to 5-7 minutes any VM= resources,
almost no affect on host

performance
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Q] Snine Manager for Hyper-V PLUS
File Edit View Help

- @ aeddida AAIE SO Hyper-V Manager | Virtual Networle Manager | Optimizer | Monitar | System Status Report | Best Practices Analyzer | Hyper-V Logs | Antivirus | Active Protection |

—HHE SNINEDEMO Virtual Machines ;3'__-|C0nnect - @:l Settings @Tum Off (:) Shutdown ESEVE II Pause () Reset {9 Checkpoint EIZI Rename 3 Clone/Export ;" Mowve Wizard

- E_|:| demo-cluster.Bnine local
_ﬂ_ PEMO-NODET Find Clear
;‘ BMine-Service

I;I DEMO-DCT Mame Host State IF address CPL Usage Assigned Memory | Memary Demand Memory Status | Uptime Heartbeat Sta...  Replication Health
-G SCVMM-Storage

Win201 2R24mpl SMine-5ervice DEMO-MODE 1 Running 197 168 § 101-1 1% 856 MB 720 MB 0K 0.19:39:32 OK (Applicatio... MNotApplicable

L3 Windows2012-3 DEMO-DC1 DEMO-MODEL  Running Connect 1240 MB 1017 MB OK 2.15:06:30  OK (Applicatio... MotApplicable

----Q_u%liif\giﬂoggjmm SCYMM-Storage  DEMO-MODEL  Running Tumn Off 1024 MB 584 MB OK 2,15:05:08  OK (Applicatic... MotApplicable
ine-
I:I_'I DEMO D2 Win2012R2-tmpl DEMO-NODE1  Off Shutdown 0.00:00:00  Disabled NotApplicable
»
53 vms B} windows2012-3 DEMO-NODE1  Saved Save 0.00:00:00  Disabled Motapplicable
=.§l DEMO-NODE3 Pause
-G v
»
I;l VM-B1 w | Checkpoints =l
-5 Win201241

Checkpoint
SMine-Service glnsert Integration Services Disc S

Rename
Created: Settings VM ID: 4-866acf-2915-4069-5020-a06232303%b

A Y [ Y

Spublic’\Documents\hyper-v\bMine-Service vhdx

SysPrep and Templates SysPrep Only ications Healthy)

Clone/Export... Convert to Template

Enable Replication... Clustered: No
Move Wizard... Windows Server 2012 R2 Standard (6.3.5600)
Add To Cluster
Set IP address
Start Time Description Status . . . Finish Time

Insert Integration Services Disc
272015 11:54:.00 AM  DEMO-NODE1 5ninelocal  Start VM 'SNine-Senvi Completed 02/07/2015 11:54:.01

General | Replication

Description
4cBbGact-2515-4065-a020-a062323b35%b

0'task(s) running (total 1) (Click to show/hide)
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IMPLEMENTATION SCENARIOS

/ Minimum and Sufficient Highly\
Available Hyper-V Cluster

Microsoft Microsoft

Branch
Office
Hyper-V Server @ Hyper-V Server Branch
Office
StarWind StarWind Central
Virtual SAN Virtual SAN Site
cnine cnine . I
emote emote
Manager Manager Office Office

Branch

Office
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GOING HYPER-CONVERGED IN ROBOs

OS licensing

Windaws
Server
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Add StarWind
and 5nine

X 10 ROBO Locations

At least $70,000
savings

At least $7000
savings
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Feel free to ask the presenters any questions
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CONTACT US

StarWind Virtual SAN 30-Day Trial here: snine Manager for Hyper-V with Antivirus:
www.starwind.com/starwind-virtual-san/ http://www.5nine.com/manager#antivirus

StarWind Software Inc.:
301 Edgewater Place, Wakefield, MA 01880
USA/Canada: 1-617-449-7717

Contact gnine Software:
USA/Canada: +1 617 982-1261

EMEA and Asia: +44-207-193-67-27 Europe: +44 (20) 7048-2021
sales@starwindsoftware.com sales@sgnine.com
info@starwindsoftware.com info@s5nine.com
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