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FOREWORD 

The papers in t h s  volume were originally presented at a conference on the analysis 
of human settlement systems held at the International Institute for Applied Systems 
Analysis (IIASA) from October 18 to 20, 1978. f i s  meerlng closed an IIASA research 
activity, started in 1975, that had the goals of identifying functional urban regions in several 
industrialized countries and making comparative analyses of their population and employ- 
ment trends to enhance our understanding of the spatial and temporal evolution of human 
settlement systems. 

Supported in part by the Ford Foundation, and led during consecutive periods by 
Harry Swain (Canada), Niles Hansen (USA), and Tatsuhiko Kawashlma (Japan), this re- 
search on human settlement systems and strategies established a wide international collab- 
orative network and created a sizeable data base for examining demographic and economic 
changes. 'This book presents the findings of some of t h s  work. 

Subsequently, the Human Settlements and Services Area at IIASA used both the 
network and the data base in research focusing on the recent dramatic shifts in spatial 
development trends observed in several of the countries with IIASA National Member 
Organizations. 

A ridrei Rogers 
Chairman, 
Iluman Settlements 
2nd Services Area 
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THE HUMAN SETTLEMENT SYSTEMS STUDY: 
AN OVERVIEW 

Piotr Korcelli 
Human Settlements and Services Area, International institute for Applied 
Systems Analysis, Laxenburg (Austria} 

1 THE BACKGROUND 

Human settlement systems throughout the globe have been undergoing important 
transformations during the past decades, yet these trends have had a limited impact on 
the theory of urban growth and settlement structure. Traditional approaches, including 
the central-place, rank-size, and optimal city-size concepts, have emphasized the stability 
of settlement patterns over time, thus largely disregarding the observed changes. More 
recent developments such as the growth-pole approach have focused on the explanation 
of a major, albeit not universal, pattern of settlement change that is characterized by the 
increasing dominance of large cities within national and regional settlement systems. The 
growing role of these cities, as Lasuen (1973) or Pred (1975) suggest, stems from the 
repetitive hierarchical diffusion of innovations, the inertia of established organizational 
linkages, the continuous augmentation of multiplier effects, and the persisting role of 
agglomeration economies. (For a discussion of these concepts see Hansen and Korcelli 
(1 978). An alternative notion - one of polarization reversal (Richardson, 1979) - has yet 
LO be developed.) 

Available empirical data for recent periods, in particular the 1970s, show a picture 
of settlement changes that is more complicated than that postulated by conventional 
theory. While urban population has become increasingly concentrated in the primate cities 
of the less developed countries, the large urban agglomerations in the highly urbanized 
industrialized countries have experienced growth rates that are generally lower than those 
typical of other settlements, and even in some cases absolute population losses. The latter 
phenomenon is attributed to secular demographic processes, shifts in the locational 
requirements of industrial plants, and the evolving perception of environmental quality as 
a factor in residential location. Hence recent urbanization patterns have been characteriz-d 
by a polarization of trends whch is likely to continue during the next decades. 

The lag of the response to these changes in terms of the emergence of viable conceprs 
of settlement dynamics has had adverse effects in the domain of urban and settlement 
policy. Existing measures, such as the large-city growth-limitation policies which are 



2 P. Korcelli 

followed in a number of European countries, have supported trends that are no longer 
regarded as favorable to national socioeconomic development. In the case of the less 
developed countries urban and regional policies have not helped to produce spatially and 
vertically more balanced settlement structures, and a part of this failure has rightly or 
wrongly been attributed to the inadequacy of urban growth concepts. 

These were some of the considerations that prompted a number of authors to 
propose international comparative studies of human settlement trends and patterns. 
These studies were conceived as an aid to, and even a prerequisite for, the pending re- 
formulation of both settlement theory and settlement policy. Consequently, research 
efforts have focused on the question of standardized spatial units of reference, the 
identification of which has been treated by some as a means of achieving data com- 
parability for cross-sectional analyses of urbanization, and by others as a justifiable 
self-contained research task. 

2 FUNCTIONAL URBAN REGIONS 

Differences of perspective on the nature of spatial units have been a recurrent issue 
in urban and regional analysis since its early days. Few wdl recall that metropolitan 
districts were used for the first time in the United States Population Census of 1910 and 
that data on conurbations were first collected by the General Register Office in Great 
Britain during the 1930s. Also, attempts, started by the sociologist Kingsley Davis, to 
define metropolitan areas on the universal scale are now based on a 20-year tradition 
(Davis, 1959). These efforts reflect early observations that the political boundaries of 
urban areas rarely coincide with their physical extent; the latter is normally considered 
more relevant as a statistical and/or planning unit. 

However, studies of human settlement patterns have for a long time revealed the 
regulariv of their configurations and their transitions from one spatial structure to 
another following social and economic development. This was the essence of the concept 
of the metropolitan community developed by McKenzie (1933) and based on earlier work 
by R Blanchard, P. Geddes, and N.S.B. Gras. The same is true of alternative definitions 
of urban regions such as the city-hinterland region or regional settlement system; each 
was formulated within a framework of a broader settlement theory whch predicted the 
emergence of relevant spatial units as basic morphological components in human settle- 
ment systems. 

The appeal of the notion of a Functional Urban Region (FUR) has consisted in its 
ability to combine the statistical with the theoretical perspective. As proposed by Berry 
(1973) and Hall (1973), the FUR definitions were couched in the terminology of spatial 
interaction yet were meant to retain fully operational characteristics. This compromise 
was achieved on the basis of a latent assumption according to which a single measure of 
connectivity, namely, the intensity of commuter flows, represents a proxy variable for a 
broad range of interactions related to labor, services, education, and leisure. Hence the 
functional u r b ~  I region has emerged as a generic term for a family of urban/regional units 
including the metropolitan labor markets, d d y  urban systems, and urban fields. 

As analytical data-aggregation units, FURS offer a bridge between studies of intra- 
and inter-metropolitan systems. For example, their use has been postulated in studies of 
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labor-oriented migration as well as In land-use-transportation studies. However, national 
statistical agencies have so far been rather reluctant to adopt FURS and sirnllar units as 
standardized spatial aggxegations. l h s  has been true of the Bureau of Economic Analysis 
(BEA) regions in the United States as well as of the Metropolitan Economic Labor Area 
(MELA) or functional regions in the United Kingdom. The units adopted earlier such as 
standard metropolitan statistical areas and conurbations st111 prove to  be viable in terms 
of data-processing costs and public acceptance of the bou~idaries. Changes of statistical 
definitions usually take time, and the newly proposed units have to withstand a number 
of tests. In fact the functional regions, identified by Coombes et al. (1980) and recom- 
mended for use in the 1981 UK Census, introduce a hierarchical regional pattern, which 
thus overcomes one of the most frequently pointed out limitations of all previous oper- 
ational FUR definitions. 

3 EVOLUTION OF THE STUDY PERSPECTIVE 

The life span of the Human Settlement Systems Task at the International Institute 
for Applied Systems Analysis (IIASA) corresponded to the period between two major 
cor~ferences, both of which were devoted to  surveying research and policy efforts in the 
I'leld of settlement*. During the four-year period (1975- 1979) the research scope under- 
went an evolution that should be taken into account in evaluating the results of the Task. 

The initial concept, presented by Hall (1973), consisted of an extended comparative 
study of several densely populated and highly urbanized world regions, sometimes referred 
to as megalopolises. The study was expected to locus on the changing distribution of 
people and jobs (especially in terms of their concentration and deconcentration), occu- 
pational structure, and journey-tework and land-occupancy patterns, and to  lead to 
generalized social indexes for urban areas as well as indicators measuring the efficiency of 
the use of resources, particularly land. To identify comparable spatial units of reference 
was postulated as an essential first stage in the analysis. 

Subsequently, a working definition of functional urban regions was formulated and 
the range of the study extended to  cover all the countries with IIASA national member 
organizations, and also the remaining European countries. The regions were seen as con- 
sisting of urban cores, basically corresponding to cities of 50,000 inhabitants and over. 
md their spatially continuous hinterlands, delineated so as to ensure a high degree of 
closure o l  employment and residence within the regions (Hall et al., 1975). (The criteria 
adopted allowed the substitutiorl of alternative measures of spatial integration, such as 
central-place linkages, for the missing commuting data. At a later stage of the study the 
FUR definition was modified (Gordon and Kawashlma, 1978). In this later version core 
cities were combined with their commuting fields to form functional urban cores while 

- The earlier conrerence, held in Laxenburg, Austria, in December 1974, was devoted to National 
Settlement Systems and Strategies, while the later one, held in October 1978, dealt with the Analyns 
of Human Settlement Systems An intermediatr event was the Conference on the Dynamics of Human 
Settlement Systems, organized at - '.SA in October 1976. Papers from the 1974 conference were 
published in three volumes edited by Swain (1975), Swain and MacKinnon !1975), and Swain et al. 
(1975). The 1976 conference yielded the volume edited by Hansen (1978). The present volume is 
based on the 1978 conference. 



hinterlands were delineated on the basis of commodity, migration, and information flows 
and/or administrative criteria. When such definition did not yield an exhaustive division 
of the national territory, the balance was considered to be a rural area.) It was maintained 
that the establishment and use of the comparative spatial framework should provide a 
better understanding of the impacts of public policies in the fields of population distri- 
bution and economic development. 

As time passed, the focus shifted from the study of changing physical urban patterns 
to the study of economic development processes over space, as reflected in the transfor- 
mations of settlement systems (Hansen, 1976a). This trend yielded a series of contri- 
butions on such topics as interurban economic growth (Pred, 1976) and the economic 
development of border regions (Hansen, 1976b). 

Before its conclusion the study was to undergo yet another turn. Reports on 
population trends for the early 1970s have revealed the phenomenon of large-city decline 
in a number of highly urbanized countries and have precipitated heated disputes on spatial 
population concentration and deconcentration processes (Vining and Kontuly, 1978 ; 
Klaassen and Paelinck, 1979). The material accumulated in the Human Settlement 
Systems study provided a convenient reference point in this debate (Gordon and 
Kawashirna, 1978; Gordon, 1978). However, the restriction of the scope of comparative 
analysis to  the study of aggregate spatial population shifts reflected the paucity of region- 
ally disaggregated data on employment, income, and production; this limitation prevented 
economic modeling efforts from being carried out. 

Despite the cutbacks in the original research agenda, the study succeeded in 
developing an interacting international network of scholars concerned with the spatial 
analysis of human settlement systems and in assembling an information f i e  for 19 
countries, containing population data for the period 1950-1970 (for some countries 
1950-1 975) at the level of FURS and their major constituent parts. This task was 
accomplished in collaboration with a parallel research project led by Hall at the University 
of Reading, UK (Hall and Hay, 1980). More extensive analyses of settlement trends have 
been conducted for several countries out of the 19, including Finland, Hungary, Poland, 
and the German Democratic Republic. 

The work has delineated a set of research issues pertaining to the evolution of 
human settlement systems which require intensive study. These issues include (a) the 
impacts of technological change and the evolving sectoral composition of national eco- 
nomies on settlement systems, (b) the interrelations between intraurban patterns and the 
performance of urban areas in terms o f  population and employment change, (c) the con- 
sequences of spatial and sectoral policies carried out at the national, regional, and urban 
levels, and (d) the interaction between demographic change and the urban economy. 
These topics have formed the background for the subsequent research on urban change 
that started in 1979 (see Rogers, 1979). 

4 THE SCOPE OF THIS VOLUME 

This book contains revised and updated versions of selected papers presented at the 
conference that brought the Human Settlement Systems Task to  an end. The conference 
reviewed the work directly related to  the Task and discussed future research directions on 
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the basis ol'a survey of recent developments in the field of settlement studies. The contri- 
butions included here reflect the first aspect of the conference. Appendix A lists all the 
publications of the Human Settlement Systems Task, and Appendix B is a list of the con- 
ference participants. 

Most of the volume is devoted to  eight papers dealing with recent settlement 
patterns and trends in individual countries: the USA, Japan, Poland, the GDR, Finland, 
Hungary, Romania, and Canada. AU these studies introduce disaggregation into functional 
urban regions, or corresponding units and, to varying degrees, contribute to  developing 
the concept of urban regions as basic morphological units within national settlement 
systems. For example, Hansen evaluates recent interurban and regional shifts in the USA, 
as portrayed by a number of authors who have adopted in their analyses the regional 
division proposed by the Bureau of Economic Analysis (the BEA regionsb while 
Heinzmann and Kroenert explore the implications of alternative definitions of urban 
regions and the ways in whlch urban hierarchy is reflected in the regional structure 
of the G D R  

The national papers are followed by a theoretical statement by Kochetkov and 
Pchelintsev that develops a concept of settlement systems from the planning perspective. 
The final two papers by Vining et al. and by Gordon summarize the results of cross- 
sectional analyses of recent population shifts in a number of countries. 'The authors use 
different spatial aggregation units and data (on interregional migration in one case and on 
population growth rates in the other) and arrive at opposite conclusions. While Vining 
et 31. present evidence for a recent reversal of secular trends toward population concen- 
tration. as observed in a number of countries, Gordon shows a continuacioo of earlier- 
established deconcentration trends. This juxtaposition of two alternative interpretations 
of the same process gives another proof of the importance of regional divisions m the 
study ol' population and settlement change. However, as suggested earlier in this overview, 
the validity of individual spatial aggregation systems can only be assessed w i t h  a frame- 
work of a given concept of settlement development, and so the uses of the systems should 
be determined accordingly. 
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FUNCTIONAL URBAN REGIONS IN THE UNITED STATES: 
NATURE AND SIGNIFICANCE 

Niles Hansen 
Department of Economics, University o f  Texas (USA) 

I INTRODUCTION 

During the 1960s regonal analysts became increasingly concerned about t l~e  lack 
of  appropriate geographic units of observatior~ for the study of spatial systems. i n  the 
United States, a nationally exhaustive set of State Economic Areas (SEA) had been 
delineated for the 1950 census and data from the 1950 and 1960 censuses were organized 
In terms of these regions (as was the case again in 1970). The SEAs consist of counties or 
groups of counties that have similar economic and social characteristics. However, 3U 
state boundaries are regarded as SEA boundaries, a condition imposed in order to permit 
the publication of SEA data for each state. WMe the SEAS may reflect relatively homo- 
geneous regions they have not readily lent themselves to development planning. They are 
essentially descriptive and provide little insight into the functional relations involved in 
such processes as services delivery and journey-to-work patterns. 

Fox and Kumar (1965) in particularargued that heterogeneous nodal regrons 
should be used in regional economic analysis. These "functional economic areas" should 
he delineated in recognition of the fact that a large number of services and a large share 
of regond employment opportunities are found in the central (or nodal) city of a region 
but that the outer perimeter of the region should be defined in terms of journey-to-work 
patterns from outlying areas to the central city. Thus functional ec.3nomic areas are 
extended urban fields. with peripheral towns acting as service centers for nearby residents 
in much the same way as do suburban shopping centers in a large ~netropolitan area. 

Berry et al. (1968) applied this concept at the national level m d  identified a 
national system of regions including over 80% of the land area and 96% of the population. 
Meanwhile, Henry DeCraff of the Bureau of Economic Analysis (BEA), US Department 
of Commerce, was delineating a similar but nationally exhaustive set of functional 
5conomic areas. These BEA regions have been used increasingly for a wide range o i  
regional research. 



2 M E  DELINEATION OF BEA-REGION BOUNDARIES 

The boundaries of the BEA regions were delineated by identifying the urban centers 
of the regions and then determining the counties that were most closely linked to the 
centers. Standard Metropolitan Statistical Areas (SMSAs) - which have a minimum popu- 
lation of 50,000 - were usually chosen as centers. Where an SMSA was an integral part of 
a larger metropolitan complex a multi-SMSA center was used; the New York City BEA 
region is a case in point. However, in parts of the country where there are no SMSAs, 
cities with populations of between 25,000 and 50,000 were chosen as regional centers if 
they functioned as labormarket and trade nodes. 

After the urban centers were selected, each of the approximately 2600 counties 
that did not fall within a center was studied to determine the center with whch  it was 
most closely tied. In most instances the primary data source used in this task was journey- 
to-work information from the 1960 population census; counties were assigned to  centers 
in accordance with commuting patterns. In places where the commuting sheds of adjacent 
centers overlapped, counties were included in the area containing the center to whch 
most workers commuted. Where ties with two centers were exceptionally strong the two 
were combined into one BEA region. In many cases the association between counties 
and a particular region was not based on direct commuting ties but rather on commuting 
ties to noncentral counties, whch in turn were tied to the urban centers. In relatively 
remote rural areas where commuting data were not adequate, other allocation criteria 
were used, in particular metropolitan-newspaper circulation and the advice of authorities, 
such as state planning agents, who were familiar with the geography and economy of the 
areas. 

The 1969 delineation process resulted in the identification of 173 BEA regions, 
ranging in population size from 18.2 million (New York) to 104,000 (Scottsbluff, 
Nebraska). Because there was a minimum of commuting across BEA-region boundaries 
each region included the place of work and place of residence of its labor force. Each area 
was also relatively self-sufficient in the output of its local senrice industries. The types of 
export activity w i t h  a particular region depend on its relative endowment of the inputs 
required in the production process. R e ~ o n s  export commodities for which they have a 
comparative advantage and import other commodities. By this participation in inter- 
regional trade the various BEA regions resemble nations engaging in international trade, 
except that the regions are less affected by barriers to trade and to the movement of labor 
and capital. 

Changes in the regional distribution of economic activity during the past decade 
have made it necessary to revise the 1969 BEA-region delineations. In addition, expansion 
of the interstate highway system has affected commuting patterns and thereby altered 
area boundaries. Thus new delineations were made in 1977, resulting in a total of 183 
BEA regions. The revisions were primarily based on three sets of data: (1) commuting 
data from the 1970 population census; (2) newspaper circulation data for 1972; (3) 1975 
intercounty commuting data developed from Social Security Administration and Internal 
Revenue Service records. 



3 STRUCTURAL CHANGES AND GROWTH IN BEA REGIONS FROM 
1950 TO 1973 

Using cluster analysis of personal-income sources in 1973, the Regional Economic 
Analysis Division of the BEA (Bureau of Economic Analysis, 1975) assigned each BEA 
region to one of five industrial (economic-activity) groups. In general the groupings corre- 
sponded closely to those that would have resulted if each region had been assigned to a 
group according to  its most important basic industry as measured by share of regional 
income. 

Forty-two regions, most of them in the Great Plains and adjacent areas (see 
Figure l) ,  fell into the agricultural group; they accounted for only 8% of total personal 
income in the nation in 1973. The 76 regions constituting the manufacturing group 
accounted for 45% of national personal income. The corresponding figure for the 34 
government-group regions was 11%. There were no regions in the mining category in 1973 
but 21 regions were designated "other"; these latter were dominated by service activities 
that were oriented more toward distant markets than toward local consumers. The 
"other" group included Las Vegas, Miami, and such national and regional trade arla 
finance centers as New York, Atlanta, Denver, and San Francisco. This group accounted 
for 36% of total personal income in 1973. 

The data in Table 1 show that the distribution of BEA regions among the five 
industrial groups was significantly different in 1973 compared to what it had been in 
1950. During this period the number of regions in the agriculture group fell from 67 to 
42 while the number in the mining category dropped from six to zero. Each of tlie other 
three groups increased in size, reflecting a shift in specialization from primary activities 
toward the manufacturing, government, and service sectors. Manufacturing did not grow 
as Fast nationally as government and services but the number of manufacturing reglons rose 
from 63 to 76 because of geographic dispersion. 

TABLE I The number of BEA regions by industrial group ill 1950 and 1973U 

Industrial group Industrial p o u p  in 1973 
in 1950 

Agriculture Manufacturing Government Other Total 

Agriculture 4 1 12 10 4 6 7 
Mining 1 4 1 0 6 
Manufacturing 0 58  3 2 6 5 
Government 0 2 18 1 2 1 
Other 0 0 2 14 16 
rotd  4 2 7 6 34 2 1  173 - 
" Source: Bureau of Economic Analysis (1975), p. 19. 

In 1973 the regions with the highest per capita incomes tended i o  be in the East, on 
the Lower Grear Lakes, and in the Far West (see Figure 2). Regions with the lowest per 
capita incomes were concentrated in the Plains, the Rocky Mountains, the Southeast. and 
t!lc Sout!~west. The high-income regons tended to have relatively large populatio~a while 







12 N. Honsen 

the low-income regions tended t o  have relatively small populations. The high-income 
regions were specialized in sectors with high earnings per worker; these activities, e.g., 
rnanufacturing and finance, often derive advantages from scale and agglomeration econo- 
mies. In contrast, the low-income small-population regions tended to  specialize in agri- 
culture. 

Regional income disparities were reduced during the 1950- 1973 period as per 
capita income levels in the relatively poor areas rose more rapidly than those in the 
relatively rich areas (see Figure 3). This narrowing of differences was associated with the 
fact that BEA regions specializing in industries with relatively high earnings per worker 
(e.g. manufacturing and government) grew relative to those specializing in mining and 
agriculture. Meanwhile technological improvements were increasing earnings per worker 
in the latter two sectors. The number of BEA regions where per capita income was more 
than 15% above the national average was reduced from 19 to ten between 1950 and 
1973. During the same period the number of regions where per capita income was more 
than 15% below the national average declined from 78 to 63. The greatest income gains 
were made in the South and the West whereas slower growth characterized the agricultural 
Plains, the Northeastern and Great Lakes manufacturing belts, northern California, cen- 
tral Texas, the Ozarks region, and northern and central Appalachia. It is noteworthy 
that during the 1969- 1973 period favorable agricultural and mining conditions were 
generating rapid income growth in the Plains, the Ozarks, central Texas, and parts of 
Appalachia. However, relatively slow income growth continued in the Northeastern and 
Great Lakes manufacturing areas. 

Olsen and Westley (1974) used a market potential (gravity) model to  analyze 
changes in the degree of accessibility that each of the 17 1 contiguous BEA regions had 
to the system of BEA regions. Changes in income accessibility and in population accessi- 
bllity between 1950 and 1960 and between 1960 and 1970 were measured. Truck oper- 
ating times served as the basis for determining market potentials. In general it was found 
that the market potentials of BEA regions in the Northeast grew most rapidly during 
the 1950s whereas those of the South (especdy with respect to income) and West 
(especially with respect to  population) grew most rapidly during the 1960s. In order to 
gain a better understanding of how much market accessibility contributes to  regional 
economic development the Olsen-Westley market-potential model was incorporated into 
MULTIREGION, Olsen's computer model of regional and interregional socioeconomic 
development (Olsen et al., 1977; Olsen, 1978). The model interprets the economy of 
each BEA region as a labor market, measures all activity in terms of people as members 
of the population or as employees, and simultaneously forecasts the demands and supplies 
of labor in each BEA region at five-year intervals. 

4 THE HEARTLANBHNERLAND AND HIERARCHICAL DIFFUSION 
MODELS OF REGIONAL DYNAMICS M THE UNITED STATES 

In the early 1960s it was common to view the spatial organization of the American 
economy in terms of a heartland-hinterland relationship. The industrial heartland (New 
England, the Middle Atlantic States, and the Great Lakes area) was regarded as the pro- 
pulsive section of the nation: 
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"Central to [this scheme] is the great heartland nucleation of industry and the national 
market, the focus of the large-scale, nation-serving industry, the seedbed of new indus- 
tries responding to the dynamic structure of national fmal demand, and the center of 
high levels of per capita income. Radiating out across the national landscape are the 
resource-dominant, regional hinterlands specializing in the production of resource and 
intermediate inputs for which the heartland reaches out to satisfy the input require- 
ments of its great manufacturing plant." (Perloff and Wingo, 1961, pp. 210-212) 

A decade later another spatial paradigm had come to the fore: the hierarchical 
diffusion model. This synthesis of several geographic and economic analytic strands of 
thought focused on the national system of functional economic areas (BEA regions) and 
was only indirectly concerned with the Northeast and North Central regions vis-a-vis the 
rest of the nation. 

The hierarchical diffusion paradigm maintained that spatial-temporal development 
processes are driven by innovations that either originate or are first adopted in the largest 
cities. These innovations are transmitted from higherader to lower-order centers in the 
urban hierarchy; meanwhile there is a concurrent spread of development-inducing inno- 
vations from urban core areas to their respective hinterlands. Growthcenter notions 
could r e a d y  be incorporated into this approach in that public policy measures could be 
called on to induce growth in strategic places, which would be selected with the objective 
of accelerating innovation diffusion to economically lagging reDons. 

The hierarchical diffusion model offered a more general explanation of regional 
development processes than did the heartland-hinterland scheme and it seemed to be 
supported by empirical evidence from the 1960s (Berry, 1973 ; Richardson, 1973). How- 
ever, it was irnplictly consistent with the heartland-hinterland paradigm in one important 
respect: since most of the nation's largest cities are in the heartland, this broad area could 
still be viewed as the major source of development-inducing innovations for the entire 
national economy. 

In recent years the once-vaunted heartland has experienced a reversal of fortune; it 
is now discussed and analyzed primarily in terms of its problems rather than its successes. 
The data presented in Table 2 illustrate this phenomenon from a demographic perspec- 
tive. Between 1970 and 1975 the population of the USA grew by nearly 2 million persons 
annually. However, the Northeast and North Central regions (roughly, the 'heartland") 
grew by only 296,000 persons per year whereas the corresponding growth in the 'hinter- 
land" South and West regions was 1.66 million, or 85% of the total national increase. 
The Northeast and North Central regions both had heavy net out-migration while the 
South and West both experienced substantial net in-migration. 

The data in Table 3 indicate that between 1970 and 1975 the population living in 
metropolitan areas with over 3 million Inhabitants declined absolutely; the population 
in the 2-3 million sizeclass grew slightly but this group as a whole experienced net out- 
migration. All other metropolitan population sizeclasses had growth rates exceeding 
the national average; this was also the case for nonrnetropolitan areas even though they 
experienced net out-migration during the 1960s (see Table 2). The data in Table 2 indi- 
cate that out-migration from large metropolitan areas is particularly pronounced in the 
Northeast and North Central regions. In the South large metropolitan areas actually 
had net in-migration of 525,000 persons annually between 1970 and 1975. Southern 
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nonmetropolitan areas also had net in-migration of 150,000 persons anually from 1970 to 
1975 after annual net out-migration of 174,000 persons during the 1960s. 

These recent changes clearly are not consistent with the spatial-temporal innova- 
tion processes suggested by the heartland-hinterland and hierarchical diffusion models. 
Thus it is not surprising that regional scientists and policy makers ahke largely failed to 
anticipate them. 

5 RECENT PATTERNS OF REGIONAL CHANGE AS REFLECTED IN STUDIES 
OF BEA REGIONS 

Into the 1960s the nature of southern manufacturing growth was consistent with 
Thompson's version (Thompson, 1968) of the hierarchical diffusion theory. Thompson 
argued that innovations take place primarily in the larger metropolitan areas of indus- 
tr~ally mature regions but, as industries age and their technology matures, skill require- 
ments fall and competition forces them to relocate to lower-wage areas. The lower an 
area is in the skrll and wage hierarchy, the older an industry tends to be when it aluives, 
and the slower its national growth rate. In fact the industrialization of the South was 
based initially on the attraction of low-wage slow-growth industries. However, a studv 
using BEA regions indicates that this pattern has changed significantly in recent years; 
there has been an upgrading of types of industry, worker quahfications, and incomes 
(Hansen, 1973). Although manufacturing employment in the South is still dominated 
by low-wage industries, the high-wage industries are those with the highest growth rates 
whereas employment in the low-wage sectors has been declining. 

Bevers' analysis (Beyers, 1978) of differential rates of growth among the BEA 
regons for the 1965-1975 period indicates that the growth of the South and West has 
not been dependent on technological linkages with the North. The sectors that have 
expanded most rapidly in the South appear to be more tied to final demand (capital 
goods, military equipment, foreign exports, durable consumer goods) than to intermedi- 
ate producers located in the North. The fact that the manufacturing sectors that grew 
rapidly at the national level also tended to locate in the South and West suggests that 
their technologies are "new" and not represented strongly in components of these same 
sectors in the North. It is also noteworthy that wages and salaries plus proprietors' income 
now account for a smaller proportion of total personal income than formerly. Between 
1950 and 1975 dividends, interest. transfer payments, and other nonearnings income 
sources increased from 18% to 29% of total personal income in the USA. Beyers points 
out that this has enhanced freedom of residential mobility and that entrepreneurs among 
lnlgrants may be "leading" development in high-amenity areas of the South and West. 

.Uaman and Birch (1975) examined employment changes between the begming 
oT 1970 and the end of 1972 in the SMSA and non-SMSA portions of BEA repons. Their 
.;tudy found that t i m s  rarely move from one region to another; this runs contrary to the 
prevalent notion that firms move from one area to another to lower costs. Firms thern- 
selves stay where they are presently located or else go out of business. It is entrepreneurs 
who move and start up new firms in more favorable locations, though more favorable 
iocations may also receive new branch plants of large companies. Moreover. entrepre- 
neurs appear to have been rethinking their historical location patterns at least as much 



as other people have, and maybe more so. Non-SMSA areas were growing much more 
rapidly than metropolitan areas in the early 1970s. 

"An important consideration in this employment shift is its character. Is it simply a 
few large manufacturers locating remotely to  find cheaper land for single-storey plants, 
or is it complete societies moving out, with stores and offices and automobile dealers 
and bowling alleys and all the other forms of enterprise that make up an integrated 
economy? In partial resolution of this question, we broke the components of change 
into metropolitan and mral parts for each of our five industry types. The result is 
quite clear. All forms of activity are moving out - particularly trade and senrice. It 
would appear that, as a nation, we are finding ways to  live and work in the country- 
side, and have been capitalizing on that possibility far more in the past few years than 
in the previous few decades." (Allaman and Birch, 1975, p. 14) 

Thus it is clear that changes in the metropolitan-nonmetropolitan settlement pat- 
tern of the United States have spontaneously taken the direction advocated by most 
proponents of a national policy to promote more "balanced growth" in favor of non- 
metropolitan areas. 

6 SUMMARY AND CONCLUSIONS 

Because the BEA regions are relatively selfcontained labor sheds and trading areas 
they are uniquely valuable as units of observation for analyses of a wide range of regional 
issues in the United States. These regions also have a significant advantage with respect to 
the manner in which various data sets are reported. In particular, data from the popu- 
lation census are reported by place of residence whereas many other data are reported on 
the basis of place of work. Such diverse data sets can be brought together withm the 
BEA-region framework because there is a minimum of commuting across regional bound- 
aries. In addition, this property makes the BEA regions highly useful for analyzing 
sewicedelivery issues and, more generally, functional relations between urban centers and 
their respective hinterland areas. Finally, the BEA regions lend themselves to international 
comparative studies to  the extent that other countries delineate similar areas and organize 
regional data accordingly. 

There are, however, some offsetting limitations to the use of BEA regions. For 
example, they are not in themselves satisfactory for the analysis of rural labor markets 
in more remote parts of the country. Also. their boundaries do not correspond to those 
of any political unit that could design or implement policies and programs on a region- 
wide basis. 

Despite such problems it is likely that the BEA regions wdl increasingly be used for 
future regional research. They have already been used as the basis for an elaborate set of 
projections of regional population, employment, personal income and earnings by eco- 
nomic sector to  the year 2020 (Bureau of Economic Analysis, 1974). These projections 
are being revised by the BEA. The BEA regions are also the framework withm which 
energy availabilities for regional development are being projected for 1980 and 1985 
(Vogt et al., 1978). This continuing program at the Oak Ridge National Laboratory 



provides a consistent base of historic and projected energy information in a standard for- 
mat. Finally, in other research currently under way the BEA regions are being used to 
analyze economic development prospects and strategies in the areas bordering Mexico. 
and to study migration patterns as reflected in the 10% Continuous Work History Samples 
of the Social Security Administration. 

In the past the lack of explicit regional policies in the United States was often 
blamed at least in part on the absence of an adequate framework for spatial analysis and 
then on the paucity of appropriately organized data once the BEA regions were deline- 
ated. These objections no longer carry much weight and they are even less likely to do so 
in the future. 
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RECENT LIRBAN TRENDS IN JAPAN: ANALYSIS OF 
FUNCTIONAL URBAN REGIONS 

Tatsutilko Kawashirna 
Human Settlements and Services Area, International Institute for Applied 
Systenzs Analysis, Laxenburg (Austria) 

I INTRODUCTION 

Distinctive shifts in the spatial patterns of urban systems have recently been observed 
In many of the industrialized countries. While the concentration of the urban population 
is continuing in a macroscopic sense (although at a decreased rate), some r;f the older 
urban centers have started to lose their population. There is also an indication of the 
deconcentration of population to nonmetropolitan areas, which raises the possibility 
of a newly emerging empirical regularity, namely urban decline. 

Although the phenomenon of urban decline could be regarded as a transitory trend 
there is a widespread feeling that it might also reflect a long-term tendency toward the 
spatial deconcentration of population and economic activities. 

Some of the research scholars who interpret the implications of these spatial 
developments have advanced the hypothesis of reversal of the trend while others empha- 
size its continuation. The former group argues that "the current deconcentration of 
population . . . is a clean break with the past" p in ing and Strauss. 1977). (For further 
ideas along the line of a "clean break" see also Beale (1975), Berry (1978), and Berry and 
Dahmann (1977).) The latter group suggests that "urbanization which has spilled over 
metropolitan boundaries may simply be more of the same outward growth but shows up 
as a metropolitan-to-nonrnetropolitan growth shift" (Gordon, 1978; see also Wardwell, 
1977); they thus advocate the hypothesis of continuous urban deconcentration (Gordon, 
1978). 

At the same time, policy makers in a number of industrialized countries have begun 
to view urban change as one of their major concerns and are eager to find more adequate 
urban strategies for stopping population outflows from cities and attracting jobs back 
to city centers. 

Hbwever, the widespread debate on urban decline and corresponding policy strate- 
gies has been severely constrained by the mere fact that both the scholars and the policy 
makers are often talking about different urban units without having a clear Idea as to 
what part of urban decline is due to the particular delineat.ion of the boundaries for the 
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urban units involved. In fact, depending on the criteria applied in delineating urban areas, 
it is often possible to draw two different sketches of the profile of recent urban change 
patterns for the same country - one a picture of urban decline and the other a picture of 
continuously growing large urban areas (see Appendix 1 of this paper for examples of 
urban decline juxtaposed with continuous urban growth). The spatial delineation of 
urban units is therefore important. 

2 FUN(TII0NAL URBAN REGIONS IN JAPAN 

There is a growing realization that urbanization has recently proceeded significantly 
beyond the administratively defined city boundaries in many countries; Japan is no 
exception to  this rule. Under these circumstances it is necessary for studies of urbanization 
to delineate the following: 

(i) An urban unit that covers the entire urban area in and around an administratively 
defined city where various types of activities form a functionally integrated economic and 
social subsystem. This urban unit may be called a functional urban core which is com- 
posed of a core city and its commuting field and which should reasonably correspond to 
the concept of a metropolitan area (or of the Standard Metropolitan Statistical Area 
(SMSA) adopted by the US Bureau of the Census; for the underlying philosophy and 
definition of the SMSA, see US Executive Office of the President (1964)). 

(ii) An economically linked hmterland surrounding a functional urban core. 
The whole region, composed of a functional urban core and its hinterland, may be 

termed a Functional Urban Region (FUR). All the FURs are contiguous spatial units and 
are designed in such a way that they are mutually exclusive and collectively exhaustive, 
covering a whole national territory. In these respects FURs are similar to  the Bureau of 
Economic Analysis (BEA) regions delineated by De Graff of the US Department of 
Commerce*, to  the Daily Urban Systems (DUSs) defmed by Berry ( 1973) although DUSs 
are not completely nationally exhaustive, and to  the Metropolitan Economic Labor Areas 
(MELAs) introduced in Hall's study (Hall et al., 1973). 

As to  the procedure followed to  delineate the FURS in Japan, we first introduced 
the following criteria for the selection of core cities. 

(a) Prefectural capitals have to be core cities whether or not they meet the con- 
ditions (b)-(d) listed below. Other core cities should satisfy conditions (b)-(d). 

(b) The minimum population size should be equal to or greater than 100,000 
In 1970. 

(c) The daytime-nighttime ratio of population should be greater than 1.0. 
(d) 75% of the ordinary households must be either "nonagricultural workers' house- 

holds'' or "agricultural and nonagricultural workers' mixed households". (This criterion 
was adhered to less rigorously than conditions (b) and (c).) 

(e) If the distance between core cities is no more than 20 km, then those core cities 
compose multiple-center core cities. 

For a discussion on urbanization in the United States and critical arguments on economic region- 
alizations in conjunction with the concept of FURs. see Hansen (19751, Morrison (1975), and Beyers 
( 1978). 
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After the core cities had been determined each of the approximately 3300 adminis- 
trative units at the level of shi (city), machi (town), and mura (village) that had not been 
selected initially as core cities were examined to check whether they met the following 
criteria for identifying functional urban cores (for more discussion on the functional 
urban cores in Japan, see Glickman (1976) and Kawashima (1977).) 

(a) The number of commuters from the localities to the core city must be greater 
than 500. 

(b) The number of commuters from each locality to the core city must be greater 
than 5% of the total employment in that locality. 

(c) If a locality is eligible to be combined with more than one core city it is cum- 
bined with the core city to which the largest number of commuters go. 

(d) 75% of the ordinary households must be either "nonagricultural workers' house- 
holds" or "agricultural and nonagricultural workers' mixed households." (This criterion 
was adhered to less rigorously than the others.) 

Finally, for the identification of the hinterland for each functional urban core, the 
magnitude of the economic linkage of each locality to the functional urban cores through 
flows of people, goods and services, and information was considered in detail. 

Other political and geographtcal factors were also taken into consideration on a 
secondary basis, if necessary, to complement the foregoing criteria for the final delineation 
of core cities and their commuting fields and hinterlands. 

The work of delineating functional urban cores was originally started in 1973 by 
Glickman in collaboration with the present author, who has since revised the boundaries 
of functional urban cores and delineated their corresponding FURS. 

As indicated in Table 1 ,86  FURS were obtained for Japan. The geographical 
boundaries of the functional urban cores and FURS are shown in Figures 1 and 2.  

TABLE 1 FURS in Japan. 

Sapporo 
Hakodate 
Asahikawa 
Muroran 
Kushuo 
Obihiro 
Aomori 
Hirosaki 
Hachino he 
Morioka 
Sendai 
Ishmomaki 
Akita 
Yamagata 
Fukushima 
Aizu wakamat su 
Koriyama 
Mito 
Hitachi 
Utsunomiya 
Maebashi 
Takasaki 

Kir yu 
Chiba 
Tokyo 
Yokohamaa 
Odawara 
Niigata 
Nagaoka 
Toy ama 
Takaoka 
Kanazawa 
Fukui 
Kofu 
Nagano 
Matsumoto 
Cifu 
Shizuo ka 
Hamamatsu 
Numazu 
Fuji 
Nagoya 
Toyohashi 
Toyota 

Tsu 
Ise 
Otsu 
Kyoto 
Osaka 
KO be 
Himeji 
Nara 
Wakayama 
Tottori 
Yonaeo 
Matsue 
Okayarna 
Kurashiki 
Hiroshima 
Kure 
Fukuyama 
Shin onoselu 
Ubea 
Yarnaguchi 
lwakuni 
Tokushirna 

Takamatsu 
Matsuyama 
Imabari 
Niiharna 
Kochi 
Kitakyushu 
Fukuoka 
Omutaa 
Kurume 
Sass 
Nagasiki 
Sasebo 
Kumamoto 
Yatsushiro 
Oita 
Miyasaki 
Miyakonojo 
Nobeoka 
Kagoshima 
Naha 

a FUR without a hinterland. 



FIGURE 1 Functional urban cores in the system of Japanese FURS. 



FIGURE 2 FURS in Japan. 
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respectively (note that no hinterlands exist for the Yokohama, Ube, and Omuta FURs). 
For each of the three types of spatial unit (i.e. functional urban cores, hmterlands, and 
FURs) a data file was organized including information on area (hectares), and population 
and employment (for the years 1960, 1965, 1970, and 1975). 

These data show the following basic characteristics of the system of FURs in Japan 
as of 1970. 

(1) For functional urban cores (86 units): (i) they cover 23.35% (8,546,511 ha) of 
the land area and 7 1.40% (74,73 1,359)* of the population; (ii) they range in population 
size from 0.13 million (Yamaguchi) to 18.01 W o n  (Tokyo); (iii) the average area is 
99,378 ha and the average population size is 868,969. 

(2) For hinterlands (83 units): (i) they range in population size from 0.01 mdlion 
(Odawara) to 1.76 mdlion (Tokyo); (ii) the average area is 338,013 ha while the average 
population size is 360,648. 

(3) For FURS (86 units): (i) they range in population size from 0.15 million 
(Yarnaguchi) to  19.76 million (Tokyo); (ii) the average area is 425,600 ha while the 
average population size is 1.22 million. 

3 RECENT TRENDS IN JAPANESE URBANIZATION 

Although a variety of analyses could be carried out by using our data f ie ,  in this 
paper we report only on population changes, particularly those in urban cores (unless 
otherwise stated, an urban core hereafter denotes a functional urban core). 

By employing the "log-equal scale mode" (see Davis, 1972, pp. 17-20) to classify 
spatial units by population size we constructed Tables 2-4. (Below the population size 
class S4 there are theoretically three more classes: S l ,  0-3 1,249; S2, 3 1,250-62,499; 
S3,62,500-124,999.) From the tables the following basic information and interpretations 
can be derived with regard to the spatial evolution of FURS in Japan. 

(1) The urban-core area as a whole has gown much faster than the national average 
since 1960, although its growth rate has been gradually reduced. 

(2) The hinterland area as a whole has been continuously losing population since 
1960. Nevertheless, the speed of net outflow of the population from the hmterland area 
has been drastically reduced (the weighted average growth rate is - 0.9214% and the 
simple average growth rate is - 1.5202% for the period 1970-1975). 

(3) According to Table 5, which is based on Tables 2-4, the ratio of the weighted 
average growth ratio and the simple average growth ratio (which we may refer to as 
the ROXY (ratio of x t o y )  index) has been decreasing since 1960 for the total urban 
cores. Even though the ROXY index is a very crude measure for explaining the inter- 
class evolution patterns we can reasonably speculate that the continuous decrease of 
the value of the ROXY index reflects the process of population deconcentration over 
urbanized areas. 

* The urban population (i.e. the population residing in functional urban cores) as a fraction of the 
total population for the other three years for which data were collected was 64.34% (60, 670, 350) in 
1960,68.18% (67,639,658) in 1965, and 73.50% (82,275,810) in 1975. 
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TABLE 5 The ROXY index: the ratio of the weighted average growth ratioa and the simple average 
b mowth ratio . 

Spatial unit 
- -  

Time period 

Total urban cores 
Total hinterlands 
Total FURS 

a Weighted average growth ratio = 1.0 + [weighted average growth rate (%)I 1100. 
Simple average powth ratio = 1.0 + [simple average growth rate (%)I 1100. 
We can obtain 1.0620 from 1.1 14872/1.049783. The other results are obtained similarly. 

(4) The ROXY index for the total hinterlands has been increasing since 1960. l h s  
suggests that hinterlands with larger populations have either grown relatively faster or 
declined relatively slower than hnterlands with smaller populations. This interpretation 
becomes more justifiable in general if we look at  changes in the growth rates of hinter- 
lands for each population size class. 

(5) For the total FURS the ROXY index has decreased since 1960, although more 
slowly than for the total urban cores. However, we should be careful not to confuse the 
view that the phenomenon could be primarily associated with the deconcentration of 
population over the urban cores with an alternative interpretation according to  which it 
could imply the levelingaff of the hnterlands with respect to population size. Closer 
investigation of the growth rates by population size class (see Tables 2-4) is more likely 
to support the former view. 

Having obtained these basic facts (see Appendix 2 of this paper for some obser- 
vations on the assumptions underlying Tables 2-4) on the general urbanization trends in 
Japan, we shall now concentrate our attention on the growth rate of the urban cores by 
population size class shown in Table 2. If we plot, using the semilogarithmic scale, the 
five-year population growth rate (in terms of the weighted average) along the vertical axis 
and the average population level along the horizontal axis, we obtain the kinds of kinked 
lines shown in Figure 3 .  

Our rather casual empirical approach now allows us to  adopt the view that the 
growth-rate line has a tendency to turn in a dextrorotary sense with the fmed pivot point 
in the vicinity of a population size of 1 .S million (in this context we may call the popu- 
lation size class S7 the pivot class) and a growth rate of 12%. Consequently, the growth- 
rate line first becomes flatter and then gradually its negative slope increases. 

Two questions emerge from this, namely (1) how to formulate this phenomenon 
quantitatively on the basis of our limited data sources without conflicting with earlier 
knowledge of the urbanization process in Japan and (2) how to  use this formulation for 
short-term projections of urbanization trends. 

These issues wdl be discussed in the next section. 



.lul)anese junctional urban regions 



32 T. Kawashima 

4 SHORT-TERM PROJECTION OF THE URBANIZATION PROCESS 

It was noted in the last section that the population growth rate will probably con- 
tinue to increase in smaller urban cores but wdl decrease in larger cores. It is widely felt 
that thls tendency will continue in Japan for at least a decade or so from now. It is also 
generally admitted that (1) a significant negative growth rate of population in the larger 
urban cores in Japan will not be experienced within the next 10- 15 years and (2) the 
share of urban population in the national population wdl not increase dramatically in the 
near future but will instead tend to follow past trends. 

These preconditions have led us to formulate a framework which, in order to  
account for the phenomenon of urban rotation (this notion is used in view of the dextro- 
rotary characteristics of the growth-rate line discussed in Section 3), consists of the 
following steps. 

First round 

(1) For each population size class, as well as for the total urban cores, the path of 
the growth rate (three data points for each class) is approximated by a simple h e a r  
regression line. The related parameters and statistics are shown in the upper part of 
Table 6'. 

(2) For each population size class the regression equation is used to estimate the 
growth rate of population for the period 1975-1980 which appears in the first row of 
Table 7. We shall call this "the growth rate without adjustment". As an example, for the 
population size class S l 1  the growth rate without adjustment for the period 1975- 1980 
can be obtained through the computation 

(3) For each population size class the total population in 1980 is estimated on the 
basis of the growth rate without adjustments. 

(4) Aggregation of the population for each class results in a growth rate of 10.4737% 
for the total urban cores. 

(5) For the total urban cores the regression equation expressed in Table 6 is used to 
estimate the growth rate of population for the period 1975-1980. The estimated growth 
rate is 9.3534%. 

(6) For each population size class the ratio between 9.3534% and 10.4737%, equal- 
ling 0.8930, is multiplied by the growth rate without adjustment to obtain the growth 
rate with adjustment appearing in the second row of Table 7. 

(7) For each population size class the total population and the average population 
are estimated for 1980 on the basis of the growth rate with adjustment. They are shown 
in the third and fourth rows of Table 7. 

I am indebted to H.  Tsipouric for valuable assistance in the computer work necessary to complete 
this table. 
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Second round 

(1) For each population size class the future path of the growth rate, including the 
new point indicating the 1975 average population and the growth rate with adjustment for 
the period 1975- 1980, is approximated using a simple regression line whose parameters 
and related statistics are shown in the lower part of Table 6. 

(2) Procedures similar to steps (2)-(7) in the first round are used in order to obtain 
both the total and the average population in 1985 for each population size class. The 
results are shown in the seventh and eighth rows respectively in Table 7. (With the help of 
L. Castro, the author estimated the total population of Japan in 1980 as 116,423,976 and 
in 1985 as 120,639,624 by means of the Rogers-Willekens method (Willekens and Rogers, 
1978). A comparison of the total population in urban cores (shown in Table 7) with the 
estimated national population enables us to obtain 77.2767% and 81.1067% as the share 
of urban population in 1980 and 1985, respectively.) 

As clearly shown, this framework has the two following built-in pawls, one to 
restrict the height of the ceiling and the other to guarantee the level of the floor. (1) The 
regressionequation for the total urban cores serves as a tool to provide a sort of constraint 
value to h i t  the ceding of the growth of each population size class. (2) The format of 
our regression equation and the method used to obtain the growth rate with adjustnient 
ensure that larger urban cores have positive growth rates. 

Attempts to draw the two net growth-rate lines for the periods 1975-1980 and 
1980- 1985 by using the results in Table 7 have resulted in the one-circle broken line 

( - . - )  and the twocircle broken line (- .* -) in Figure 3 (just for reference the growth- 
rate lines without adjustment are also shown by dotted lines for the periods 1975- 1980 
and 1980- 1985). There are two noteworthy aspects of thls figure. First, the urban-rotation 
phenomena are explicitly represented. (This might be natural because our original 
intention was to formulate a framework in which urban-rotation processes could be 
reasonably simulated.) Second, the growth-rate line for the pivot class (population size 
class S7) originally went up and then started to come down. 

Summing up the preceding discussion, it should be noted that; (1) we have applied 
simple regression analysis to examine the relationship between the mean value of popu- 
lation and the mean value of growth rate for each population class size, (2) the use of 
niean values has generated rather high coefficients of determination in our regression 
analysis, and (3) the h i t s  and merits of carrying out the regression analysis by use of 
such mean values, for our study on the urbanization process, should be more care- 
h l ly  probed. 

5 CONCLUDtNG REMARKS 

In t h s  paper we first delineated the FURs in Japan. Then recent urban evolut~on 
processes in that country were examined by means of empirical and descriptive analysis. 
based on the data arranged for edch FUR. No attempts were made to offer a framework 
explaining the observed trends. However it is the intention of the author to undertake 
~ u c h  an effort. A promising theoretical approach to follow relates to the concept of urban 
agglomeration economies. 
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APPENDIX 1 : PICTURES OF URBAN DECLINE AS OPPOSED TO 
CONTINUOUS URBAN GROWTH 

Table A l . 1  shows examples w h c h  allow us to draw pictures of both urban 
decline and continuous urban growth. depending on the criteria used for delineating 
urban areas. 

On the basis of this table one could talk about the absolute urban decline in the 
cities of Tokyo and Osaka since 1965. In contrast continuous urban growth is suggested 
for both Tokyo and Osaka if we use the functional urban core as the spatial unit. It  
should be noted that although the population growth rates of  the functional urban cores 
in both Tokyo and Osaka have been declining they are still .ligher than the national aver- 
Jge. The growth rates of the hinterland areas for both Tokyo and Osaka have been con- 
tinuously increasing since 1960. 
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APPENDIX 2: ALTERNATIVES TO TABLES 2 AND 3 

The facts derived from Tables 2-4 are based on the classification of spatial units by 
the populations of the urban cores in 1975. Here, two questions are raised. (1) Would 
we do better to classify the urban cores by the population size observed in the base year 
for each five-year period, for which the corresponding growth rate has been calculated? 
(2) Would we do better to classify the hinterlands by their population size instead of the 
population size of the urban cores to which they are linked? Tables A2.1 and A2.2 were 
constructed to answer these questions partially. Roughly, the general implications derived 
from these two alternative tables seem not to differ significantly from those of Tables 2 
and 3 although much closer investigation would be required before a definite conclusion 
could be reached. 
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URBAN REGIONS IN THE SETTLEMENT SYSTEM 
OF POLAND 

Piotr Korceh 
Human Settlements and Services Area, Internutional Instilute for Applied 
Systems Analysis, Laxenburg (Austria) 

1 CONCEPTUAL BACKGROUND 

Traditionally, urban studies have been subdivided into several research approaches, 
e.g., settlement-network analysis, urban social ecology, land-use and population-density 
models, and diffusion-oriented models of urban growth. Linkages between the individual 
approaches remained very restricted until the late 1960s but since then their development 
has become increasingly interdependent. The concept of Functional Urban Regions 
(FURS) is a fairly typical product of this development, as it penetrates through a number 
of wellestablished branches of urban and population research. More specifically, the 
interest that it has attracted recently is related to three different albeit interconnected 
functions which i t  performs, namely those of (a) a spatial frame of reference in urban 
analysis, (b) a theoretical concept of settlement patterns, and (c) a policy-oriented con- 
cept of urban space. (These interrelated aspects were idenrified by Dzieworiski (1967a) 
in relation to  the more general notion of economic regions.) 

Scientists and planners had been dissatisfied for a long time with. the ways in whch 
urban areas were defined, following administrative criteria, by national as well as inter- 
rlationd statistical agencies. Thls gave rise to the adoption of a number of more aggregate 
statistical units such as the conurbation, the metropolitan area, and the urban agglomer- 
ation. More recently it has been postulated that the FURs represent a still more compre- 
hensive spatial framework, not only from the perspective of comparative analyses of 
urbanization trends but also in the context of the study of population flows. In fact the 
concept of FURS provides a spatial frame of reference that is well suited for research on 
spatial interaction and migration. A more comprehensive cognition of the anatomy of 
FURs should make it possible to restructure the existing models of spatial interaction 
which, in both their analytical and planning versions, are based on a rather oversimplified 
view of the interrelat'ws between the spatial patterns of residences, workplaces, and 
services w i h  an urban region. In contrast to d d y  human interaction, the main concern 
in migration studies is with moves occurring between, rather than contained within, 
urban regions. Migration that is attributable to labor factors takes place typically over 
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~ntennediate and long distances, whereas within the shortdistance range which corre- 
sponds to the spatial dimensions of urban regions such moves tend to be replaced by the 
dady journey to work. Hence, the adoption of FURS as spatial units in migration analysis 
d o w s  the separation of the basic types of move while focusing primarily on labor- 
oriented migration. 

The theoretical aspect of the FUR concept relates to its role of linking interurban 
with intraurban analysis. Attempts have been made in the past to apply individual con- 
ceptual frameworks, notably the central-place theory, at different spatial levels but these 
efforts have mostly represented a static approach. The concept of urban regions serves to 
interpret the extension of an urban place to a local settlement system as well as the tran- 
sition from a local to a regional scale in the analysis of settlement patterns. 

The development of settlement systems has been portrayed basically in three ways. 
The first approach is the one implied in the analysis of urban rank-size patterns. It has 
been generally found that the regularity in city rank-size distributions tends to increase 
over time and that it is positively correlated with the intensity and stability of human- 
occupancy and economic-activity patterns. With this as a premise, the rank-size regularity 
has been postulated to represent a measure of the integration of national settlement 
systems, and the development of such systems has been depicted by the evolution of 
urban rank-size curves. This concept, unlike the remaining two, has no explicit spatial 
dimension. 

The second interpretation of the evolution of settlement systems is closely related 
to the notion of urban regions and to the concepts which lie behind it. The starting point 
in the sequence is a hierarchical pattern of central places which evolves as a result of 
exogenous economic and technological factors. The spatial change involves, inter alia, the 
growing territorial division of labor and functional specialization, including the dissoci- 
ation of places of residence from places of work and recreation, as well as trends towards 
concentration and, subsequently, deconcentration of population and economic activity. 
These phenomena bring about a diminution of earlier differences between urban and rural 
areas in terms of conditions and patterns of life; this trend is particularly emphasized in 
centrally planned economies. If one assumes that a concentration-deconcentration syn- 
drome operates on a regional scale in the form of a cycle, then the former trend may give 
rise to a pattern of metropolitan regions (as described in the metropolitandominance 
theory) while the latter may in the long run result in a pattern of urban fields, as defmed 
in the theory of spatial interaction. However, if variations in overall population densities 
are introduced as an exogenous variable. the urban pattern may become polarized, as sug- 
gested by Boudeville (1978), into (a) central-placederivative forms with a discernible and 
ordered structure of flows and (b) metropolitan-area-related forms that are characterized 
by a high level of internal functional speciahzation accompanied by the disappearance of 
hierarchcal distance. In any case, according to this interpretation the development of 
settlement systems is to be seen as an evolution of linkages between cities and regions and 
in terms of the emergence of FURS. 

The third interpretation starts basically from the same point as the second, i.e. from 
3 hierarchical central-place model, but the change of this pattern over time is attribute.' 
not so much to intraregional linkages as to growing specialization and functional inter- 
dependence on a multiregional or national scale. The evolution of a settlement system is 
therefore depicted in terms of a growing range and spatial scale of interactions. At an 
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advanced stage in the development of a system, it may be claimed, interrelations between 
large cities (metropolitan areas, urban agglomerations) on a national scale become more 
important and intensive than relations between an individual city and its hinterland. Such 
assumptions prevail, for example, in the "largecity-focused model of city system develop- 
ment" proposed by Pred (1973). This approach to the structure of settlement systems is 
based on the analysis of spatially discontinuous linkages, in the case of which the friction 
of distance, usually represented by a distance-decay function, is of less importance. 

A review of theoretical assumptions and empirical evidence shows that the last two 
interpretations of the evolution of settlement systems are complementary rather than con- 
tradictory (Korcelli, 1978). Each deals with a different set of functions, which are charac- 
terized by a specific scale of interaction. T ~ I S  may be easily assumed in the case of every 
single function under static conditions. However, one can also postulate that when indi- 
vidual functions are plotted against a measure of distance (i.e. the spatial range of inter- 
actions which they generate) the resulting frequency distribution will reveal the clustering 
of functions within a few distance intervals. These intervals and the relevant sets of func- 
tions (interactions) represent major dimensions in the organization of human settlement 
systems. Two such intervals, which seem to account for a disproportionately large share 
of interactions, relate to  the spatial scale of urban regions on the one hand and to  the 
distance range separating major metropolitan areas (urban agglomerations) on the other. 

Admittedly, other intensive interactions within settlement systems can be identified 
(e.g., linkages between specialized manufacturing centers on a national level) which are 
not accounted for by either of the two dimensions identified. Nevertheless, the existing 
typologies of settlement systems (Bourne, 1975; Dzieworiski, 1971 ; Alayev and Khorev, 
1976) suggest that these two dimensions tend to dominate the overall pattern. The place 
of urban regions within the morphology of a settlement system depends, however, on 
factors such as the spatial scale of a given country, the density of its urban network, the 
type and level of  socioeconomic development, the natural environment, and the degree 
of internal homogeneity. Depending on these factors and configurations, the fraction of 
the total national territory that falls within the realm of urban regions varies substantially 
between individual countries. However, the expansion of this proportion over time repre- 
sents a universal trend. 

The foregoing hypotheses should of course be subjected to tests. In particular, 
investigations should be made of the spatial range of individual interactions within settle- 
ment systems and of their shifts over time. Such temporal trends, if identified. might 
support hypotheses according to which certain dimensions are replaced by others in the 
course of' settlement system development (e.g., interactions which were on an intraurban 
scale in the past may now be typical of the scale of urban regions). In addition, studies' 
can be made of  individual spatial dimensions within human settlement systems. This last 
approach is followed in the present paper which deals with the internal structure of, and 
interrelations between, urban regions. 

The planning and policyariented aspects of the FUR concept may be illustrated in 
the context of one of the basic regional planning issues, namely that of the functional 
versus territorial organization of human activity. There is a great deal of evidence of the 
increasing ascendancy of functional over territorial components in human-activity pat- 
terns. Professional affiliations become of greater importance than neighborhood ties (the 
trend persuasively depicted by Webber (1964) in his discussion of nonplace urban realms); 



44 P. Korcelli 

growing population mobility makes regonal communities less stable in terms of their 
composition and internal links; consumption patterns become more uniform on an inter- 
regional scale; finally, territorial divides have often been regarded as obstacles to eco- 
nomic and social integration on a national scale and have thus been fought against. Never- 
theless, in the literature on interregional disparities it is frequently pointed out that 
resources that are allocated to less developed regions tend to  create welfare effects in the 
more developed regions, an observation that has prompted authors such as Friedmann 
(1 977) and Stohr and Todling (1 976) to argue in favor of selective regional closure as a 
development-planning principle. 

The concept of FURs can give rise to the following interpretation of the evolution 
of interregional disparities: the emergence of urban regions represents a spatial polariz- 
ation of socioeconomic activity into production- and consumptionaiented patterns, 
i.e. the increase of the interregional division of labor and the expansion of daily human- 
activity patterns from a local to a regional scale. The spatial extension of interindustry 
linkages contributes to the lessening of interregional disparities as measured by aggregate 
social and economic indicators. Such disproportions are more likely to persist on an 
intraregional scale, despite the intensity of human interaction within urban regions. Tfus 
trend has been identified for a number of lughly urbanized countries (see for example 
Drewe, 1980). 

It has been suggested that the notion of FURs builds on a number of concepts of 
settlement structure and evolution. However, in order to describe its scope more precisely 
it is necessary to go back to the alternative definitions of urban regions, as used within 
the framework of individual theoretical approaches to the study of urban and regional 
systems. Die following versions of the notion of urban region can be identified. 

(1) "The nodal region" in regional analysis and regionalization theory (see Wrobel, 
1965). According to Whlttlesey (1954) the specific characteristics of such regions include 
(a) uniform internal organization, (b) the existence of a focus, usually represented by a 
city, (c) the existence of an internal circulation system, (i.e. flows of people, goods, and 
information), and (d) a "readable" morphology (i.e. division into a core, which contains 
the focus, and marginal zone). 

(2) "City hinterland" or "the tributary area" in central-place theory, This is also 
sometimes referred to as "the functional region" (Ray, 1968) and is defined as an area 
within which the flows of people and goods interconnect the given set of urban and rural 
communities into a functional whole. According to  this concept, the regional boundary 
corresponds to zero demand for goods and services that are available in the center and is 
determined by the structure of transportation costs and the distribution of alternative 
(competitive) centers. The flatter the gradient of transportation costs with distance from 
the center, the less pronounced is the spatial concentration of economic activity within 
the region and the larger is the tributary, or senice, area of a particular urban center. 

(3) "City-region" in the theory of the urban economic base and functional struc- 
ture of cities (Dzieworiski, 1967). This notion refers to an analogy between the city 
and the economic region, defined as a subspace in the general socieconomic space. To 
delineate an economic region within the space in question it is necessary to determine its 
identity in relation to other (peripheral) areas as well as to reveal its connections with 
those areas. The procedure that is followed in urban economic-base studies is largely 
similar to the one described earlier; the identification of city-exogenous functions allows 
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one to  determine relations between the city and the socioeconomic space (the rest of 
the economy) while the endogenous functions and their range can be interpreted as 
delimitation of the city (i.e. a subspace) within the general space. The relative openness 
or closure of the urban economy is treated as a function of the spatial mobility of the 
population. Increasing mobility leads to  the identification of the city with what was origi- 
nally its service area. As a consequence of this the lowerarder centers that are located 
within such an area become transformed into elements of the internal structure of the 
city-region. 

(4) "Metropolitan region" in the theory of metropolitan dominance (Duncan et al.. 
1960). According to this concept, the emergence of a metropolis is considered as an 
effect of advanced economic specialization and temtorial division of labor. This develop- 
ment leads towards a transformation of the settlement structure described by central- 
place theory, i.e. towards the concentration of the productive, commercial, and mana- 
gerial functions of a large region within a single metropolitan area. The concentration 
proceeds at the expense of smaller urban places situated in the zone of metropolitan 
dominance (the metropolitan shadow). These towns gradually lose their former functions 
or specialize in a few functions, thus becoming subdominant centres. In the concept 
under discussion the stage of metropolitan economy is associated with technological 
irnprovements in transportation and the replacement of local linkages in production and 
commercial activity by regional linkages. 

(5) "Urban region" in the growth-pole theory (Boudeville. 1978). According to 
this concept the transformation of a traditional settlement network under the impact of 
economic and social change results in the emergence of two distinct types of urban pat- 
tern. namely the polarized region and the urban region ("la region urbaine"). The latter 
is formed in densely populated areas and is characterized by (a) the replacement of 
internal migrations (still a dominant type of population movement in the case of the 
polarized region) by the daily journey to  work, (b) the high internal specialization of 
economic functions and, in particular, the development of quaternary activities as a 
major sector of the regional economy. (c) noduerarchical spatial diffusion patterns, and 
(d) a tendency to retain and reinvest locally created wealth (this feature results in the 
ability of the region to transform and modernize periodically its basic activities as well 
as the infrastructure). 

(6) "Regional settlement system" in the concept of national settlement systems 
in  both its positive (Dziewonski, 1971) and its normative (Khorev, 1971) versions. The 
fbrmer claims that at an advanced stage of settlement integration the major structural 
dimension of  settlement is represented by interrelations between urban agglonlerations 
while the relations of each agglomeration with its surrounding region pertain mostly to 
consump tion, public services, and administration rather than to specialized manufactur- 
ing functions. In the planning concept of unlfied settlement systems (which in fact refers 
to a higher level of spatial aggregation) local systems correspond to regional settlement 
systems, which are identified with territorial-production complexes. 

(7) "Urban field" or "daily urban systems" in spatial-interaction theory (Friedmann 
and Miller, 1965; Berry, 1973). The spatial extent of such units (containing a core and 
periphery) is determined by the range of daily contacts (basically trips) by the resident 
population. Following this definition, settlement systems are built of mutually overlap- 
ping networks of places performing residential, employment, service, educational, social, 
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and recreational functions that are interconnected by a pattern of everyday flows. 
Together with declining transportation costs (relative to other costs) and/or declining 
demand elasticity for transportation, the boundaries of urban fields or daily urban sys- 
tems are pushed away from their centers while the peripheral zones gain functions which 
were originally concentrated in the core. This process may ultimately lead to a reversal 
of the traditional core-periphery proportions. The limits of the spatial expansion of 
urban fields are usually identified with economic factors and restrictions on individual 
time budgets rather than with technological barriers to movement. 

The foregoing versions of the notion of urban regions do overlap considerably but 
since each has been generated within a different theoretical framework it points to differ- 
ent aspects of spatial patterns and relationships. The versions can be ranked according to 
the spatial scale to which they pertain as well as according to the temporal sequence of 
the phenomena and processes described. The former approach was adopted by Dickinson 
(1 964) who identified four distinct aspects of the regional ties of the city, namely the 
spheres of (a) urban land use, (b) urban settlement (i.e. daily commuting), (c) social and 
cultural relations, and (d) economic relations. However, most of the versions of the 
notion listed are multidimensional in the sense that they refer to both the economic and 
the sociocultural linkages as well as to daily person-trips. Nevertheless, it is possible to 
divide them into two broad groups, one following the functional and the other the 
morphological tradition in urban studies. The former category includes the notion of 
city hinterlands, as postulated in the central-place theory, the city-region in urban 
economic-base theory, the metropolitan region, as well as the concepts of regional settle- 
ment systems. The remaining concepts fall basically into the morphological category 
although all o f  them share some functional characteristics as well. 

The concept of FURs is perhaps most closely associated with the notion of daily 
urban systems but it is broader and less operational than the definition of daily urban 
systems. The FUR has been claimed to represent a generalized concept of urban regions 
although it fails to account for all the major characteristics of the specific concepts. For 
example, both Boudeville's urban regions and Duncan's metropolitan regions refer to 
relationships and magnitudes which extend well beyond the scope of a standard FUR 
definition. This is particularly true when the F U R  are tailored in such a way as to allow 
(for comparative purposes) the exhaustwe division of a territory in question into urban 
regions. 

The boundaries of FURs have been commonly associated with the range of the 
journey to work for at least two reasons. First, it was the labor-market structure whch  
constituted the focus of interest to the authors of the classical studies in the field (Berry, 
1973; Hall et al., 1973). Second it has been stipulated that commuting may serve as a 
diagnostic variable for a much broader range of phenomena since its patterns tend to 
correspond to the spatial structure of other social and economic variables such as tertiary- 
sector linkages, the organization of  the technical infrastructure, as well as social and 
economic characteristics of  the population including the occupational structure, the 
demographc structure, and the educational level. Although such assumptions have never 
been tested 01. extensive sets of  empirical data the available evidence (see for example 
Potrykowska, 1979) does not disprove them. Therefore commuting is meant to serve in 
the FUR concept as a proxy for a more complete description of the spatial configurations 
and flow patterns with respect to socioeconomic phenomena. As a consequence of t h ~ s  
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FURS defined according to the range of commuting to and between urban centers can 
also be treated as multidimensional socioeconomic regions (see also Alayev and Khorev, 
1976). 

2 IDENTIFICATION OF FUNCTIONAL URBAN REGIONS 

There have been a large number of studies published on economic regiorialization. 
the delineation of urban agglomerations, and commuting patterns in Poland. It is beyond 
the scope of this paper to review that voluminous work but its contribution should be 
acknowledged. The present study was aimed at the identification of basic trends in popu- 
lation employment and housing distribution by types of urban regions and their morpho- 
logical zones. Such trends were studied over the period 1950-1973 for which colnparable 
data exist. It was stipulated that spatial units should be defined for a midpoint (rather 
than an endpoint) of the period under analysis. In practice FURS were identified on the 
basis of the commuting survey carried out in 1968 by the Central Statistical Office 
(Gt6wny Urzad Statystyczny, 1973). The survey covered all cities with a population of 
50,000 and over as well as a few urban places just below this threshold. Territorially 
contiguous clties were considered as one core area even if some of them had less than 
50.000 inhabitants; similarly two or more noncontiguous urban places were also con- 
sidered as one core area if their commuting sheds overlapped substantially. As a conse- 
quence of applying these rules the 1968 survey covered the commuting zones o f73  urban 
places. They include all major regional and subregional centers performing labor-market 
functions, except for several specialized industrial centers which attract a considerable 
number of commuters but which have been omitted on the grounds of the population 
threshold criterion. By application of the aforementioned rules of aggregation, the 73 
urban places were collapsed into 41 core areas. The boundaries of the commuting sheds 
were detined according to the ratio of commuters among the economically actlve non- 
ugricultural population. The threshold value representing the extent of'the commuting 
regions was arbitrarily chosen to be 20%. 

For the purposes of the present study the Central Statistical Office definitions 
were modified to allow for an analysis of urban trends over time. In particular (a) more 
aggregate spatial units were used as basic building blocks in the regionalization procedure, 
(b) areas characterized by substantial overlaps of commuting flows were merged to form 
larger regions. and (c) several additional core areas were defined on the basis of labor- 
market, central-place, and planning-related criteria. 

A more detailed description of the procedures followed is contained in an earlier 
paper (Korcelli, 1977). The peripheral zones, i.e. areas situated beyond the commuting 
sheds of individual centers, were defined on the basis of central-place and administrative 
criteria. In most areas the peripheral zones send some commuters to the cores but their 
share with respect to the total nonagriculturallabor force is less than 20%. In the southern 
and central parts of Poland, where commuting to work is more widespread, the peripheral 
zones account for a smaller proportion of the total area than in the remaining regions. 

The resulting spatial Fattern of  FURS is shown in Figure 1 and Table 1. L k e  any 
regionalization scheme it can be criticised because of  the arbitrariness of the cnteria used 
and/or for its lack of correspondence with the observed variations of the phenomena 
under study. Both types of  reservation are valid in the present case. The population- 
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FIGURE 1 Functional urban regions in Poland. The names of the regions are given in Table I. 

threshold criterion for the core areas, despite its nonrigorous use, still eliminates a num- 
ber of  smaller labor-markets which, if included, would have substantially modified the 
reg~onal pattern. Furthermore, the urban regions identified vary considerably in terms of 
their economic and population potential as well as their spatial-occupancy patterns. No 
account is taken o f  the regional hierarchy which had been reflected in, and t o  a degree 
shaped by, the  previous administrative divisions. In fact the regional pattern is dominated 
by a subset of  some eight core areas of national importance t o  which the remaining cores 
are subordinated in terms of transportation networks and specialized tertiary and,  in 
particular, quaternary functions. The leading cores attract commuters from all parts of 
their hinterland; in  contrast, regions with smaller core areas, unless they are located close 
t o  metropolitan centers, have a larger fraction o f  their area covered by locally oriented 
settlement systems. 

Variations that exist between the FURS are illustrated by the distribution of the 
selectivity of the journey-to-work parameter derived from Schneider's intervening- 
opportunity formula. The selectivity is defined as 
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where y, is the number of nonagricultural jobs in region i and Rij is the percentage of the 
labor force in region i which, owing to "insufficient opportunities" there, travels to work 
to other regions (see Gtogowski, 1978). A frequency distribution of values of the selec- 
tivity parameter, when calculated for the same set of basic spatial units which were used 
in delineating the FURS, reveals the existence of several hierarchical levels, corresponding 
to the patterns o u t h e d  earlier (see Figure 2). The lowest L values are characteristic of 
the largest metropolitan centers; the next-lowest indexes correspond to second-ranking 
regional centers and to the hinterlands of the largest cities, in which case the R term 
becomes dominant. The subsequent categories of progressively higher selectivity values 
are attributable to smaller areas and to the outlying zones of the large FURS. 

A comparison of commuting and migration patterns throws more hght on the 
question of hierarchy and nesting within the system of FURS. For Poland these patterns 
are lughly intercorrelated in space, whlch suggests that the daily journey to  work tends 

1-1 IV (highest) 

FIGURE 2 The distribution of values of the journey-to-work selectivity in 1973 (after Gbgowski, 
1978). 
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to serve as a substitute for migration over a considerable distance range. The majority of 
moves are regional in terms of range; t h s  is true even in the case of the city-voivodslup of 
Warsaw, the area with the highest net migration gain. The exception to t h s  rule is the 
Upper-Silesian conurbation wluch attracts migrants from all regions of Poland. Typically, 
rural-to-urban moves are focused on a local town or city and moves between urban places 
follow the urban size hierarchy while also obeying the spatial-proximity rule. However, 
moves originating from middle-size cities (as well as large cities) break the prevailing 
regionally centered pattern of internal migration. These cities represent the main linkage 
in the national system of human interaction, especially since the volume of intermetro- 
politan moves is relatively small (the patterns of business, tourist and vacation. and 
family-related travel are nationwide and are dominated by metropolitan centers). It 
should be emphasized that particular reference is made here to urban places in the 
40,000- 100,000 population bracket, i.e. to  a group of smaller core cities as identified 
in the FUR study. 

The pattern of FURS is relatively close to  the new administrative division into 
voivodships (first-order units). (The reform was conducted during 1973- 19'75 and 
involved a shf t  from a three-level division with 22 voivodships, 39 1 poviats, and some 
1300 communities, to  a two-level structure with 49 voivodships and some 9200 town- 
ships.) This finding is hardly surprising since it was an objective of the administrative 
reform to create regions with a high degree of closure with respect t o  the settlement 
network. Major differences between the two patterns can be found in the vicinities of the 
iargest cities, i.e. Warsaw, Lddi,  and Cracow. In the administrative division these regions 
were defined so as to encompass the respective urbanized areas rather than their much 
larger labor-supply and service-supply sheds. This is illustrated in Figure 3 which gives 
the distribution of the values of an index of regional closure 

where T., is the number of persons commuting to voivodslup i from all other voivodshps, 
<. is the number of persons living in voivodship i but worlung in other voivodships. and 
l', is the population of voivodship i. It follows from Figure 3 that those administrative 
regions which are situated in the proximity of Warsaw, Lddt. and Cracow are charac- 
tenzed by a lower level of closure than the remaining units. Furthermore, the pattern 
supports the notion of a hierarchy of urban regions discussed earlier. 

One can expect that the new administrative structure wiU have an impact on the 
formation and evolution of FURS and that the two patterns wrll tend towards conver- 
gence. This is largely due to  the role of spatial administrative units, under planned- 
economy conditions, as planning and economic regions (see Leszczycki, 1971). In fact 
a feedback relation exists between the pattern of administrative regions and the pattern 
of spatial economic structure. For example, a policy in establishing townshps since 1973 
has been that these units should have sufficient size, population, and economic potential 
to stimulate the transmission of agricultural innovations and the efficient organization 
of community services (,particularly educational systems which, like other quarternary 
activities, are spatially organized on the basis of administrative divisions). On a conceptual 
note, it is also possible to talk about complementary characteristics of the two spatial 
divisions, one of which emphasizes the journey to work while the other emphasizes 
the central place and administrative linkages. The spatial ranges of these two types of 
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FIGURE 3 The journey to work between voivodships in 1973: the distlibution of regional~losure 
index values. 

interaction are superimposed one on the other but they do not overlap completely. It 
should be noted that about one-half (48% in 1968) of all commuter trips are accounted 
for by the industrial sector, the internal organization of which is primarily vertical in 
character. One can therefore treat the commuting regions and the administrative regions 
as two specific, although partly overlapping, spatial-interaction frameworks. 

3 THE EVOLVING STRUCTURE OF FUNCTIONAL URBAN REGlONS 

Variations between the FURS are reflected in (a) the degree of "maturity" and 
(b) the degree of internal closure. These factors help to explain the observed relations 
between the core areas, the commuting zones, and the peripheral areas with respect to 
the distribution of population, workplaces, service facilities, and housing stock. The 
graphs in Figures 4-6 show notable regularities in the way population growth rates 
evolved during the 1950-1973 period (the FURS are arranged by size of core whlch 
serves as a proxy for maturity). There is a negative correlation between the population 
size of a core and its share in the total regional population on the one hand and the mag- 
r~irude of the change over time on the other. In fact this negative relation is true of the 
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FIGLIKE 4 Population change by zones of FURS for 1950-1960. 

lour catcgones of urban regions at  the top of the scale (i.e. those with core areas of over 
i 50,000 inhabitants); in these cases the share of  the core expressed in percentage polnts 
grew b y  1.6, 0.4. 8.1, and 10.1, respectively. For  the smaller size categories o f  urban 
regions the relevant values were nearly uniform, i.e. 4 .8 ,4 .9 ,4 .7 .  and 4.5, respectively. 
Individual periods were characterized by substantial variations in the rate of population 
'hange although it can be seen that the highest rates were moving somewhat up  the slze 
scale of  urbrui regions. 

During the decade of the 1950s the negative relation between size of  core and 
population growth rates was quite regular, with the only deviation occurring in rhe 
100,000-150,000 core-population category. The rapid expansion at  the core was due to  
rhe rebuilding o f  cities after wartime destruction and t o  the extensive industrialization 
underway. Commuting zones and the peripheral zones (as in 1968) in that period grew 
only about half as fast as the core areas, and there were no pronounced regularities in 
the distribution o f  these rates o f  growth according t o  size o f  core except for the clear 
case of  substitution in the  population dynamics between the cores and hinterlands of  
medium-to-large cities with 150,000-200,000 inhabitants. 

The next dec.de witnessed a decline in the rates of  growth of  core areas accom- 
panied try a parallel but  less pronounced decrease of the corresponding rates within the 
commuting zones. For  large cores the growth rates were matched o r  even surpassed by 
the respective rates encountered in the surrounding zone. Finally, after 1970 large core 
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FIGURE 5 Population change by zones of FURS for 1960-1970. 

areas registered an acceleration of growth both in absolute terms and relat'ive to  their 
hinterlands. 

Thus over the whole 1950-1973 period the population concentration was becom- 
ing greater in all groups of regions, but particularly in those units whose core areas are 
cities of  200,000-600,000 inhabitants. The population share of the largest cores remained 
stable. and even declined somewhat during the 1960s, a trend which can be largely attrib- 
uted to urban growth-limitation policies followed during that period. The reversal of this 
trend since 1970 reflects the new spatial policies spelled out in the National Plan of 
Physical Development (1970-1990) which aims at "a moderate polycentric concentra- 
tion". Another generalization that can be drawn from the population distribution pat- 
terns relates to peripheral areas. Their rates of growth were typically lowest in the case of 
regions with large city cores but higher than the growth rates of the commuting zones in 
the regions dominated by middle-size cities. Thus, while the commuting zones in the 
former category of regions experienced fast growth as a consequence of spillover from the 
center, in the case of the latter group the cores were growing to  a certain degree at the 
expense of their immediate hinterlands. 

The changes in corelrest-of-region p.aportions in terms of housing stock (Figure 7) 
are, as expected, quite close t o  the trends in population distribution. The share of core 
areas grew even faster with respect to  the number of dwelling units than with respect to  
population size. This is partly explained by variations in family size and composition but 
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FIGURE 6 Population change by zones of  FURS for 1970-1973. 
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I'LGURE 7 Trends in the spatial distribution of housing for 1950-1973. 
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it also indicates that core areas were generally favored over the remaining areas by 
housing-construction and housing-allocation policies. 

The distribution of industrial employment (Figure 8) followed a somewhat differ- 
ent pattern. The 1960-1970 decade showed a trend towards concentration of industrial 
jobs in the core areas but the early 1970s saw a decline in the share of central zones, 
particularly in the three largest size categories of urban regons. Thls is a characteristic 
phenomenon in the evolution of the internal structure of urban regions; according to 
the existing evidence it is not completely clear whether it precedes or follows the popu- 
lation deconcentration. The question requires further study since it pertains to  an import- 
ant aspect of the interrelations between the internal change of urban regions as places of 
residence on the one hand and as labor markets on the other. 

Yet another aspect of the evolving structure of urban regions refers to  the distri- 
bution of tertiary functions and the specialization of individual urban places in service- 
sector functions. The existing theory contends that the per capita intensity of tertiary 
activities tends to be related t o  city size, the size being strongly correlated with both the 
hierarchical orders and the proportions of the urban economy accounted for by the 
endogenous sector. Another segment of the theory (i.e. the metropolitan-region concept) 
puts forward the notion of the metropolitan shadow but this concept has been implicitly 
revoked by the proponents of the urbandeconcentration (or even counter-urbanization) 

Population of core ( x lo3) 

FIGURE 8 Trends in the spatial distribution of industrial employment for 1960-1973. 
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TABLE 2 Median sums of ranks for selected tertiary-sector indexe.9. 
-- 

No. Urban places by categories 1960 1965 1973 
-- -- 

FIIR criterion 
1 Core cities 3470 3626 3969 
2 Urban places in the commuting zone 3748 3788 3373 
3 llrban places in the peripheral areas 3224 3137 2940 

Administra five criterion 
4 Former voivodship capitals (1 7 units) 3599 3570 30 36 
5 New voivodship capitals (49 units) 3385 3528 3806 
6 Former poviat centers (326 units) 2938 3060 2962 

7 AU urban placesb 3493 34 36 3177 

" Source: Korcelli and Potrykowska (1979). The indexes refer to per capita numbers of retail outlets, 
eating and drinking establishments, dry cleaners, theater seats, hotel beds, high school students, secon- 
dary vocational school students, and volumes in public libraries borrowed during a year. 

891 units in 1960 and 1965; 814 units in 1973. 

approach, as expressed in the concept of urban fields. What do the data for Polish cities 
suggest, against this background? It follows from Table 2 that the per capita concentra- 
tion of tertiary-sector activity is highest in those urban places which are situated in the 
peripheral areas of FLTRs. Typically, these are small and medium-size market centers 
serving the surrounding rural territory. About 50% of these towns were seats of adrninis- 
trative units of the second level (a subcategory in group 6 ) ;  the second-level administrative 
units have the highest aggregate ranks (lowest sums of ranks) of all the categories of urban 
place, as shown in Table 2.  Urban places located in the commuting zones represent an 
opposite case, i.e., the lowest level of tertiary-sector development, in accordance with the 
concept of metropolitan shadow. A large part of these units, particularly those in the 
bottom quintile of the rankardered structure, are specialized manufacturing towns situ- 
ated within urban agglomerations. During the 1950- 1973 period the pattern underwent 
substantial transformations. The tertiary-sector indicators increased in the case of the 
commuting-zone towns wlule they declined, relative to mean values, for the core cities. 

In order to  interpret the observed pattern it is necessary to refer to (a) the propor- 
tions accounted for by other components of the urban economy. especially the industrial 
sector, (b) the changing character of service functions depending on city size (i.e., the 
same function may fall Into an exogenous or an endogenous category), and (c) the 
absence of hgh-order functions among those under study. The decline in the median 
service-sector ranks in the case of core cities can be explained by referring back to differ- 
ences in population dynamics between the individual zones of FURs (if the rural popu- 
lation is excluded the aggregate growth rates for the commuting and peripheral zones a1.e 
still lower than those for the cores). Against the trend for all urban places during the early 
1970s, the core cities were attracting industry and population faster than they were 
attracting service activities. Two possible complementary interpretations can be suggested. 
According to one, the trend reflects a short-term disequilibrium. Alternatively, the devel- 
opment of  tertiary activity in these cities was mostly contained within the endogenous 
sector of their economy. 



4 CONCLUSIONS 

A number of research hypotheses pertaining to the structure and evolution of urban 
regions have been put forward in the relevant literature. The following objectives seem to 
be among the most justifiable: (a) to determine the degree to which the pattern of urban 
regions is reflected in the spatial structure of population, economic activity, and infra- 
structure, and to fmd out whether this pattern is becoming more, or less, pronounced 
over time; (b) to identify interactions (linkages) which are typical of the scale of an urban 
region and to unfold the interdependence between the range of individual interactions 
and the internal structure of urban reaons; (c) to  study the nature and intensity of the 
linkages between the cores of FURS; (d) to interpret intraregional changes in population, 
economic activity, and infrastructure from the perspective of general economic and 
demographic trends as well as spatial policies and planning goals. 

The empirical part of the present paper pertains mostly to  the last of the objectives 
listed but some of the other items are incorporated in ongoing research on the settlement 
system, migrations, and daily human-interaction patterns in Poland. 
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THE SETTLEMENT SYSTEM AND FUNCTlONAL URBAN 
REGIONS IN THE GERMAN DEMOCRATlC REPUBLIC 

Part I: Structure and Dynamics of the Settlement System 

Joacilim Heinzmann 
lnstitute of Geography and Geoecology, Leipzig (GDR) 

1 INTRODUCTION 

During the 1970s extensive research work was carried out in the German Demo- 
cratic Republic pertaining to the role of the settlement system withn the overall terri- 
torial structure and to settlement dynamics. It was generally recognized that the optimal 
developrnent ot' settlements represents an important precondition for the harn~onious 
development of the territorial structure of the country as a whole. The Institute of 
Geography and Ceoecology of the Academy of Sciences of the CDR is actively partici- 
pating in these research efforts. Tlus paper, which is based on reports and findings by a 
number of scientists of the Institute, summarizes major results of these investigations. 

2 MAIN FEATURES OF THE SEITLEMENT STRUCTURE 

International comparative studies (see for example Dziewonski, 1979) show that in 
inany countries the settlement system is subdivided into three main levels. However, the 
nature of these spatial dimensions varies between individual countries since it is determined 
by the respective socioeconomic and spatial conditions. 

The hierarchical structure of the settlement system in the CDR can be described in 
the following way: (1 )  a national level representing the integrated settlement system of 
the country; (2) a regonal level comprising settlement systems larger than a subdistrict 
(Kreis:); (3)  a local leve! comprising settlements and settlement systems below the sib- 
district scale. 

The rnost stable con~plex economic regions and settlement systems are fairly well 
approximated by the existing sp~ti:' political-administrative units. On the local level 
these units are towns and communes while at the regional level they are subdistricts and 
districts. Because of the development of functional interrelations, however, the adminis- 
trative boundaries are increasingly crossed arld new complex spatial units are formed: 



6 2  I. Heinzmann 

e.g., associations of communities (Gemeindeverbaende) on the local level and city- 
hinterland regions (Stadt-Umland-Regionen) on the regional level (see Kronert, 1977). 

Between the settlement systems on the local and the regional level on the one hand 
and on the national level on the other there are not only differences in scale but also 
differences in quahty. Obviously there is a difference in the priority of the elements and 
relations constituting these systems. The local and regional systems, especially the city- 
hinterland regions, are delineated miuniy by spatial social relations. On the national level 
the most important system-forming functional relations are of an economic character, 
e.g., supply distribution and organizational linkages. 

2.1 The Role of the Political-Administrative Division in the Development of the 
Settlement Systems 

The most important spatial political-administrative units in the GDR are the 
districts (Bezirks) and subdistricts (Kreises); major social and economic processes are 
contained within these units. The present division of the CDR into districts and sub- 
district, was established in 1952. ' h s  included the designation of both district and sub- 
district centers. Thus a spatial framework was set up for the further development of the 
regional economy and the settlement system. As far as their social effectiveness and the 
principle of spatial order are concerned. the delineation of district and subdistrict 
boundaries went far beyond political importance. 

The capital of the CDR (Berlin), the 14 district towns, and some 200 subdistrict 
towns represent chief nodes within the settlement system, and centers of social develop- 
ment and planning. Twenty-five years of experience have shown that the establishment 
of districts and subdistricts and their respective centers has created a stable and well- 
operating spatial framework for the development of social and economic activities. 

The functions of the capital, Berlin, include the provision of impulses for the 
development of the system of regional distribution of social and economic activities 
and thus for the development of the settlement system. The district towns are political, 
administrative, economic, social, and cultural centers for the corresponding spatial 
units. The subdistrict towns fulfill analogous functions on the lower hierarchical 
level. They provide focal points higher than the community scale which impinge di- 
rectly on the living and working sphere of all individuals. Therefore the daily accessi- 
bility of these centers to the inhabitants of the communities is an important criterion 
of the efficiency of the local settlement systems (Grimm, 1974; Luedemann and 
Heinzmann, 1978). 

2.2 The National Settlement System 

The large and medium-sized towns in the CDR constitute the framework for 
national socioeconomic development over space. They are the largest concentrations of 
production and the most important centers of the working class, of political and eco- 
nomic management and planning, of science and education, and of communication and 
transport. Finally, they form core areas for city-hinterland regions. 
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The identification of the intensity and quality of the functions and functional 
relations between large and medium-sized towns has led to s hypothesis according to 
which a relatively autonomous town system exists in the GDK. This system is interpreted 
as a subsystem of the national settlement system and is characterized by specific inter- 
urban linkages in terms of production, management, and information flows. 

2.3 The Regional Settlement Systems 

Apart from the political-administrative entities, the most fully developed complex 
spatial units are the city-hinterland regions. This type of regional settlement system has 
been extensively studied in the GDR. The city-hinterland regions are characterized by a 
number of internal functional relations and common structural features. Their boundaries 
and interior subdivisions are basically determined by social factors. These social com- 
ponents are of course interrelated with economic conditions and activities. 

The city-hinterland region is defined as a complex economic and residential region 
ir~fluenced by a town, and at present it extends in many respects beyond the boundaries 
of a subdistrict. 

The territorial division of functions connected with working, housing, education, 
service activities, and recreation takes place particularly on the regional level. The part oi' 
the requirements which cannot be satisfied at  a given place of residence can be realized 
within the scope of city-hinterland relations. Thus the urban centers offer working places 
as well as material and cultural semces to the rural population in their hinterland. Con- 
versely, the urban population uses the hinterland for recreation and leisure. Hence the 
concept of the city-hinterland region allows the rationalization, management. and 
planning of a territorial division of functions. The planned development of such regions 
can contribute to the diminution of existing differences in the living standards between 
urban and rural areas. 

2.4 The Local Settlement Systems 

On the local level the administrative towns and communities are the most stable 
elements. However. since about 1968, the formation of local settlement systems has been 
promoted owing to the development of associations of communities (Gemeindeverbande). 
These associations are cooperative ventures aimed at jointly carrying out communal policy 
and adapting government management and planning to the development of the productive 
forces, mainly in agriculture. A starting point of this process was the transfer of industrial 
production methods to agriculture, which led to the formation of large production units 
extending far beyond the boundaries of one municipality. Although cooperation in 
agriculture greatly stimulated the formation of the community associations it was not the 
only determinant of the extent of such groupings. With respect to the development of 
settlement systems, their emergence promotes the concentration process. 

The Local Representatives Act of 12 July 1973, expressly stresses that the formation 
ot associations of communities has to be " . . . in correspondence with the long-term 
government settlement policy and with the developments of industry and agricuiture9. 
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The aim of such cooperation is the coordinated and concentrated utilization of material 
and financial resources for a more rapid improvement in the working and living con- 
ditions of the local population. Small towns are also included in the associations and act 
as their centers. Where such small towns do not exist a larger rural settlement is designated 
as the center. One generally observes that these centers gradually take over more and 
more central functions for the whole association. Central institutions for agriculture (e.g. 
agricultural-chemical stations, processing plants, infrastructural units) and also housing 
construction tend to be concentrated in them. Functional relations between munici- 
palities increase in both quality and quantity, which gives rise to the stepwise formation 
of a new type of settlement system on a local level. 

3 THE MAIN RECENT TRENDS IN THE SETI'LEMENT SYSTEM 

Changes in the structure and function of settlement systems are long-term processes. 
Such changes are expressions of the continual adaptation of the settlement to more 
dynamic social and economic development. The network of rural and urban places is 
regarded as the most stable element within the settlement system. In contrast, their 
functions show a greater variability. 

The degree of urbanization in the GDR has increased constantly over the last few 
decades, although a high initial level had already been reached before World War 11. The 
percentage of the population living in towns of over 20,000 inhabitants increased from 
39.2 in 1950 to 40.5 in 1960,44.1 in 1970. and 48.1 in 1979 (see Statistisches Jahrbuch 
der DDR, 1980). The urbanization process continued to advance in spite of a decreasing 
population total for the country as a whole. 

The rank order of the large and medium-sized towns basically remained constant 
over the same period. This is an expression of the relatively hlgh stability of the settle- 
ment network of the GDR. The largest increases in population occurred in those towns 
that were characterized by extensive new industrial development (e.g., Hoyerswerda, 
Schwedt, Eisenhuettenstadt, Cottbus) or in those which had been designated as new 
administrative centers of districts (Neubrandenburg, Suhl). 

3.1 Development of the Employment Structure 

The employment structure can be used as a measure of the development of town 
functions. For 320 major towns a distinct increase was noted between 1950 and 1970 in 
employment related to infrastructure (i.e. tertiary activities) as opposed to industrial 
employment. The proportion of people working in industry decreased from 1950 to 1964 
but it remained about the same from 1964 to 197 1. 

It follows from Table 1 that the changes in the share of industrial employment in 
the 320 towns were opposite to trends for the remaining settlements. However, in the 
towns the absolute number of people who were employed in industry also increased. 
These tendencies reflect the decrease in the differences between rural and urban areas as a 
result of industrialization and the productivity growth in agriculture as well as of the 
transformation of villages and small towns into workers' residences. In the towns of the 
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TABLE 1 Percentage of total employment in industry and in infrastructure, 1950-1971a. 

Sector Region 1950 1964 1971 

lndustry 320 towns 54.8 50.8 50.8 
GDR 44.0 49.3 51.5 

I~iiraslructure 320 towns 40 .O 45.7 47.0 
(tertiary activities) GDR 28.2 35 .O 36.1 

a Source: Institute of Geography and Geoecology (1978). 

agriculturally oriented northern and central districts of the GDR the share of industrial 
employment also increased between 1964 and 1971 (e.g., in the district of Schwerin from 
34% to 36%, in the district of Neubrandenburg from 3 1% to 34%. and in the district of 
FrankfurtIOder from 4 1% to 44%). 

3.2 Development of Migration 

A sumrnary presentation of migration processes in the GDR was given by L.uedemann cl r l l l  

I lcinzniann (1978). Their account can be supplemented with some more recent results. 
Since the early 1960s long-distance (interregional) migration has favored the eastern 

districts oECottbusand FrankfurtIOder and the capital Berlin. That rneans that a continu- 
ous migration loss has occurred in the districts of Schwerin and Neubrandenburg and in 
the industrialized districts of Halle, Karl-Marx-Stadt, and Leipzig (see Table 2). 

The population gain of Berlin results from the extensive reconstruction of the 
capital in the last decade and the development of its metropolitan functions. The main 
cause of the gains in the districts of FrankfurtIOder and Cottbus is the establishment of 
a number of new industrial plants there, particularly in the lignite. power. chemical, and 
electronic industries. 

Since the begnning of the 1970s a decline in the distance of migration has been 
observed. While migration between districts dominated in the sixties, migrations within 
districts have increased considerably during the last decade (see Table 3). 

At present two-thirds of all population flows take place w i t h  districts. Migration 
patterns are therefore dominated by moves over relatively short distances. The majority 

T iBLE 2 Net migration by districts (five-year rates per 1,000 hab i t an t s ) ,  1970-1975' 

Berlin + 51.8 
FrankiurtlOder + 28.9 
Cottbus T 12.0 
Gera + 11.1 
Potdam t 5.9 
Rostock + 5.2 

-- 

Suhl 
Dresden 
Erfurr 
Magdeburg 
Leipzig 
Karl-Marx-Stadt 
Schwerin 
Halle 
Neu brandenburg 

" Source: Seumann 11978). 



TABLE 3 Percentage of migrations across the boundaries of municipalities, subdistricts, and 
districts, 1963-1972~. 

Year Across Across subdistrict Aaoss municipality 
district boundaries within boundaries within 
boundaries districts subdistricts 

1963 41.0 30.0 29.0 
1964 40.4 30.0 29.5 
1965 40.6 30.6 28.8 
1966 38.1 30.4 31.5 
1967 36.0 30.7 33.3 
1968 34.0 30.3 35.7 
1969 34.9 32.6 32.5 
1970 34.6 32.9 32.5 
1971 34.6 33.6 31.8 
1972 34.4 34.6 31.0 
1973 33.7 34.4 32.0 

a Source: Mohs (1 980). 

of the intradistrict migrations take place within the zones of influence of the major urban 
centers whlle only a small fraction take place in the subdistricts located at the borders of 
individual districts. 

Within the districts the migration gains of large towns and district centers in par- 
ticular are especially high. In some subdistricts near the capital, Berlin, the gains indicate 
suburbanization trends in this area. 

The analysis of migration at a subdistrict scale shows that (1) as a rule migration 
gains are connected with centers of investment and are therefore of a temporary nature 
and (2) the number of subdistricts characterized by migration gains is decreasing, i.e., 
migrations are becoming mainly directed to more important centers and the spatial con- 
centration of population is progressing. 

However, an evaluation of migration patterns from the point of view of long-term 
settlement system planning cannot be carried out on the basis of individual settlements 
or administrative subdistricts. Regional settlement systems, especially city-hinterland 
regions, are more suitable for this purpose. An analysis based on such regions allows the 
identification of areas where negative demographic effects would occur if the present 
trend continued, thus leading to the endangering of the stability and efficiency of indi- 
vidual city-hmterland regons. The situation is most difficult in areas characterized by 
high migration losses, a low population potential, and the dominance of small settle- 
ments. This is mainly the case for some sparsely populated areas in the northern and 
central districts. Here an acceleration of spatial concentration could lead to an increase in 
the number of small settlements, which in turn would hinder the improvement of the 
working and living conditions of the population as well as improvements in the efficiency 
of prod---+ion and the infrastructure. Therefore the settlement policy of the government 
aims at the intensification of functional relations between centers and hinterland zones in 
the regions in question and at the development of centers in such a way that the migration 
balance of the region is approximately equalized. 
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For such an analysis the delineation of dominant areas of migration has proved to 
be an effective method. These areas are identified by assigning individual subdistricts to 
the destination area (a subdistrict) which attracts the absolute and the relative majority 
of moves across subdistrict boundaries. On t h s  basis, relatively simple delineation of 
these areas was possible for the whole territory of the GDR. The different sizes of 
dominant areas of migration demonstrate the leading role of district centers in the overall 
migration patterns. 

The dominant areas of migration have a h g h  temporal and spatial stability which 
results from the fact that other functional relations in addition to migration have 
developed within the scope of these areas. Thus the dominant areas tend to be relatively 
;;lased complex spatial units. The towns which constitute the focal points of such areas 
have good preconditions for becoming importailt elements in the national settlzment 
system. 

3.3 Development of Commuting 

Since the begmning of the 1960s the role of commuting to work in the GDP. has 
expanded substantially. This is clearly proved for the period between the censuses of 
1964 and 197 1 (Neumann, 1974). The growing population mobility is expressed by 
increased commuting within districts but across subdistrict boundaries. 

A more detailed disaggregation based on communities shows that the number of 
out-commuters increased in most cases. In the same period the population numbers 
stagnated or partly decreased in rural regions. Hence the proportiomof outcommuters 
markedly increased, which is evidence for the growth of residential functions in most of 
the communities (see Table 4). 

In regions with little commuting during the initial period of analysis, a large number 
c~f communities have later been included in the commuting fields of larger towns. Thus 
functional interrelations with the respective towns are intensified. New opportunities are 
offered to many people to use fac~lities of the infrastructure of the towns. The improve- 
ment of transportation between towns and their hinterlands leads to the greater attractive- 
ness of the towns. In agriculturally oriented regions smaller centers of incommuting 
develop as a result of the concentration of industrial production facilities for agriculture. 

The reverse side of the phenomenon of increasing out-cornmuting from many com- 
munities is the spatial expansion of commuting fields and the increasing numbers of 
commuters travelling into the larger centers of the settlement system. In this respect, the 
district and subdistrict towns also hold leading positions. At the same time. however, the 
number of commuters from larger urban centers to workplaces located in the hinterlands 
also tends to  increase. Commuting in opposite directions is promoted by the increasing 
functional relations between town and hinterland. 

A number of detailed studies show the further expansion of the role played by 
commuting to work during the 1970s. This refers in particular to agricultural txm- 
niunities. A strong trend towards the formation of local commuting areas is noticeable. 
Ilia trend is likely to continue in the near future. 

The commuting fields of the district and subdistrict towns have developed intl) 
regions with relatively stable commuting intensity. Whereas in the rural regions an 



TABLE 4 Increase in the number of commuters (commuting to their place of work across district 
and subdistrict boundaries) 1964-1972 (rates per 1,000  inhabitant^)^. 

District Total number Across subdistrict Out-commuters Incommuters 
61 commuters borders within (to other (from other 

districts districts) districts) 

Rostock 
Schwerin 
Neubrandenburg 
Potsdam 
Frankfurt/Oder 
Cottbua 
Magde burg 
Halle 
Erfurt 
Gera 
Suhl 
Leipzig 
Dresden 
KarlMarxStadt 

a Source: Grundmann (1978). 

expansion of commuting fields is expected, in agglomerations the commuting fields will 
probably remain relatively constant. 

4 DEFERENCES IN THE DEVELOPMENT OF THE SElTLEMENT SYSTEM ON 
THE NATIONAL, REGIONAL, AND LOCAL LEVELS 

The development of the settlement structure is determined above all by the current 
social conditions and processes. The forms of organization and development of the settle- 
ment structure represent a specific image of fundamental social development processes 
and relationships. 

Very often, concentration trends in the national distribution of production and 
population are interpreted as part of urbanization and industrialization. However, experi- 
ence shows that concentration and deconcentration are linked phenomena in the process 
of national distribution of production and population and in the development of the 
settlement systems. 

In the following section these partly opposing trends of concentration and decon- 
centration in the settlement system of the GDR are presented. The discussion is based on 
an unpublished research report of the Institute of Geography and Geoecology of the 
Academy of Sciences of the GDR (Schmidt and Usbeck, 1978). 

4.1 Urbanization and population distribution 

Urbanization is known to result in a territorial concentration of population. There 
are, however, clear differences in this respect between the large regions of the GDR (see 
Table 5). 
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TABLE 5 Level of urbanization (the percentage of  the population living in rnunicip:ilit~cs with more 
than 2,000 inhabitants), 1965-1979'. 

Reejons Urbanization level Rate of change - 
1965 1970 1975 1979 1965170 1970175 1965i79 - .. 

Northern districts 61.0 63.1 66.3 68.4 +2 .1  + 3.2 + 7 4  
Csntral districts 6 7 5  68.4 71.2 74.4 + 0 . 9  +2 .8  t 6.9 
Southwestern districts 65.7 66.6 67.5 68.1 + 0.9 + 0.9 6 2.4 
Southern districtsb 78.4 78.4 79.5 79.4 + 0.0 + 1 . 1  1.0 
GDR 73.0 73.8 75.3 76.1 + 0.8 t 1.5 - 3.1 

a Source: Statistisches Jahrbuch der DDR (1980). 
Excluding Berlin. 

TABLE 6 Net migration across municipality boundanes (by size categories o f  municipalities). 
!968-1974*. 

Size group Net m~gration rate (per 1,000 inhabitants) 
(n~~niber  of 
Inhabitants) 

U C ~ O W  2,000 -5 .1  - 8.1 - 9.8 - 10.6 
2 ,000-5 ,000 - 1.7 - 2.7 - 4.6 . 5 9  
5,000-1 0.000 + 5 ..3 + 1.2 - 2.3 - '7.0 
10,000-20,000 - 0.6 + 1.7 + 1.7 5.6 
2I~,000-.50,000 -1 3.3 + 5.8 + 4.8 + 3 .1  
50,000-100,000 + 2.2 + 7.8 + 17 .2  -I- I ?  : 
100.000 and over t 2.4 + 3.7 + 5.7 - 7.8 

. - . - - -- 
a Source: Statistisches Jahrbuch der DDR (1980). 

For the period 1965- 1975 the towns of the northern and central districts show 
above-average growth rates whereas the towns in the industrialized southern districts have 
g o w n  at  well below the CDR average rate. 

On the regional level urbanization is unambiguously expressed as a process of con- 
centration. District and subdistrict towns have the greatest rates of population growth. 
This growth is based mostly on  migration gains (see Tsble 6 ) .  

On the local level urbanization includes features of both concentration and decon- 
centration. Trends of  deconcentration include, for instance. tlie spatial expansion uf l l ~ e  
towns, the decreasing populations in the city centers, and the location of  new housing 
estates at  the periphery of towns. Also on this level, the population concentration in 
urban places, especially in large and medium-size towns, is mainly due t o  migration. 

On the national level long-distance migration brings about an overall deconcentration 
ds a result of  migration losses from the agglomeration districts and migration gains in the 
eastern districts of Cottbus and Frankfurt/Oder. 

4.2 [ndustrial Development 

Concentration and deconcentration can also be shown to be interrelated w i ~ h  
respect to  industrial development over space. Thus industrial employment and 1nllust11:11 



TABLE 7 Development of industrial gross production and of industrial employment (by groups of 
districts), 1955-1 972 (in percent)a. 

Region Increase between 1955 and 1972 in 

Gross production Employment 
(GDR increase = 365%) (GDR increase = 109%) 

.4gglomerations 
Berlin 306 95 
Dresden 394 106 
Halle 326 109 
Karl-MarxStad t 346 88 
Leipzig 317 94 

Industrial dismcts 
Erfurt 44 1 
Gera 319 
Magdeburg 344 
Su hi 367 

Industrially less developed dism'crs 
Cottbus 450 
Frankfurt/Oder 7 25 
Neubrandenburg 5 85 
Pot sdam 45 8 
Rostock 410 
Schwerin 45 6 

a Source: Heinrichs and Maier (1976), p. 786. 

gross production increase more quickly in the industrially less developed regions than in 
the traditional industrial districts (see Table 7). 

The policy of equalization of the level of industrialization, effected by governmental 
planning of the spatial distribution of the productive forces, presents itself as a decon- 
centration process on the national level. On the regional level industrial development is 
above all a concentration process. Large and medium-sized towns are the main investment 
centers, but there are also tendencies to move plants out from these centers, especially 
for production processes that have an adverse effect on the environment or which 
demand a lot of space. These are examples of deconcentration on the regional and local 
levels. On the local level, however, the trend of concentration in the form of industrial 
complexes is dominant and is caused by the efficiency factor in the utilization of infra- 
structure and natural resources. 

4.3 Housing Construction 

In the development of housing construction over the last 20 years deconcentration 
trends have dominated on the national level (with the exception of Berlin). Higher rates 
of dwelling units completed per 1000 inhabitants have characterized the more t M y  
populated areas (see Table 8). 
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TABLE 8 Housing construction by groups of districts (new dwelling units per I,OOC inhab~tants). 
1955-1975O. 
- 

District group 

Berlin 4.3 4.6 1 2.9 
Northern districts 1.9 5 .? 10.9 
Central districts 1.9 4.5 Y . j  
Southwestern districts 1.3 3.7 8.4 
Agglomeration districts (excluding Berlin) 1.6 3.8 7.8 
GDR 1.8 4 .O 9.0 

a Source: Statistisches Jahrbuch der DDR (1 980). 

On the regional level, however, concentration of housing construclicri in district 
and subdistrict towns is dominant. The construction of rural housing and privately owned 
houses represents a concentration trend on the local level since new units tend t o  he 
located in the centers of associations of communities or in small towns. Large housing 
estates at the peripheries of large and medium-sized towns are an expression of spatial 
cieconcentration on the local level. 
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THE SETTLEMENT SYSTEM AND FUNCTIONAL URBAN 
REGIONS IN THE GERMAN DEMOCRATIC REPUBLIC 

Part 11: The Hierarchy of Functional Urban Regions 

Rudolf Kronert 
Institute of Geography and Geoecology, Leipzig (GDR) 

1 INTRODUCTION 

According to  the International Institute for Applied Systems Analysis (IIASA) Task 
on Human Settlement Systems, the Functional Urban Regions (FURs) are considered ro 
represent econon~ic regions. They consist of a central city or agglomeration and an urban 
hinterland, with the core area and hinterland being interconnected by flows of people, 
goods, services, and information. Commuting data are used as the main criterion for the 
determination of regional boundaries. FURS are delineated so as to  represent relatively 
closed labor markets (labor regions). 

A brief survey of methods used in the delineation of FURS in the United States 
I l l s  been presented by Sherill (1977). Korcelli (1981) has discussed the status of FURS 
in the broader concepts of national settlement systems, identifying such reyons f'or 
Poland and comparing them with the administrative structure of that country. In fact 
divisions of a number of national territories into FURs are available and may be com- 
pared with the FURS in the German Democratic Republic. 

Following on from Heinzmann's examination of the structure and dynamics of the 
settlement system in the GDR (Heinzmann, 1981: previous paper in this volume), the 
present paper reports and discusses some results of several years of research on city- 
l~interland regions in the country (in the initial phase of research, city-hmterland regions 
were termed Zentrumsregionen (Grimm et al., 1975)). Shown in t h ~ s  context are those 
types of cities which constitute relatively closed and independent regions. Second, the 
criteria used by S h e d  (1977) are examined for their applicability to conditions in the 
GDR. Third, some aspects of the development of administrative regions in the GDR 
are pointed out. 

2 CITY-HtNTERLAND REGIONS IN THE GERMAN DEMOCRATIC REPUBLIC 

City-hinterland regons are determined on the basis of functional patterns. Previ- 
ous studies in this area that have been conducted in the GDR have taken into account 
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those flows of people which were related to work, education, the supply of consumer 
goods and services, medical care, etc. Accordingly, city-hmterland regions have been 
considered as areas of human activity and communication aimed at the satisfaction 
of everyday human needs. 

However, the city-hinterland regions may also be interpreted as labor regions 
within the national economic structure. In the case of medium-sized and large cities the 
city-hinterland and labor regions are identical in many respects since the economic 
structure forms an essential framework for the development of city-hmterland linkages. 

The city-hinterland region is a spatial unit which consists of an urban core and a 
hinterland and which is integrated by the movement of people. Its structure is based on 
population and settlement patterns. Since it is the political, economic, and cultural center, 
the central city is the dominant area within the region. 

To identify the city-hnterland regions it is necessary to take into account relations 
whch  arise from (1) the need for work (journey-to-work relations between town and 
hmterland), (2) the need for material supplies, health and social care, and education 
(service relations between town and hinterland), and (3) the need for recreation, cultural, 
and sports activities (leisure-time relations between town and hinterland). 

The boundaries and internal division of city-hmterland regions are determined on 
the basis of the intensity, complexity, and range of these relations. Under socialist 
plamedeconomy conditions it is justifiable to divide city-hinterland relations into terri- 
torially fmed and territorially flexible relations (Grimm et al., 1975). 

For the territorially fmed relations the spheres of activity are determined by the 
government. They include not only political and administrative linkages but also economic 
organization and management. Territorially fmed relations are effected above all within 
the administrative limits of communities, subdistricts (Kreises), and districts (Bezirks). 
Fur example, the service areas of schools and hospitals are largely coincident with adminis- 
trative units. In contrast, territorially flexible linkages develop under the influence 
of the material conditions and behavior of the people concerned. They include above 
all the journey-to-work, shopping, recreational and leisure-time relations, and partly 
visits to doctors. 

During the past few decades these particular services have become increasingly con- 
centrated in the administrative centers, thus giving these centers priority in the settlement 
network of the GDR. This trend is encouraged by the organization of public bus net- 
works which focus on these centers. 

The intensity, complexity, and range of city-hinterland linkages are dependent on 
the type of urban center (its importance for the hinterland), the hinterland structure, and 
the extent to which services are utilized to satisfy the needs of people living in the center 
i d  hinterland, respectively. 

Because the type of urban core (i.e., its herarchical level) is an essential factor in 
the development of city-hinterland regions the hierarchical order of cities and towns in 
the GDR will be presented here, following the work by G r i m  and Hoensch (1974). The 
significance of the political and administrative functions of cities and towns can be clearly 
seen in the following di ision scheme. 

(1 ) The capital city, Berlin. 
( 2 )  Higher-rank cities. These are subdivided into two categories: 
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(2a) Major centers. These include Bezirk towns with a complex of episodically 
u t ihed specialized functions for a Bezirk, with some of these functions also serving areas 
situated outside the Bezirk territory. Leipzig and Dresden belong to this category. 

(2b) District centers. These include Bezirk towns having a complex of episodically 
utilized specialized functions for a Bezirk. This category includes the large Bezirk towns 
(more than 200,000 inhabitants) of Karl-Marx-Stadt, Magdeburg, Halle. Rostock, and 
Erfurt, as weil as the smaller Bezirk centers of Potsdam, Schwerin, and Cottbus. 

The rnajor centers and the Bezirk centers can be reached by inhabitants of the 
respective regions in less than 120 minutes by public transport. 

(3) Medium-rank cities. These are subdivided into two categories: 
(3a) Subregional centers. These include Kreis towns and the smaller of the Bezirk 

towns with a complex of periodically utilized services and workplaces serving approxi- 
mately the area of a subdistrict (Kreis). Some of the specialized functions of these towns 
may be of significance for several subdistricts. T h ~ s  category includes the smaller Bezirk 
towns of Gera, Frankfurt/Oder, Neubrandenburg, and SUN. While fulf&ng political and 
administrative functions on the district level they extend the range of their specialized 
hnctions and may be considered as on the way to becoming full-fledged district centers. 
Thishierarchical type also includes 25 subdistrict towns with populations between 25,000 
and 130,000. 

(3b) Subdistrict (Kreis) centers. These include Kreis towns with a complex of 
periodically utllized services and workplaces for one Kreis. Kreis centers have populations 
of 10,000-50,000. 

Subregional and Kreis centers can be reached by the inhabitants of the respective sub- 
districts in less than 40 minutes or, in exceptional cases, 60 minutes by public transport. 

(4) Lower-rmk towns. These are subdivided into two categories: 
(4a) Partial subdistrict centers. These include Kreis towns and small towns with no 

administrative functions but with daily utilized services and workplaces serving areas 
smaller than a subdistrict. The populations of these urban places range from 5,000 to 
',o,ooo. 

(4b) Local centers. These include small towns with no administrative functions. 
They offer daily utilized and, occasionally, periodically utilized functions for parts of a 
~ubdistrict. Their populations are below 15,000. 

Tlle urban hinterland can be divided into zones and subzones according to the 
intensity of city-hinterland relations. A close relationship can be seen between zoning, 
location, and the types of subcenters in the city-hinterland region (see Kronert and 
Schmidt, 1974; Krbnert, 1977). 

For the communities situated in hinterland zone 1 (i.e. the inner zone) the center 
IS the dominant place of work. People living in zone 1 can satisfy their dady and some of 
thzir periodical service requirements for services in the center. 

For the communities in hnterland zone 2 (i.e. the intermediate zone) the center of 
the regon can still be reached daily by commuters. Hence zones 1 and 2 together form an 
area of commuting to work. Inhabitants of zone 2 can satisfy their periodical service 
requirements in the center. A c c o r d i ~ ~ ~  LO the frequency of city-hinterland relations, 
people living in zone 2 tend to be more strongly linked with regional subcenters than with 
the core of the region. 



For hinterland zone 3 (i.e. the outer zone) the center of the region is of importance 
as a place of work to only a small proportion of employees, mostly those living in the 
more-central parts of the zone. The more-peripheral parts of zone 3 are connected with 
the center mainly through weekly commuting by persons who live away from home dur- 
ing the working week. The central city offers to  people Living in zone 3 above all special- 
ized shopping facilities and medical, educational, and cultural services. The intensity of 
functional relations between zone 3 and the central city is distance dependent. This 
suggests further subdivision into subzones. 

Interpretation of the city-hinterland region in terms of spatial labor linkages 
requires that its hierarchical structure be taken into account. If the labor region is defined 
as the city together with the entire commuting zone then it comprises the city-hinterland 
region including zone 3. If the labor region is defined so as to embrace the compact daily 
comrnutingarea then it corresponds to the city-hmterland region without zone 3. Finally, 
an alternative form of the labor region, treated as the dominant field of commuting for 
a particular urban place, corresponds to the city-hmterland region excluding zones 2 
and 3. 

Our research on city-hinterland linkages focused on towns of medium hierarchical 
levels. More recently it was also possible to use the indexes of commuting to work and a 
few other indexes in an effort to determine, and to differentiate further, the hinterland 
zones 1 and 2 of subdistrict and higher-rank centers (see Table 1). 

So far 55 city-hinterland regions which include a zone 2 have been identified (see 
Figure 1) and studied on a comparative basis. These include the regions of the capital 
Berlin, the major urban centers (2), the district centers (a), the subregional centers (29), 
and 15 subdistrict centers with a population of more than 40,000. 

City-hinterland regions can be grouped not only by the type of center but also 
according to the type of region to which they belong. Talung into account three basic 
types of economic region one can distinguish the following areas (according to von Kaenel 
and Scholz, 1969): (1) urban agglomerations with the metropolitan centers of Berlin, 
Halle, Leipzig, Dresden, Karl-Marx-Stadt, Zwickau, and Magdeburg; (2) the southern part 
of the GDR (without urban agglomerations), to the south of the MagdeburgCottbus line, 
which is characterized not only by a fairly uniform high level of industrialization 

TABLE 1 The criteria of delineation of zones 1 and 2 and their subzones for city-hinterland regions. 

Zone Subzone Employees Outcommuters as Residents and Percentage of 
commuting to percentage of all employees per resident employees 
the center out employed residents square kilometer among all employed 
of the total residents 
number of 
outammuters 
(%I 
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FIGURE 1 Map of the GDR showing the city-hinterland regions of the capital, major xnters, 
Bezirk centers, regional centers, and selected Kreis centers. 



throughout the area but also by intensive agriculture; (3) the northern part of the GDR 
(exclusive of the Berlin agglomeration), to the north of the Magdeburg-Cottbus line, 
which is characterized by the dominance of agriculture and the presence of individual 
industrial centers. 

Tables 2 and 3 contain aggregate values for individual categories of the 55 city- 
hinterland regions identified. The proportion of employees working in a particular terri- 
torial unit to those who are both gainfully employed and living there is a measure of the 
commuter balance of a territorial unit. Averages higher than 1.10 indicate positive com- 
muter balances. It can be seen that the proportion of jobs held by commuters is especially 
high in subregional and Kreis centers. 

A relatively well-balanced pattern is usually found for city-hinterland regions 
which include zone 2. In the majority of cases city-hinterland regions including zone 2 
represent relatively closed labor regions. However, major variations occur for the sub- 
regional and Kreis centers of urban agglomerations. In urban agglomerations the center- 
oriented city-hmterland regions (with zone 2 included) often do not constitute a closed 
regional unit in terms of labor balance. The values of about 1.02 indicate the existence of 
center-oriented commuting even from zone 3 of the respective regions. This shows the 
importance of this particular group of towns in the settlement structure of the GDR. 

As far as the outer range of labor regions (i.e. city-hinterland regions with zone 2 
included) is concerned, an obvious difference can be seen between the region of the 
capital Berlin and the regions of the major and district centers. Thls is also true when one 
compares the range of the latter regions with the ranges of subregional and Kreis centers 
(category (3b)). In general the range is smaller in the southern urban agglomerations 
and larger in the north of the country with its relatively widely spaced network of 
urban centers. 

In conclusion, it should be emphasized that the data for the larger Kreis centers 
(with populations of over 40,000), which are located mainly in urban agglomerations, are 
not quite representative of all Kreis centers. Today the smaller Kreis centers (with popu- 
lations of under 40,000) represent the major employment and senrice centers for areas 
situated outside the hinterland zones 1 and 2 of the 55 cities as shown in Figure 1. These 
towns are also major destinations of commuters with the number of incommuters ranging 
from 3,000 to 5,000. 

3 DELINEATION OF FUNCTIONAL URBAN REGIONS 

From the foregoing discussion on city-hinterland regions in the GDR it is apparent 
that the regions in question belong to different hierarchical levels. The same is true in the 
case of FURS. A clear distinction should be made between the following hierarchical 
levels: (a) regions of district (Bezirk) centers and regions of higher-rank centers, with 
zones 1 ,2 ,  and 3 included: (b) regions of subdistrict (Kreis) centers and regions of higher- 
rank centers, with zones 1 and 2 included; (c) regions of local centers and of higher-rank 
centers with only zone 1 included. 

Regions of major centers, of subregional centers, and of partial Kreis centers may be 
considered as transitional spatial forms. According to observed development tendencies, it 
is possible to assign them to the three basic forms of regions, (a), (b), and (c), listed above. 
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3.1 Functional Urban Regions of Medium Hierarchical Level 

Figure 1 shows that the regions (with zone 3, included) of subregional and higher- 
rank centers as well as Kreis centers with a population of over 40,000 do not by any 
means cover the entire national territory. Therefore, as a next step in the regionalization 
procedure one can consider those Kreis centers which constitute urban places of medium 
herarchical level. On this level a total of 125 cities form relatively independent city- 
hinterland regions, i.e. regions (with zone 2 included) which do not, or only slightly, over- 
lap with each other. These cities are able to  supply the whole national territory with 
goods, services, and workplaces. As a rule, all the centers identified can be reached by 
people living in their hinterlands (i.e. zones 1 and 2) by public transport in less than 60  
minutes (Bezirk towns) or less than 40  minutes (Kreis towns). Daily commuting is possible 
for certain population groups not only from zone 1 but also from zone 2. The average 
3rea of such a region is 865 km2. Thus regions of this level cannot be compared with the 
FURs determined by Sherill (1976, 1977) for Austria (6,500km2), the Federal Republic 
uf Germany (3.18 1 km2), and Switzerland (3,176 krn2). 

3.2 Functional Urban Regions of Higher Hierarchical Level 

A study was undertaken to check whether the criteria used by Shed1 (1977) were 
applicable to conditions in the CDR. The 55 medium and large cities referred to earlier 
(see Table 4) served as a basis for the selection of cores. The results are as follows. 

If we take a population of 50,000, a labor force of 20,000, and a positive com- 
muter balance as a base we obtain a total of 25 cores. However, if the delineation criteria 
are defined as a labor force of 20,000 and a positive commuter balance only, then 
(according to data for 197 1) 49 cities can be classified as cores. In both cases allocation 
of all subdistricts to individual cores is possible by using the data on the direction and 
extent of commuting beyond Kreis boundaries, and by applying the principle of domi- 
nance. However, the results are unsatisfactory in both cases inasmuch as spatial units are 
obtained which are incongruent with the hierarchical structure of city-hterland regions 
ithe nonhierarchical characteristics of the settlement structure are not in general con- 
sidered here). The regions obtained are essentially as follows. 

(1) District (Bezirk) and subregional centers fulfilling Bezirk-town functions with 
zones 1 and 2 and parts of zones 3. The parts of zones 3 identified are those in which 
medium-level FURs are formed by cores with a population of under 50,000 and a labor 
force of 20,000. 

(2) Subregional and large Kreis centers with zones 1 and 2 and, in some cases, areas 
that are not functionally related to the central city. These regons also constitute parts of 
Lones 3 of district centers, a fact which is totally ignored by the set of criteria applied. 

As a consequence the regional division consists in this case of units of unequal levels 
and different natures. It must therefore be regarded as unsatisfactory. 

An alternative approacn was to choose Berlin and the district (Bezirk) towns. both 
large and small (1.e. Gera, Frankfurt/Oder, Neubrandenburg, and Suhl), as cores of FURS. 
I! should be noted that the s m d  Bezirk towns fulfill both the same political and adminis- 
t~ative functions and the same leading economic functions as do the large Bezirk towns. 
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84 R. Kronert 

Also, the smaller Bezirk towns had relatively rapid rates of growth during the early 1970s 
(see Table 5), with industrialization proceeding at a great pace and social infrastructure 
facdities being completed. There are numerous economic interrelations within the 
administrative regions, e.g., between agriculture, the food-processing industry, and 
the food wholesale and retail trades. Also closely interconnected are buildmg enterprises 
within a region. Hence these regions represent spatial economic units with a considerable 
degree of closure. This fact is reflected in the structure of commuting to  work. The 
commuter zones of Bezirk towns correspond quite closely to  Bezirk boundaries (see 
Figure 2). 

It can be shown that over a period of more than 25 years (the division into districts 
was implemented in 1952) a balance has been achieved between political and adminis- 
trative regions and higher-rank economic regions. Notable exceptions are found in the 
hstricts of Frankfurt/Oder and Potsdam, and Schwerin and Neubrandenburg, some sub- 
districts of which are oriented towards either Berlin and Rostock, respectively. Berlin, in 
spite of its close functional interconnections with the hinterland, has no Bezirk of its own 
and thus necessarily interacts with adjoining districts. The district of Rostock extends for 
only a relatively small distance in the north-south direction and its functional relations 
extend southward beyond the Bezirk border. 

Therefore, for the purposes of the IIASA Human Settlement Systems Task, it is 
justifiable to  consider the districts of the GDR as FURs. For the Berlin area two spatial 
aggregations can be used for further analysis: (a) Berlin, Potsdarn Bezirk, and Frankfurt/ 
Oder Bezirk as independent units; (b) Berlin, Potsdam Bezirk, and Frankfurt/Oder 
Bezirk as one region. 

The use of Bezirks has the advantage that some harmony is achieved between FURs 
and actual planning regions. One can claim that in the present state of development of 
productive forces relatively large regional units are required as a spatial framework for the 
efficient organization of the national economy and the provision of proper workmg and 
living conditions for the population in all parts of the country. The new administrative 
division of Poland, which became effective in 1975, introduced voivodships of a size 
roughly equal t o  that of Bezirks in the GDR. Korcelli (1981) pointed out the similarities 
of FURS with the new voivodships. In the USSR, where there are no administrative 
units of the dimension discussed here, proposals have been made t o  establish group 
settlement systems as planning regions, the centers of which should be accessible from all 
other settlements in about 2 hours' traveling time (Kochetkov et al., 1977). Thls corre- 
sponds to the accessibility of Bezirk centers in the GDR. Chorev (1975) considers the 
development of centers for regions of approximately equal size to  be of extreme 
importance to the development of a uniform settlement system in the USSR, and recom- 
mends that a correspondence be established between the economic region, the regional 
settlement system, and the planning region. 

4 DEVELOPMENT OF THE DISTRICTS IN THE GERMAN DEMOCRATIC 
REPUBLIC : GENERAL TRENDS 

A number of indexes are available at the Bezirk level, based on data collected over 
a period of many years. They show, among other things, the following trends: (a) a 



GDR settlement system and FURs: II 

F'ICURE 2 The FURs of B e r h  and the Bezirk towns of the GDR (according to commuting across 
the boundariesof a Kreis, 1971). 



tendency toward balancing the levels of development among the Eezirks; (b) a tendency 
toward concentration within the Eezirks. 

.The destruction of the big cities during World War I1 and the inflow of resettlers led 
to a major increase in the population of villages and small and medium-sized towns; as 
far as the overall population distribution is concerned, it also resulted in higher population 
densities in agricultural regions. The result was a more uniform population distribution 
among the districts. This trend has continued in recent decades (see Table 5). In the 
Bezirks of Halle, Dresden, Leipzig, and Karl-Marx-Stadt which contain major urban and 
industrial agglomerations the population density showed a marked decrease in the period 
1965- 1975. In the industrialized Bezirks of Erfurt, Gera, and Suhl the population densi- 
ties remained unchanged over the same period. In the sparsely populated districts, how- 
ever, the densities either showed a certain increase (Rostock, FrankfurtIOder, Cottbus) 
or else remained at approximately the same level. There are many reasons for this; the 
most important of them are the following. 

(a) A regional policy was implemented which aimed at balancing the levels of 
working and living conditions on an interregional scale, with progressive industrialization 
of former agricultural regions. 

(b) A more efficient maritime economy was developed and the port facilities were 
extended in the Rostock Bezirk; in the Frankfurt/Oder Bezirk industries and the pro- 
cessing of raw materials supplied by the USSR and Poland were expanded; coal mining 
and power generation were extended in the Cottbus Bezirk. 

(c) The demographic structure of the districts is unequal. Those Bezirks with major 
urban agglomerations show high proportions of old retired people and low proportions of 

TABLE 5 Trends in the population density, the proportion of the work force employed in industry, 
and the gross production of industry, by district, 1965-1975'. 

District 
- -  -- 

Population Roportion of Index of the 
density em-')  people employed gross production 

in industry (%I of industry 

Berlin 2,673 2,725 28.6 26.4 168 
Rostock 119 123 20.5 23.7 1 84 
Schwerin 69 68 15.4 22.1 213 
Neubrandenburg 5 9 5 8 10.4 18.2 232 
Potsdam 90 89 26.5 29.8 219 
FrankfurtIOder 9 2 96 21 .O 27.8 25 7 
Cottbus 102 106 36.1 41.2 211 
Magdeburg 115 112 27.2 32.3 178 
Halle 220 214 42.9 44.7 180 
EI f urt 168 162 43.0 44.8 206 
Cera 184 184 42.0 435 186 
Suhl 142 142 41.6 50.6 192 
Dresden 280 272 43.5 43.8 176 
Leipzig 304 29 1 39.3 39.4 173 
Karl-MarxStadt 34 6 329 50.2 50.4 180 

GDR average 158 155 35.4 38.1 187 

a Source: Statistixhes Jahrbuch der DDR (1977). 
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children. In contrast, Bezirks with lower population densities show relatively smaller 
shares of the old-age categories and higher proportions of children. 

Berlin, because of the numerous functions this city has to fulfill as the capital of the 
GDR, receives numerous growth impulses, which generate increases In both population 
size and population density. 

The tendency toward balancing of interregional differences is very clearly reflected 
in the data on the numbers employed in industry and on industrial production during the 
period 1965-1975. In the large agglomerations (Berlin, Halle, Dresden, Leipzig, Karl- 
Marx-Stadt) the percentage of people employed in industry remained roughly the same 
throughout the period. In the southwestern districts (Erfurt and Suhl) and the central 
and northern districts (Potsdam, FrankfurtIOder, Cottbus, Rostock, S c h w e ~ ,  and 
Neubrandenburg), the corresponding shares increased considerably. Also, the increase in 
gross industrial output in the southwestern and the central and northern regions was 
markedly hgher than the GDR average. 

5 SUMMARY OF POPULATION TRENDS WITHIN THE DISTRICTS 

The regons based on the Bezirk structure have been ititemally subdivided following 
the criteria for the delineation of city-hnterland regions and FURS identified earlier rn 
(he paper. The basic spatial units, the Kreises, have been awegated in a way x~luch allows 
us to treat the core and its immediate hinterland (zones 1 and 2) as one unit arid to dis- 
[~ggregate the peripheral parts of the regions (i.e. zone 3) into subzones 311,312. m d  313. 
'This is done by assigning the individual Kreises to ranges of distance or to ranges of 
~ntensity of functional relations with the center, respectively (see Figure 2 ) .  

TABLE 6 Population trends of the FURS of Bezirk towns, 1971-1975 (GDR average = 985)a 

Region Core Zone 3 
+ zone 1 
+ zone 2 

Berlin 100.7 98.2 99.9 Not calculated 
Rostock 103.3 - - 99.5 
Schwerin 109.2 96.8 97.4 96.3 
Neubrandenburg 107.4 95.5 95.9 96.4 
Po tsdam 101.0 - 98.0 98.2 
FrankfurtIOder 105.8 99.7 98.3 101.0 
Cottbus 104.4 98.7 101.8 97.1 
Magdeburg 101.0 94.8 96.4 97.4 
Halle 103.9 94.2 95.6 97.6 
Erfurt 102.0 98.0 97.3 98.4 
Gera 99.9 95.3 - 100.9 
Suhl 104.3 985 99.3 97.8 
Dresden 100.1 96.6 97.2 96.6 
Leipz~g 96.5 97.2 98.9 96.0 
Karl-MarxStadt 98.2 95.3 96.0 95.4 

a The figures indicate the population in 1975 (1971 = 100). 



This division allows us to pay due consideration to the internal structure of FURs 
and to represent the development tendencies of their individual parts. 

Table 6 shows overall population trends for four constituent parts of FURS. The 
data indicate a remarkable tendency when compared with average population trends in 
the GDR (a decrease to 98.5% of the 1971 figure by 1975). The Bezirk centers together 
with their immediate hinterland (zones 1 and 2) have favorable and often positive popu- 
lation trends compared to the peripheral sections of the Bezirk territory. As a rule the 
central city has experienced an absolute increase in population. Thus the phenomenon 
of suburbanization has so far been the exception in the GDR. A marked decrease in 
population is typically found for subzone 311. These are areas which st111 maintain dady 
(though rather weak) commuting linkages with the center. For subzones 312 and 313 
population changes have been positive or above the GDR average in a few cases only. The 
current process of concentration of the population within FURS is quite apparent from 
the data presented in Table 6. This process results in the upgrading of Bezirk centers and 
selected secondary centers and in the relative stability of medium-size centers situated in 
the peripheral parts (i.e. zone 3) of the FURS. 
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ON URBAN CHANGE UV FINLAND 
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1 DEFIMTIONS OF FUNCTIONAL URBAN REGIONS 

Functional Urban Regions (FURS) are conventionally def ied  on the basis of the 
investigation of the commuting fields and economic hinterlands surrounding major urban 
ccnters. Alternative approaches relate to the concepts of central-place systems and 
spheres of city influence. These two notions traditionally adopted by geographers ;ire 
based un the examination of the functions performed by cities with respect to their sur- 
rounding tunterlands. Using these concepts it is possible to delineate functiona! areas for 
different kinds of economic interaction such as manufacturing activity or service activi- 
ties. These approaches are especially helpful for the analysis of the hierarchy of settle- 
Ineots and flow patterns of goods and services. 

Many studies have been carried out in Finland to  measure the "strength of attrac- 
tion" of central places and the range of their influence. The most important application- 
oriented work is probably one on "The System of Central Places and Spheres of Influence 
In Finland" (National Planning Office, 1967). This task was commissioned by the National 
Planning Office to determine the position of each central place in the Finnish urban sys- 
tem; attention was focused on the types of service which central places are capable of 
offering to their hinterlands. Another interesting study was one by Palomaki and 
Mikkonen ( 1  972) who identified factors characterizing "functional urban centers". One 
should also mention a broad comparative work by the Nordic Commission on Regonal 
Policy Research (NORDREFO, 1974) which dealt with the development of settlement 
systems: however, the regional delineation used in that study mainly follows the adminis- 
tratively defined city boundaries. 

For the purposes of this paper, FURS are considered as units consisting of urban 
cores and economically linked hinterland zones. Such units are used as a framework for 
the discussion of recent urban trends and policies in Finland, particularly interregional 
and intraregonal shifts in population distribution. 

The geographical distribution of urban centers in Finland deviates from that of 
central Europe or other densely populated cuclntries. The average population density in 
Finland is only 15 persons/km2 and the distances between large cities are often greater 
tl-ian 150 km. Hence there are a number of regions without dominant urban centers. 
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The delineation criteria for Finnish FURS were similar to  those proposed within 
the framework of the Human Settlement Systems Task at the International Institute for 
Applied Systems Analysis. With regard to Scandinavian countries, Hall and Hay (1980) 
have defined FURS for Denmark, Norway, and Sweden. According to the procedures 
that they adopted, an urban core consists of a city containing at least 20,000 jobs to 
which all contiguous communities that contain a t  least 12.35 jobs per hectare are added. 
In the case of Finland this procedure was followed in the sense that employment of 
20,000 was considered as equivalent to a population of 43,400 and the latter figurekas 
treated as the minimum size for a core regon. The regions were defined so that com- 
muting across FUR boundaries is minimized. The rural regions are considered as those 
regions without integrated urban centers and with low population density. They cover 
large areas in the central and northern parts of Finland. 

The analysis of the size and functions of urban centers resulted in the identification 
of 11 FURS and 13 rural regions which together completely cover the temtory of the 
country (see Figure 1 and Table 1). The regionalization is based on the community 
administrative boundaries as of 1970. 

TABLE 1 The classification of the FURS in Finland (by population size of cores). 

Class size Population mean of Cores 
cores in class in 1974 

< 74,999 60,452 6 Kotka 
7 Lappeemanta 
8 JyvbkyP 
9 Kuopio 
10 Vaasa 

75.000- 99,999 83,638 3 Pori 
4 Lahti 

I l Oulu 
100,000-1 99,999 182,137 2 Turku 

5 Tampere 
> 200,000 739,864 I Helsinki 

The resulting spatial patterns are summarized in Table 2, which also gives the 
corresponding data for other Scandinavian countries. Only one FUR in Finland, namely 
the Helsinki region, can be considered as a metropolitan region. With its population of 
more than I mdlion in 1970 and its industrial value added of one-quarter (25.1 1%) of 
the national total, the Helsinki region is by far the largest concentration of population 
and economic activity in Finland. Actually, the administrative city of Helsinki (the urban 
core of Helsinki includes the following administrative communities: Helsinki, Espoo, 
Kauniainen, and Vantaa) has experienced a decline in population in the 1970s. Uso, 
manufacturing industry is moving out of the city of Helsinki, main;, LO the surrounding 
areas. 
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FIGURE I The u:ban and nonurban regions of Finland and the locations of the urban cores. 



TABLE ?. A summary of settlement patterns in the Scandinavian countrieP. 

Characteristic Country 

Denmark Finland Norway Sweden 

Number of FURS 
Number of  rural reaons 
'Total number of regions 
Total population (1970) 
Land area (km') 
Population density ( 1 9 7 0 ) ( k m - )  
Share of population lving in 
urban areasb (1970) (%) 
Economically actlve population (1970) 

female 

male 

a The data for Denmark. Norway, and Sweden are from Hall and Hay (1980). 
An urban area is a community of at least 200 persons, where the distance between houses does not 

in general exceed 200 m. This deftnition was accepted for Nordic countries in 1960. 

2 RECENT SPATIAL POPULATION TRENDS 

2.1 Urbanization Patterns on  the National Scale 

Finnish urbanization is a relatively recent phenomenon. The urban population 
accounts for a smaller proportion of the total population (55.9% in 1960; 64.1% in 1970) 
in Finland than in the rest of northern Europe. Major urban centers are concentrated 
southwest of the Vaasa-Tampere-Lahti-Kotka line, in the part of the country that, 
owing to  its favorable climatic conditions and its having the best farmlands, has the most 
long-standing population. Industrial growth has spread along the Helsinki-Turku, 
Helsinki-Tampere, and Helsinki-Kotka transport routes. These three directions form 
the urbanized belts of southern Finland and emphasize the role of Helsinki in the settle- 
ment system. In the lake district and along the Gulf of Bothnia cities of medium size are 
few and are spread widely apart. Areas almost entirely lacking in cities of over 50,000 
population are Suomenseka, Kainuu, and Lapland. 

During the past 20 years there have been no major changes in the patterns of popu- 
lation distribution among the major regions in Finland. Urbanization appears to continue 
via concentration processes within the core regions, as during earlier development stages. 
These trends can be seen from the data in Table 3 ,  which gives the shares of the total 
population by major regions, disaggregated into urban and rural regions and an additional 
category of urban cores. 

The percentages of the population living in functional urban cores show the vitality 
of urban centers located in northern and central Finland. This fact is often forgotten in 
studies on regions with a declining overall population size. However, a slightly declining 
tendency can be seen when the total of FURS in central and northern Finland is inspected. 
The population growth in southern Finland has been distributed more evenly among the 
core regions and their hmterlands. 



TABLE 3 Percentage population shares of major regions, 1955-1 974. 

Region 1955 1960 1965 1970 1974 

Cores Total Cores Total Cores Total Cores Total Cores Total 
FURS FURS FURS FURS FURS 

SouthernI:~nland 22.0 51.9 24.2 52.6 26.4 54.4 28.3 56.3 20.4 57.6 
(7 I;URs)O 
Central and 4.3 14.9 4.5 14.7 5.1 14.5 5.4 14.5 6.1) 14.3 
northern Finland 
(4 F U R S ) ~  
Rural regions 33.2 32.7 31.1 29.2 28.1 
Total 100.0 100.0 100.0 100.0 100 .o 

a Helsinki. Turku, Pori, Lahti. Tampere, Kotka, and Lappeemanta. 
lyvlskylii, Kuopio. Vaasa, and Oulu. 

Another interesting phenomenon is the continuirig increase of the population share 
of the Helsinki regon (as well as of its core) and the growing percentages of the total 
population living in Turku and Tarnpere, the second-largest and the third-largest cities 
in Finland (see Table 4). The data show a clear tendency toward the strengthening of the 
position of the capital region in the country. The other two large centers have also been 
able to develop their core regions further but their FURS have only maintained their 
initial share in the total population of Finland. 

TABLE 4 The percentage population shares of large urban centers, 1955-1974. 

Ccnter 1955 1960 1965 1970 1914 

Cores FURS Cores FURS Cores FURS Cores FURS Cores FURS 

t leltmki 11.3 17.9 12.7 19.3 13.9 20.8 15.1 22.4 15.6 23.4 
Turku+Tampere 5.7 17.4 6.2 16.8 6.8 17.0 7.2 17.1 7.7 17.4 
Total all  cores 26.4 28.5 31.5 33.9 35.4 
Total all FURS 66.8 67.3 68.9 70.7 7 1.9 

2.2 Regional Centralization: Population Changes in the Functional Urban Regions 

During the 1550s and 1960s towns and cities located in various parts of the iountry 
were able t o  absorb people from nearby regions without any special regional policy 
measures. However, recent study (Engelstoff, 1977) indicates that the small centers 
I those with populations of less than 20,000) have been suffering net population losses. 
This polarization trend is rather clear in the 1960s and 1970s. 

Figure 2 shows the general picture of population change by different classes of 
reylon in 1955- 1960, 1 9 6 s  1965. 1965- 1970, 1 9 7 s  1975. The FURs have experienced 
iustained growth patterns. The rate of growth for the core areas has followed the popu- 
!ation trends for the whole country. The latter were characterized by the iow-growth 
period of 1965- 1970, when as a result of heavy out-migration (to Sweden) the national 
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FIGURE 2 Population growth rates by different categories of regions in 1955-1960,1960-1965, 
1965-1970, and 1970-1975. (The growth rates have been normalized to five-year rates.) 

population increased by only 0.6%. It appears from the figure that the out-migration 
affected the rural regions most seriously; hence some of the migrants chose to move to 
Swedish cities rather than to Finnish core regions. It can also be seen that the natural 
growth rate in the rural regions and in the FUR hinterland areas could not match the 
net outflow from these regions after 1960. The natural population growth remained at a 
high level in the northern and eastern parts of the country but leveled out during the 
1960s, a fact reflected in the data for rural regions. The concentration of population 
within the core areas continued during the whole period 1955-1975. 

Figure 3 shows the population growth rates of the FURs classified by the size of 
their urban cores in 1970. Each line is identified by the mean value for the class. Only 
the largest core (i.e. Helsinki) was able to maintain its growth rate above the average level 
for all the FURs in Finland. The FURS with the smallest cores experienced the lowest 
growth rates - remarkably low when compared to the Helsinki rate. However, all the 
FURS gained population during the periods under investigation. 

When the growth rates for individual time intervals are considered and the core 
population is treated as a variable, the dominance of the largest center is also quite pro- 
nounced (see Figure 4). In fact the Helsinki FUR experienced a slow decline of its growth 
rates. except for the last period, 1970- 1975. This period was characterized by relatively 
rapid economic development which, however, has not continued since. Hence, one can 
expect an extension of the earlier trends after 1975. Figures 3 and 4 confirm the unique- 
ness of the Helsinki region within the Tinnish urban system. It dominates the remaining 
regons to such an extent that the next-largest size class after Helsinki shows growth rates 
lower than those for medium-size centers; a wave-type growth pattern is observable 
during all the periods studied. 
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FIGURE 4 Population growth rates of the FURs classified by population size o f  urban core in 
1970. (The 1970-1974 growth rates have been normalized t o  five-year rates.) 

The Helsinki region, as well as the other urban centers of southern Finland, attracts 
imgrants from the northern and eastern rural regions and also from the hinterlands of the 
FURs located in those parts of  the country. Figure 5 presents the population growth ot 
urban cores classified by  their size in 1970. The growth rates were lughest in the period 
1955-1965. L t e r ,  although the rates declined, all the core areas recorded positive 
growth. This trend is llkely to continue in the near future. 

The growth rates show a small dispersal among the size categories of areas. which 
proves that the hierarchical ranking of the main urban centers in Finland has remained 
approximately stable since 1955. The only exception t o  this rule is the declining position 
of the smallest cores which are located in southeastern and central Finland. 
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FIGURE 5 Population growth of urban cores (1955 = 100) classified by population size of urban 
core m 1970. 
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f:ICURE 6 Population growth rates of urban cores classified by their population size in 1970. (The 
1970-1974 growth rates have been normalized to five-year rates.) 
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When the population trends for urban cores are inspected with the time interval 
k2pt constant (Figure 6) it can be seen that the growth rate of the largest core (Helsinki) 
is steadily declining. The second-largest urbancore category also experienced relatively 
rapid growth during the last period studied. Therefore, in contrast to the case of the total 
FURS the dominance of the Helsinki core is dirninishng relative to other large urban 
centers. 

The rapid growth of urban cores is accompanied by a decline in hinterlands and 
rural regions (see Figures 7 and 8). Except for that of Helsinki, all the hinterland areas 
have been losing population since 1960. The hinterland of the capital has been gaining 
population at increasing rates. Comparing Figures 3 , 7  and 8, one can see firstly how 
strong the attraction of the capital region is and secondly how this growth has been trans- 
mitted from its core to the hinterland at an accelerating pace. In fact there are viable 
secondary centers in the hinterland of the Helsinki region which are expanding their own 
;igglorneration economies and at the same time enjoying the agglomeration economies of 
the nearby capital. 
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I I(;UKt, 7 Population growth of hinterlands (1955 = 100) classlfied by sue of urban core In 1970. 

Although the growth of core regons was rapid during 1955- 1974, tne rural iegions 
were also able to increase their population during 1955-1960 because of their relatively 
iiigh natural growth rates. However. in 1960-1974 there was a tendency of birth [axes to 
level among regons which resulted in the continuous population decline of the rural 
replons. This declining tendency was most pronounc :d in 1965- 1970 but seems to have 
diminished in the 1970s. The general pictures for the rural regions and the hinterland 
3rea.s of the FURS are very similar, although the latter units have been more effective in 
I etaining their population. 
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1:IGURE 8 Population growth rates of h~nterlands classified by size of urban core in 1970. (The 
1970-1974 growth rates have been normalized to five-year rates.) 

interregional and intraregional migration patterns varied over time; different trends 
were dominant during the various decades. In the 1950s people were moving t o  the 
f-ielsinh regon  not  only from origins in other parts of southern Finland but also from 
the western and eastern parts of the country. The core region situated furthest to  the 
north (Oulu) was a destination for migrants even from central Finland. During the period 
1960- 1965 migration continued to Helsinlu from the eastern parts of the country but 
the core regions of  Lahti and Tampere also attracted relatively large numbers of migrants. 
The core area of the Oulu region in the north lost its attraction t o  migrants from central 
Finland. In 1965-1970 the regions of Lahti and Tampere were the second and third most 
important migration destinations after the Helsinki region. These centers competed for 
migrants originating from the urban hinterlands of southern Finland while Turku and 
Pori received population mostly from the eastern parts of the country. Net out-migration 
was greatest from the rural regions of  Joensuu and W e l i  and from the hinterland of 
the Kuopio regon.  

Lapland is an exceptional case with regard t o  migration patterns in spite of its 
distant location. In the 1950s and early 1960s it even received some net in-migration, and 
~t did not become a region of  net out-migration until the late 1960s. The migrants headed 
mainly for Sweden. 

To  sum up, the most important destination for interregonal migration has been 
the FUR of Helsinki. The in-migration during the 1950s and 1960s amounted t o  one- 
quarter of its total population as of 1970. During the 1970s both the FUR hinterlands 
m d  the rural regons have been able t o  improve significantly their relative competitive 
positions while continuing to feed the core areas. In the background of this is the 
increased attraction of specialized rural centers which are located far away from other 
centers. These specialized centers have been gaining job opportunities originating from 
the relocation of enterprises as a result of the regonal development programs. 
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3 SPATIAL EMPLOYMENT STRUCTURE AND SHIFTS 

The total activity rates (economically active persons as percentages of the total 
population) are considerably higher for heavily populated urbanized regons. They decline 
with decreasing size of  core, as shown in Table 5. 

TABLE 5 Total professlonalactivity rates (1970) (percent). 

Kegion Region size 

200,000 + 100,00(t199.999 75,000-99,999 c 74,999 'Toral 

I.I!Rs 50.6 47.6 45.8 44.9 47.5 
('ores 5 2.4 49.7 47.2 47.2 50.0 
ttin terlands 46.8 46.0 44.8 43.8 45.2 
Rural rcgions 36.7 
Whole country 

-- 
44.3 

The high activity rates in large regons are explained by the high proportion of 
economically active women in large cores and by the accompanying !r~wer p r o p o r t i o ~ ~  of 
children in the total population. To  illustrate the typical economic structures, the shares 
of economically active people employed in three main sectors are shown in Figure 9 for 
different size classes of urban cores. 

Manufacturing industry holds relatively the most important position in those FURS 
which. are dominated by  medium-size cores; the share of t h s  sector is considerably 
smaller in the EIelsinki region, but this is also true in the small regions in which the share 
of  agricultural employment is rather high. 

The Helsinki core region is dominated by  service activities. The medium-sized cores 
are characterized by the preponderance of manufacturing and services; the small regons 
also have a relatively high service level reflecting their role as regional administrative and 
cultural centers. In the rural regions agriculture is stdl predominant, with service and 
manufacturing activities occupying the second and third ranks, respectively. 

However, manufacturing increased its share in the total employment of the rural 
areas during 1955- 1974. Table 6 shows that the rural areas even outpaced the urban 
hinterlands in gainlng industrial employment which decentralized from larger cities our- 
wards. This phenomenon can be only partly explained by the low initial level of induslrid 
employment in the rural regions. One possible explanation of this gain is a labor shortage 
in urban centers In the 1960s and 1970s caused by an increased labor demand by  private 
and public service sectors. Thus the manufacturing establishments moved in increasing 
numbers to  the hinterlands, where agglomeration economies had increased (see 
Kawashlma, 1977,), or to rural regions, where relatively cheap labor was still available. 
Small urban cores in central and northern Finland have also competed successfully 
for manufacturing jo bs. 

It may be of interest to compare the patterns of  population change with shifts in 
industrial productivity. Productivity is expressed by two measures, namely the ratio 
between value added and employment and the ratio between income accrued to capital 
m d  employment. 
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TARLE 6 Manulucturing employment shares (percent) by type of reglon, 1955-1974. 

Itegiun 1955 1960 1965 1970 1974 

Cores FURs Cores FURs Cores FURs Cores FURs Cores FURs 

Southern 47.07 73.06 46.18 72.74 44.92 72.36 42.71 71.59 38.82 69.95 
Finland 
(7 FURS)" 
Central and 7.06 12.50 7.19 12.17 7.19 12.11 7.25 12.11 7.22 12.64 
northern Finland 
14 ~ ; u R s ) ~  

Total FURS 54.13 85.56 53.37 84.91 52.11 84.47 49.96 83.70 46.04 82.29 
Rural regions 14.44 15.09 15.53 16.30 17.71 

100.00 100.00 100.00 100.00 100 .oo 
a Helsmki, Turku. Pori, Lahti, Tampere, Kotka, and Lappeenranta. 

Jyvbsklyi, Kuopio, Vaasa, and Oulu. 

Figure 10 shows productivity-growth differences; these differences were especially 
pronounced in the 1970s. It is interesting to find that the Helsinki region, which increased 
its population the most rapidly, is characterized by productivity growth comparable t o  
that for FURs dominated by medium-size cores. Small FURs have the highest produc- 
tivity level and the highest productivity growth. 

Figure 1 I illustrates the pattern of productivity in the core areas. It differs some- 
what froin the pattern for the whole FURS in that the productivity increase in hinterland 

I 
200 

Population ( x l o 3 )  

FICUR E LO The productivity index (value addedlnumber employed) in manufacturing industry in 
the FURS classified by population s u e  of core in 1970 (1955 prices). 
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FlCURE 1 I The productivity index (value addedlnumber employed) in manufacturing industry in 
the urban cores classified by population size of core in 1970 (1955 prices). 
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FIGURE 12 The capital productivity index (income accrued to capital/nurnber employed) in manu- 
facturing industry in the FURS classdied by population size of core in 1970 (1955 prices). 

areas seems to be higher than that in the cores. This wa. particularly the case during the 
1970s. The Helsinla core had the lowest pr~uuctivity of all core areas in 1974. Figures 10 
and 11 also allow us to trace productivity changes by population size class of region. Of 
course, both the productivity and the population increased over time. 
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Population ( x 1031 

IblGURE 13 The capital productivity index (income accrued to cap~tal/number employed) in manu- 
I'acturing ~ndustry in the urban cores classified by population size o f  urban core in 1970 (1955 prices). 

The interdependence between industrial capital productivity and population is 
illustrated in Figures 12 and 13  which show the values of  income accrued to capital 
(income accrued to capital is measured by value added minus wages and salaries) divided 
by employment for individual categories of urban region. The patterns are similar t o  
those in Figures I 0  and 11, respectively, implying that in FURS income accrued to capital 
develops mainly as labor income. When Figures 11 and 13  are inspected more closely 
some interesting observations can be made. Firstly, the income accrued to capital was 
growing very slowly in the Helsinki core and its relation t o  population growth was not as 
strong there as in the other cores. Secondly, capital productivity increased in small and 
medium-size centers at accelerating rates, which explains the negative slopes of  the 
curves for 1970 and 1974. One can observe a similar but less pronounced tendency for 
tlie I-lelsinki region (Figure 12) where the population growth rates were very high, 
although declining over time. 

Whether the low capital productivity in the Helsinki region explains the declining 
population growth rate is not clear. Further investigations are needed in order t o  galn a 
better understanding of the reasons for these phenomena and of the factors involved in 
spatial population rnovernent in Finland. 

4 URBAN AND REGIONAL POLICIES IN FINLAND SINCE 1945 AND 
PROSPECTS FOR THE DEVELOPMENT OF HUMAN SETTLEMENTS 

Immediately after World War I1 Finland was a society undergoing indu~t r i~ l iza t ion  
and less than one-third of  the population lived in urban areas. While the main policy was 
to develop industrial activities, the labor supply from rural regons exceeded the industrial 
ldbor demand owing to the strong growth of  productivity in agriculture. The movement 
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of labor to rapidly growing industries characterized by high productivity was an impor- 
tant factor in the increase of well-being. In areas of net out-migration the investments 
made by society and individuals were left underuthzed and the level of services declined. 
In contrast, in the places of destination, there was a continuous unsatisfied demand for 
new service facilities, dwellings, and infrastructure. Since regional centers during the 1950s 
were still able to attract labor from their own hinterlands, the field of regional policy was 
relatively undeveloped. Public interest in the development of human settlement systems 
did not start before the late 1960s. By that time the migration had grown so rapidly that 
urgent policy measures were needed. 

In 1966 the developing regions of Finland were defined and the first legislative 
measures (1966- 1970) to develop industrial activity in those central and northern regions 
were taken. The beginning was very modest and the supporting measures could not stop 
the out-migration. In 1967 the urban centers were classified into six classes for policy 
purposes. A redefinition of regional policy was necessary and new legislation on regional 
policy (1 970- 1975) was based on the growthcenter approach. In 1973 the coordination 
of regional planning was centralized into the Office of the Prime Minister but at the same 
time the number of planning personnel in the provinces was increased. The provincial 
development plans were started in 1976. 

The regional policy measures are largely directed at medium-sized and small centers 
in central and northern Finland. The favorable loan and taxation policy has attracted 
enterprises relocating from southern Finland to the developing regions. In addition to 
the industrialdevelopment policy the government is developing plans to decentralize 
administration by relocating its new branches in different core regions. 

In general, the regional policy measures have not been able to alter the mainstream 
of rapid social change. At best, the measures have moderated the effects of out-migration 
in regions with a net population loss by creating job opportunities in small centers. These 
measures, together with increased welfare programs in the field of health care and 
education which have contributed much to the general well-being at the regional and 
community levels, have probably to some extent diminished the necessity to  migrate 
from the small centers at least. 

The prospective direction of the development of human settlement depends greatly 
on the overall population trends in Finland. The Central Statistical Office (1975) has 
forecast that, assuming international emigration equal to immigration, the population of 
the country will increase by 10,000 per year in the 1970s, growth will slow down in the 
1980s, and the total population wit1 drop to 4,565,000-4,651,000 in 2000 as compared 
to 4,720,000 in 1975. 

The concentration of the young population in cities in the 1960s and 1970s w d  
have the greatest impact on the urban system. In the late 1970s and 1980s the regions of 
Helsinki, Turku, Pori, Tampere, and Lahti will also be regions of net in-migration. The rural 
regions in central and northern Finland will probably continue to lose population unless 
stronger regional policy measures are applied. Regional differences in labor supply will be 
even larger than today. The age structure favors the southern parts of the country and in 
the rural areas agricultural labor is already aging. However, according to the forecasts the 
birth rate will remain at a slightly higher level in the northern parts of the country. 

Considering the small total population of Finland and its growth expectations, 
special attention should be given to welfare programs concerned with family policy and 



labor participation. In spite of the absence of an explicit population policy in Finland 
the interest of the authorities and of nongovernmental organizations in population prob- 
lems has increased. It is evident that numerous social policy measures have influenced 
unexpectedly the population development and labor supply by regions. For instance, the 
improved pension system has caused a remarkable decline in the participation of the male 
labor force in particular. The trend will continue in the future but the decline will not be 
so sharp. With regard to the supply of individual housing facilities, so far the effects of 
labor mobility have not been taken into account in housing policy. The difficult housing 
situation has diminished the mobility of labor and created difficulties for migrants. Also 
the shortage of dwelling units in the core regions and in the largest popuIation centers in 
rural regions may have contributed to many of the decisions to move to Sweden. 

The problems connected with rapid social change show that urban and regional 
policy should be more closeIy connected with general social and economic policy. In 
particular, the effects of migration on local labor markets should be studied over the long 
term. In the 1960s and 1970s the policy supported labor movement to the south and at 
the same time tried to develop stronger small and medium-sized communities in the 
developing regions. In order to diminish the imbalance in regional development this 
policy will probably continue and increasingly favor the developing regions. The interests 
of political parties have differed as to the question of whether the regional policy should 
favor small or large centers in the developing regions. So far the policy has favored small 
centers that are smaller than the urbancore areas. 
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EXPLORATORY AND NORMATIVE ASSUMPTIONS IN THE 
IDENTIFICATION OF FUNCTIONAL URBAN REGIONS IN 
ROMANIA 

Mircea Enache and Senino Holtier 
Institute of Architecture "Ion Mincu", Bucarest (Romania) 

1 URBAN AND REGIONAL POLICIES LN ROMANIA SINCE WORLD WAR I1 

Urbanization in Romania has been strongly influenced by the planned character of 
socioeconomc developnlent as reflected in the demographc, spatial, and economic 
processes. In an attempt to achieve a balanced development of the country planning is 
focused on stimulating growth and directing growth to those areas and settlements which 
have traditionally experienced lower growth rates. The regional planning objectives are 
equity and efficiency, while the high rate of industrialization is considered to be the key 
to development. 

The 1968 Regonal Administration Act defined the present geographic- 
administrative units (ISLGC, 1976) which consist of 39 counties, 236 urban settlements 
(of which 47 are municipalities), 2.706 communities, and 13.149 villages (rural settle- 
ments). The regional policy objectives after the 1968 Act were to foster growth in less 
developed counties and to generate employment in areas and settlements which had a 
labor surplus. Industrialization is one of the basic factors of these processes. A major 
economic decision was that by 1980 each county should have reached a gross annual 
industrial output of 10 billion lei, which in some cases represents a twofold or threefold 
growth during the 1975-1980 period. 

The normative character of economic and spatial planning in Romania is also 
illustrated by the regional reform itself. Prior to 1968 the national territory of Romania 
was divided into 16 regions. The 1968 administrative reform replaced the large-sized 
regions with units that were more easily manageable in order to stimulate the growth of 
second-order centers and to diffuse socioeconomic progress throughout the country. The 
reform simplified the administrative structure of the country by replacing the earlier 
three-tier structure (raion*, regional, central government) with a two-tier structure 
(county, central government) and by reducing the number of communities from 4,259 
to 2,706. 

* The term raion corresponds approximately to the Enghh counrv. 
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FIGURE 1 The balance indicator of the distribution of industrial output of the counties over the 
period 1965-1990 (the 1980-1990 fgures are based on projections). (Source: Enache. 1978.) 

Implicit in the reform was the designation of 23 new county capitals to act as 
growth centers. The result was that the new poles showed hgher growth rates in the 
1966-1977 decade (averaging 8.2% a year) than the former regional capitals whch grew 
in population during the same decade at  an average rate of only 6.2% a year. 

The process of more balanced regional development and the gradual equalization of 
the development of counties can be illustrated by a balance indicator of the distribution 
of industrial output over the period 1965-1990 (Figure 1). The indicator was computed 
by dividing the standard deviation by the arithmetic mean of the values for the counties 
and by expressing the result as a percentage. (The formula actually used was 

Balance indicator = o / f  = ( ( C ~ ) / N -  [ ( C X ) / N ] ~ ) ~ ' ~ / ~  

where X is the value of industrial output, o is the standard deviation, and N  is the total 
number of counties. This formula is similar to the indicator of inequality proposed by 
J.G. Williamson except that we do not weight it by the size of the region since the sizes 
of the regions are comparable.) 

Th 2 balance indicator shows a gradual equalization of the development of the 
counties over the period 1965-1990. This measure was computed for various character- 
istics including population, employment, and rates of urbanization (Enache, 1978) and it 
provided a basis for comparative analysis. 
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FIGURE 2 The ranksize distribution of Romanian urban scttlernents in the period 1941-1975 
(Source: Enache, 1977a, p. 58.) 

2 DELINEATION OF FUNCTIONAL URBAN REGIONS AND THEIR 
HISTORICAL AND ECONOMIC CHARACTERISTICS 

One basic interpretation of the formation and development of national settlement 
systems refers to the urban rank-size pattern. It has been generally found that the regu- 
larity in city rank-size distributions for individual countries tends to increase over time 
and that it is positively correlated with the intensity and stability of human-occupancy 
and economic-activity patterns (Dzieworiski, 1972). 

In analyzing the rank-size distribution of urban settlements in Romania we chose 
an approach similar to the one proposed by Thomas (1967) using a log-normal distri- 
bution. We then computed the correlation coefficients of the time-series distributions 
over the period 1941-1975 (Enache, 1977a) as shown in Figure 2. The log-log size 
distribution of the Romanian cities indicates a lack of big cities, i.e. cities with populations 
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of over 250,000. The correlation coefficients are generally increasing during the period 
1941-1975. 

The concept of rank-size distribution, unlike alternative interpretations of the for- 
mation and development of national settlement systems, has no explicit spatial dimension. 
One alternative intepretation refers to the hierarchical pattern of central places. This 
pattern evolves as a result of exogenous economic and technological factors involving the 
division of labor and functional specialization as well as trends towards concentration or 
deconcentration of population and economic activity. The growing specialization and 
functional interdependence on an interregional or even national scale are the base of a 
hierarchical central-place model. 

However, Hansen (1975) and Parr (1973) have pointed out the generally ambiguous 
empirical role of central-place hierarchies. Reliance on a traditional market-oriented 
hierarchy of central places does not provide an adequate growth model (see also Pred, 
1976 and Stohr, 1974). The concept that is closest to a development theory of settle- 
rtlents is consequently the concept of growth poles. Despite the fact that the central-place 
theory is the dominant theory in studies of the settlement network in Romania it can be 
argued that the actual practice and decision malung on a regional scale rely heavily on a 
built-in and sometimes hidden concept of growth poles. 

The fourth concept used in defining Functional Urban Regions (FURS) in Romania 
was the notion of clusters of settlements (Enache, 1977~) .  The expansion of large cities 
to include surrounding smaller towns and communities in their sphere of influence, as 
well as linkages between neighboring cities in terms of labor and raw-materials supply and 
infrastructure building, are factors in explaining this notion. 

At present 15 such clusters of settlements can be identified; they integrate some 
100 urban settlements with a total population of 4.3 d i o n  people. Fourteen more 
clusters are taking shape now, and the future development policy will tend to stimulate 
the emergence of another seven (Figure 3). 

The present and future clusters of settlements constitute a crucial lever of regional 
development since most of them emerge around county capitals, which means that a 
larger share of growth at county level is directed towards them. Each settlement cluster 
includes a major urban center and a number of smaller settlements (urban and rural) 
which develop linkages with the main center in terms of industrial and agricultural 
activities, labor and housing provision, sociocultural and commercial activities, services, 
recreation, etc. Socially, this implies the participation of the population residing in the 
sphere of influence of the main center in the activities occurring in that center. 

The Romanian settlement clusters include, with six exceptions, a large city with a 
population of over 100,000. In most cases the main center is also a county capital. There 
are only eight county capitals which do not generate clusters (see Figure 3). However: 
there are a few urban centers which, without being county capitals, generate settlement 
clusters: the Jiu Valley, the Danube-Black Sea system, etc. (Enache, 1 9 7 7 ~ ) .  Finally, if 
large cities with populations of over 200,000 are naturally centers of clusters, smaller 
cities with populations of over 100,000 or so share t h s  quality and have important 
functions either at a county or at intracounty level. All the fcregoing arguments justified 
our proceeding in delineating functional urban ccji.,~ on the basis of the definition of 
settlement clusters. (However, as strict growth limits were delineated in 1973 for every 
settlement in the country (either urban or rural), it is reasonable in the special case of 
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Romania to have nonadjacent urban cores. This means that, although the settlements in a 
cluster are functionally adjacent, they are physically not adjacent. The hectarage data for 
the FUR cores were computed accordingly.) 

We added several more criteria (in addition to the ones for settlement clusters) for 
delineating FURs: the actual and potential commuting range, based on the pattern of 
spatial accessibility, as well as the established population sue threshold of 50,000. (How- 
ever, the rigorous application of the 50,000-population criterion would have resulted in 
the omission of several important regions of commuting oriented towards newly developed 
industrial centers: namely, Slatina (33), Vaslui (44), C i l k a ~ i  (24), Gh. Gh. Dej (6), and 
Petro~ani (22) (Figure 4). In several cases two adjacent urban settlements with populations 
of over 50,000 each have been included in the same FUR: namely BrZla-Galati (1 1), 
Deva-Hunedoara (2 l ) ,  and Cluj-Turda ( l4).) 

Secondary regionalization criteria used in the delineating procedure refer to other 
major types of regionally oriented spatial interaction (e.g. service linkages and inter- 
relations) based on the structure of local administration whose spatial ranges, under 
planned-economy conditions, tend to  be highly correlated (Korcelli, 1977). As in Poland, 
the introduction of supplementary criteria made it possible to delineate a set of FURS 
that exhaustively covers the whole national territory, even when a part of this territory is 
situated beyond the commuting sheds of large and medium-sue urban centers. The study 
of present and emergent settlement clusters shows that it is possible to assume that the 
peripheral areas will eventually be pulled into the orbit of major urban centers. In many 
cases the commuting boundaries are coincident with the administrative boundaries (with 
some notable exceptions); this simplified the computation of size and population data for 
1977 by allowing the direct use of census data. 

Finally, two more criteria were taken into consideration in defining functional 
regions, namely, the role of individual cities as central places and potential growth centers 
and the potential population of urban places in the year 2000 as studied in several alterna- 
tives at  the Institute of Planning, Housing, and Local Administration in Bucharest (ISLGC, 
1977). According to these criteria, several more functional regions have been identified: 
Cimpulung (41, Sighetu Marmatiei (28). Birlad (45), Roman (32), Lugoj (42), Cimpina 
(35), and Media9 (49) (see Figure 4). The population estimates for the year 2000 for most 
of these settlements according to the national physical plan are 60,000-70,000 people 
compared with their present populations of 35,000-45,000. 

TO summarize, the steps taken in the identification of FURs in Romania fall into 
two broad categories: ( I )  exploratory assumptions and criteria and (2) normative inputs. 

(1) The exploratory assumptions and criteria include the rank-size of urban places, 
the hierarchy of central places, the growth poles, the clusters of settlements with their 
defining criteria (size, relationships, central-place criteria, and commuting criteria) (the 
clusters of settlements delineate, in most cases, the FUR cores), and the FUR population 
threshold. 

(2) The normative inputs are basically service linkages and their interrelation with 
the structure of local administration, regional equity considerations (i.e., the minimum 
gross annual industrial output per county to be reached by 1980 and by 1990), growth 
rates of relatively small but rapidly developing new industrial centers and the population 
potential of urban places in the year 2000 (indicative). 

The resulting spatial units cover the whole national territory. As first-order units, 
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TABLE 1 Aggegated data for FURS in Romania, 1956-1977 

Year Division Minimum Maximum Average Average 
population population population area em')  

1956 (February 21) Core 9,632 1,177.661 73,274 - 
Periphery 54,357 656,703 276,515 - 
Region 100,829 1,834,364 349,789 4,750 

1966 (March 15) Core 12,443 1,366,684 96,027 29 
Periphery 47,500 697,263 286.036 4,721 
Region 133,496 2,063.947 382,063 4,750 

1977 (January 5) Core 30,122 1,807,044 140,997 24 
Periphery 43,301 790,806 290.191 1,726 
Region 152,500 2,957,850 431.188 4,750 

their pattern is relatively close to the present administrative division into 39 counties 
("judet"). The basic objective of the 1968 reform was, however, to create regions with a 
high degree of internal coherence with respect to the economy, settlement networks, and 
commuting tields. (See Enache et al., 1978a, 1978b for a more complete description of 
the regionalization procedure adopted.) 

There is a strong correlation between the percentage of the population that is urban 
luid the level of economic development of the FURs. The least urbanized region in the 
carly 1970s was Bistrita (8) with 17.8%) of its population urban whde the most urbanized 
region was Deva-Hunedoara (21) with 68.0% of its population urban. Deva-Hunedoara 
has experienced a long tradition in urban living, with its early extractive and metallurgical 
industries. In general the hghest percentages of urban population were recorded in highly 
industrialized regions (Brqov (lo), Deva-Hunedoara (21), Sibiu (38), Constanfa (1 5)) 
while the lowest percentages were recorded in regions whose economy is still predomi- 
nantly agrarian (Botogani (9), Z a l h  (37), etc.). 

3 RECENT SPATIAL POPULATION AND EMPLOYMENT CHANGES IN 
FUNCTIONAL URBAN REGIONS (1 956,1966,1977) 

The data gathered by the authors for the Human Settlement Systems Task of the 
International Institute for Applied Systems Analysis refer to the population of the 50 
FURs defined at the 1956, 1966, and 1977 censuses, by core and region, employment 
(total, primary, secondary, and tertiary) at the 1956, 1966, and 1977 censuses, by core 
and rcgon. and the sizes in square kilometers of cores and reglons. 

The published sources of the data were the 1956 and 1966 censuses and the 1977 
Stat~stical Yearbook of Romania. The Yearbook offers preliminary population data from 
the 1977 census but the data only apply to the regional cores and to 20 regions whch 
happen to be coincident with the respective counties of the present regonal structure. 
Population data for the remaining 30 FURS were estimated by using a trend and corre- 
lation analysis. 

Table 1 gves the aggregated data for the FURs in 1956, 1966, and 1977, i.e. the 
minimum population, the maximum population, the average population, and the average 
area of the cores, peripheries, and regions. It is worth noting that the average FUR in 
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1977 had a population of 43 1,188 and was comparable in size to functional regions in 
other countries: 480,809 in France, 448,787 in Hungary, and 379,204 in the United 
Kingdom (Gordon and Kawashima, 1978). 

Table 2 shows the population growth and distribution within the FURS by core, 
periphery, and region; it also shows aggregated data computed for size categories of the 
urban cores in 1977. The eight size categories follow roughly a logarithmic scale (popu- 
lations of 50, 75, 100, 150,200, 500 and 1000 thousand) in order to be compatible with 
international data. 

The population increase for the region as a whole was in all cases (size categories) 
higher in the second decade of our analysis, i.e. 1966-1977. The population increase in 
the core was positive in all cases but one category of cores (population of 100,000- 
150,000 in 1977) experienced a slower increase in the second decade. The relatively high 
rates of natural population increase explains the general increase in the population living 
in the periphery although the growth rates slow down somewhat in the second decade 
(1966- 1977) and even became negative for the periphery of regions having a core popu- 
lation of 75,000- 150,000. The population share of the cores increased for all size cate- 
gories, the most dramatic increase being from 26.59% in 1956 to 42.33% in 1977 for the 
200,000-500,000 category. 

Table 3 shows the total employment shifts in the period 1956-1977 by core and 
region disaggregated by the same size categories of the core. The most notable shift of 
total employment ( I  41.21%) in the period 1956-1966 took place in cores having a 
population of 200.0W500.000, wtde the highest employment sluft for the total FUR 
( 12 1.78%) occurred in Bucharest during the period 1966- 1977. 

Table 4 gives the disaggregated employment shlfts (by primary, secondary, and 
tertiary activities) in the period 1956- 1977 by core and region. [n all cases primary 
employment experienced a sharp decrease, which was accentuated in the second period 
1966-1977. In the last ten years primary employment in the FURS declined to 65% of 
the initial (1966) level. The shift in secondary employment was hgher in 1966-1977, 
in some cases reaching 170%. It was matched by the increase in tertiary employment, 
although the figures are in most cases lower (around 13W0) with the exception of the 
smallest cores where the shift was 19 1.99%. One explanation of this last case is of course 
the particular efforts to provide services for this category of urban cores. 

The total population and total employment stufts by core size of FURs are illus- 
trated in Figure 5, whlle the disaggregated employment shifts by core size of FURs during 
the same period (195G1977) are shown diagrammatically in Figure 6. 

An interesting conclusion can be drawn from an application of the balance indicator 
(presented in Section 1) to the FUR data. The smooth trend towards equalization is no 
longer clear (Figure 7). The indicator shows a certain imbalance of the regional distribution 
of primary employment over the period 1956-1977 which influences the change of total 
employment. However, activities which can be fully controlled through economic policy 
and economic investments show a more balanced distribution in 1977 than in 1966 and 
1956; this applies to employment in the secondary and tertiary sectors. The distribution 
of secondary-szctor employment over the 50 FURS shows a dispersion of 67.5% in 1956, 
47.8% in 1966. and 43.1% in 1977. while the distribution of tertiary-sector employment 
is smoothed (with a dispersion index of 42.15% in 1956, 37.4% in 1966, and 31.3% in 
1977) through the effort to provide services in the less developed regions. 



TA
ML
li
 2
 

P
op

ul
at

io
n 

p
ow

th
 a

nd
 d

is
tr

ib
ut

io
n 

w
it

hi
n 

th
e 

I'U
R

s 
by

 s
iz

e 
of

 c
or

e,
 1
95
6-
19
77
 

U
rb

an
 r

eg
io

ns
 b

y 
P

op
ul

at
io

n 
in

cr
ea

se
 

P
op

ul
at

io
n 

in
cr

ea
se

 in
 

P
op

ul
at

io
n 

in
cr

ea
se

 in
 

Pe
rc

en
ta

ge
 o

f 
po

pu
la

ti
on

 
po

pu
la

ti
on

 s
iz

e 
of

 
fo

r 
w

ho
le

 r
eg

io
na

 
th

e 
pe

ri
ph

er
ya

 
th

e 
co

re
a 

liv
in

g 
in

 t
he

 c
or

e 
tl

~
c co

re
 (
19
77
) 

19
56
-1
96
6 

19
66
-1
97
7 

19
56
-1
96
6 

19
66
-1
97
7 

19
56
-1
96
6 

19
66
-1
97
7 

19
56
 

19
66
 

19
77
 

>
 1
,0
00
,0
00
 

11
2.
5 

1 
12
5.
86
 

10
6.
7 1

 
11
3.
41
 

11
6.
05
 

13
2.
22
 

50
0,
00
0-
1,
00
0,
00
0 

-
 

-
 

-
 

-
 

-
 

-
 

20
0.
00
0-
50
0,
00
0 

11
4.
13
 

11
8.
54
 

10
5.
28
 

10
0.
95
 

13
8.
56
 

15
5.
43
 

15
0,
00
0-
 "
~0
,0
00
 

10
5.
59
 

11
1.
36
 

10
0.
50
 

10
2.
17
 

12
3.
06
 

13
7.
14
 

10
0.
00
0-
i5
0,
OO
O 

11
4.
70
 

11
1.
81
 

10
7.
70
 

99
.5
3 

15
1.
99
 

14
8.
87
 

75
,0
00
-1
00
,0
00
 

10
7.
02
 

10
7.
95
 

10
1.
79
 

98
.6
3 

14
0.
1 1

 
15
0.
72
 

50
.0
00
-7
5,
00
0 

10
6.
47
 

11
0.
15
 

10
3.
19
 

10
2.
83
 

13
8.
48
 

16
3.
26
 

c: 
50
,0
00
 

10
5.
08
 

10
6.
64
 

10
2.
39
 

10
0.
84
 

13
8.
5 1

 
15
9.
89
 

"l
ni

le
s 

vd
ue

s:
 f

ig
ur

es
 f

or
 1
9
5
6
 1
96
6 

ba
se

d 
on

 1
95
6 

-.
 1
00
 a

nd
 r

ig
ur

es
 io

r 
19
66
-1
97
7 

ba
se

d 
on

 1
96
6 

10
0.
 



Assumptions in den tifying Romanian FURS 117 

TABLE 3 Total employment shifts, by core and region, 1956-1977 

.Urban reglons by Total employment Total Total emplovment Total employment 
population size in the core employ- in the region shift in the region 
of the core (1977) ment shift (thousands) 

in the corea 

1956 1966 1956-1966 1956 1966 1977 1956-1966 1966-1977 
- 

> 1,000,000 621,127 701.255 112.90 1,040 1,100 1,340 105.77 121.78 
500,000-1,000,000 - - - - - - - - 
200,000-500,000 439,608 620,799 141.2 1 2,040 2,157 2.366 105.75 109.65 
150.000-200,000 204,106 245,787 120.42 1,143 1,060 1,123 92.75 105.91 
100,000-150,000 172,698 233,673 135.30 1,220 1,305 1,280 106.95 98.04 
75,000-100.000 80,808 107,237 132.70 881 791 769 89.71 97.19 
50.000-75,000 129,418 177,732 137.33 1,972 1,912 1,805 96.92 94.38 

< 50,000 121,944 162,614 133.35 2,149 2,023 1,981 94.14 97.87 

a h e  ratio of total employment in cores in 1966 t o  the total employment in cores in 1956, expressed 
as a percentage. 

The ratio of total enlployment in regions in 1966 (1977) to total employment in regions in 1956 
(1966). expressed as a percentage. 

TABLE 4 Disaggregated employment shifts, by core and region, 1956-1 977 

ljrhan Division Disasega ted  employment shiftsa Percentage of 
redons by 
pnpuktion 

19561966 1966-1977 
secondary 
employment 

t u c  of the in the core 
core ( 1977) 

Primary Secondary Tertiarv Primary Secondary Tertiary 1956 1966 

'-~1,000,000 Core 22.65 120.42 
L12'76 69.95 150.54 129.58 51.59 55.03 

Ken~on 77.70 135.83 108.29 
5011,000- Core - - - - - - - - 
1,000.000 Reg~on - - - - - - 
200.000- Core 80.05 146.42 

140'59 66.73 171.94 136.43 58.87 61.04 
500.000 Region 84.70 155.07 138.42 
150,000- Core 81.33 123.40 123.82 78.65 152.11 130,23 61,93 40.68 
200.000 Region 71.95 138.07 126.28 
100,000- Core 71.06 138.46 143.67 60,51 154,23 127,67 61,97 63,41 
150,000 Region 85.20 149.93 165.15 
75,000- Core 72.30 136.53 138.51 61.73 152.56 134.70 66,18 68.09 
100,000 Region 75.82 115.90 135.29 

'Ore 82'77 164'33 136'51 62.68 171.52 140.40 52.17 62.43 
75.000 Region 84.67 161.27 135.52 

'Ore 82'13 170.31 136.32 67.;3 170.85 191.99 39.13 50.27 ' Reglon 80.26 153.36 148.22 

a Ratio of  sectoral employment at end of period (1966 or  1977) to  sectoral employment at  the 
beginning of period ( 1956 to 1966). expressed as a percentage. 
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FIGURE 5 Population and total employment shifts in the period 19561977 .  

Another conclusion can be drawn from a comparison of the balance indicator for 
disaggregated employment by FURS and counties. With one exception (i.e. tertiary 
employment), the figures are higher for the FURs. When looking at this data, however, 
we have to bear in mind that there are 39 counties (plus Bucharest) while there are 50 
FURs. This means that, in addition to the county-capital data (which roughly correspond 
to the FUR core data), the FUR data include second-order settlements located within 
some of the 39 counties. 

Consequently the diagrams in Figure 7 show a tendency for growth to be directed 
mostly to the county capitals and less to the second-order cities within the respective 
counties, the implied planning assumption being that development and progress will 
diffuse within a county. The result is that, whde counties converge in their aevelopment 
and become more equally developed, imbalances can be expected at the intracounty level 
(as revealed by analysis of the 50 FURs) and should be dealt with accordingly (e.g. at 
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A. PRIMARY EMPLOYMENT 
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I'IGIJKI- 6 Disasregated employment shifts in the period 1 9 5 6 1 9 7 7 .  by region. 

local or county level). This is an interpretation of the greater dispersion from the arithme- 
tic mean of population and employment in FURs than in counties. However, it should be 
noted that the analysis extends only to the data available so far for the FURs (e.g. popu- 
lation and disaggregated employment) and no comparison is possible yet between FURs 
and counties with regard to other indicators on whch the data are abundant for counties. 

A notable exception in the pattern of employment change among FURs and 
counties is tertiary employment (Figure 7) where the dispersion from the mean is higher 
(both in 1956 and in 1977) in counties than in FURs, which implies a highly balanced 
distribution of tertiary employment at the level of FURs. 
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FIGURE 7 The balance indicator for total and disaggregated employment of  counties and FURS in 
the years 1956, 1966, and 1977 (the 1977 t-iures are based on estimated data). 

4 PROSPECTIVE DIRECTIONS OF THE DEVELOPMENT OF HUMAN 
SETTLEMENTS IN ROMANIA 

The pattern of settlements in the year 2000 has been studied in alternatives which 
specifjr the size and functional category of each settlement, its economic and social 
structure, as well as its role in the region. Figure 8 shows several alternatives for future 
development of the settlement network. Alternative A represents an extrapolation of the 
present situation. The correlation coefficient for alternative A (0.978) is higher than the 
coefficients for the period 1941-1975. Alternatives 1 and 2 are hypothetical and their 
respective correlation coefficients are 0.992 and 0.988. The higher coefficient for alterna- 
tive 1 is basically the result of the provision in that case for six cities with a population of 
500,000-600,000 which would fdl the gap between the capital and the second-ranking 
cities of the country. In alternative :! the six cities would only reach 350,000-400,000 
people each (Enache, 1977a). 

We agree with Dziewonski (1972, p. 8 2 )  that,  although it is impossible t o  define on 
the basis of rank-size distributions the relations and interdependences of individual 
settlement units, it is possible t o  discuss the consequences of  the growth (even the planned 
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FIGURE 8 The ranksize distribution of Romanian urban settlements in the year 2000. (Sou 
Enache, 1977a. p. 58.) 

growth) of an individual city or settlement unit for the whole system, taking into account 
the preservation or disruption of the whole system. 

Finally, another important determinant of the future settlement network is the 
decision to transform (in the next 15-20 years) some 300-350 rural settlements into 
urban settlements. These "semiurban" places are chosen following criteria based on 
natural and human resources, geographical location, linkages within the region, accessi- 
bility, and housing provision (ISLGC. 1975). The location of new industrial and agri- 
cultural activitiesin these settlements will give them a mixed industrial-agrarian character. 
Their population is planned to be over 5,000 and they are expected to act as service 
centers for four or five nearby villages situated within a radius of 15-20 km. 

Romania's strategy for controlling and guiding urbanization is based on a consistent 
conceptio.1 regarding the possibility of decisively influencing, under the conditions of a 
planned economy, the structure. size, and regional location of the settlement network by 
the allocation of activities and by guiding social processes, of which migration and com- 
muting are of major importance. 
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FUNCTIONAL REGIONS AND REGIONAL DEVELOPMENT 
IN HUNGARY 

l lszl6 Lack6 
Division for Physical Planning and Regional Development, Minisny of  
Building and Urban Developmenr. Budapest (Hungary) 

1 INTRODUCTION 

T h ~ s  paper cor~sists of four main parts. After this brief introduction, Section 2 
clcscribcs procedures that have been adopted in the identification of Functional Urban 
Kcg~ons (FURs) in IIungary and the delineation of their boundaries. Section 3 contains 
a brief characterization of the regions while Section 4 focuses on settlement trends as 
represented by changes in the population distribution and economic activity among, and 
within, the functional regions. (Sections 2 , 3 ,  and 4 are a revised and extended version of 
Chapters 2 ,3 ,  and 5 respectively of an earlier report by Lack6 et al. (1978), which also 
included a detailed account of trends occurring within Hungarian urban regions during 
the 1960s.) Finally, in Section 5 the principles of urban and regional planning in Hungary 
are discussed together with their role in the evolution of settlement patterns. 

2 THE DELINEATION OF FUNCTIONAL URBAN REGIONS 

The regions were delineated partly by labor-force-attracting zones, partly by the 
general gravitational influences (services) of urban centers, and partly by the functional 
(hierarchical) situation of the central places. The urban labor-force-attracting regions are 
far from covering the whole territory of the country, but according to other calculations 
of attraction every settlement is linked to an urban center. 

According to the population, employment, and commuting data of the 1970 census 
we delineated 23 regons (see Figure 1). This relatively high number is explained by the 
small number of cities and major centers and by the fact that for the greater part of 
Hungary the districts of gravitation of small and medium-size towns typically are only 
loosely interlinked. One can also see the strong polarization >f the Hungarian economic- 
spatial structure in the formation of the FURs. 11le main features are as follows. 

The core areas of only four regions (Budapest (I) ,  Miskolc (4), Gydr (16), and 
Pkcs (23)) are formed by urban agglomeration; the centers of other regons are single 
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urbarl settlements. Two cities on the Hungarian Plain, Debrecen (population 190,000) 
and Szeged (160,000), might yet agglomerate the neighboring settlements, but to  a lesser 
degree. 

The Budapest region emerges very conspicuously frorn the rest. The core area - the 
Budapest agglomeration - taken in the strictest sense has a population of 2.3 million, 
while the whole region has a population of 3 million. The core of the second-largest 
regon (Miskolc) has a population that hardly exceeds 400,000, whde the whole region 
has a population of 0.75 million. 

The industrial-economic centers of the country were formed in the northern 
districts. Of the 23 regons, five are located along the northern border (the Budapest, 
Miskolc, Gyhr, Salgbtarjh, and Tatabhya regions) and comprise 4.7 million inhabitants, 
i.e. 45% of the population. The territorial concentration of industrially employed active 
earners is similarly strong; there is a very strong interrelation between the geographic 
distribution of industry and that of population. AU the large cities are industrial; the 
IJungarian capital up to the mid-1960s was the largest industrial concentration in all 
eastern central Europe. More people worked in Budapest industrial enterprises than in 
those of the whole Upper Silesian industrial district of Poland. 

In four regions the share of industrially employed earners exceeds 50% of the active 
population. The Budapest district is situated in their center. The other three - centers of 
mining, metallurgy, and energy production - maintain close cooperation with the indus- 
try of the capital. A highly specialized industrial ring surrounds the capital, carrying out 
high-level tertiary functions. In the relatively small territory of the four regions exactly 
half of the industrially employed population of the country is concentrated. 

There are no significant industrial-urban agglomerations whose gravitation extends 
to considerable territory in the central and southern parts of the country. Of PCcs, 
Szeged. and Debrecen (cities with 160,000- 190,000 inhabitants), only PCcs has a definite 
zone of agglomeration; in the other two cities the agglomeration process is still taking 
shape. In the PCcs district there are many functional zones with small populations and 
areas that are linked to  relatively small centers. The economic-spatial structure of the 
Hungarian Plain and southwest Transdanubia is characterized mainly by regions which do 
not amalgamate into higher territorial units and which maintain very loose economic 
relations with each other. The center of such a region frequently links a large part of its 
functional zone to itself not by economic and labor-force attraction but by adminis- 
trative, health, and educational gravitation. 

The ratio of the population of the core to that in the attracted territories is very 
divergent. In the most highly develope'd regions (Budapest and Miskolc) the population 
of the core area is much larger than that of the attracted territory. In many respects these 
cores attract the whole territory of the country or several regions. In contrast, some 
smaller towns of the Hungarian Plain (e.g., BtkCscsaba with 62,000 or Szolnok with 
72,000 inhabitants) have large territories of gravitation but their intensity of gravitation 
is insignificant. In the Plain districts that are industrialized to a lesser degree, and also in 
the central and southwest districts laclung significant urban centers, a large part of the 
population is outside the influence of regular and strong urban gravitation. 

In delineating the urban reDons we took account of the results of a computation of 
functional spheres of influence obtained in another research project. The sphere of influ- 
ence of the settlements at the top of the settlement network hierarchy was determined 
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with the help of a type of interaction model. From the methodological point of view we 
treated the work of Hansen (1975) as a starting point. The interaction of centers of the 
highest level was computed so that factor values corresponded to their population sue. 
The variables used in factor analysis express the sue,  importance, and "capacity" of the 
settlements (the number of inhabitants, the number industrially employed earners, the 
number of r e t d  shops, the hotel capacity, the number of telephone receivers, and the 
seating capacity in cinemas). A more de tded  evaluation of the results is to  be found in 
the study by Lack6 (1976). 

The spheres of influence of the centers of m e s t  level are shown in Figure 2. It is 
noticeable that they are of very different sues. Among the smallest are H6dmez6vdsArhely, 
Sopron, Eger, and Salg6ta din, while the largest (apart from Budapest) are Miskolc, 
Debrecen, Gy6r, and Nyiregyhhza. It is obvious that the formation of the "borders" 
depends primarily on the situation of the settlements with respect to  each other; how- 
ever, the delineation conceals other significant phenomena. Thus, for instance, the 
northern boundary of the sphere of influence of PCcs can be delineated only very condi- 
tionally. which reflects the lack of a center in this area. The situation of the centers 
surrounding the capital deserves still more attention. Here circles of small radius (com- 
pared to  the neighbouring settlements) were formed, and as a result the districts could 
not be closed in the direction of the capital. This is due to the differences in size and 
importance between Budapest and other centers. (The factor value for Budapest was 
11.183, for Tatabhnya 0.158, for SzCkesfeh4rvi.r 0.271, for Dunaujvhos - 0.003, for 
KecskemCt 0.196, for Szolnok 0.275, for Eger 0.074, and for SalgbtarjPn 0.037.) The 
results of the computation cannot be evaluated horizontally. Figure 2 shouId be regarded 
as if Budapest were a h g h  pIatform and other centers were situated on a lower level; the 
"relief" is indicated by the small arcs. 

The sphere-of-influence considerations helped in the delineation of urban regions 
and served as additional data for the solution of disputed questions. 

3 MAJN CHARACTERISTICS OF THE URBAN REGIONS 

The regions can be divided into three groups. The first consists of Budapest itself. 
The second contains the large urban regions: 4 (Miskolc), 6 (Debrecen), 10 (Szeged), 
16 (Gybr), and 23 (Pkcs). The third includes the remaining centers which are medium- 
size towns. This group can be divided into subgroups: the heavily industrialized urbanized 
centers (e.g., 14 (Tatabdnya) and 19 (VeszprCm)) and poorly developed regions whose 
centers have an administrative and service character rather than economic gravitation. 

3.1 Ihe Budapest Region 

With its sue  and dynamism the capital plays an outstanding role in the economic- 
spatial structure of the country. The considerable decline in the number of industrially 
employed earners in recent years does not mean that the significance of the capital has 
decreased since all the most important positions in political and economic life are still 
there. The overwhelming majority of industrial enterprises and the head offices of all the 





banks are in the capital. Tlie electric machine-tool industry, precision engineering, and 
research and development in general are of outstanding importance in the industry of 
Budapest. About 30% of Budapest's industry exports its products abroad. Next to 
Moscow, the Hungarian capital is the largest of the European sociahst capitals, its attrac- 
tive force extending not only to the whole country but also in some respects beyond its 
borders. 

The agglomerative ring that sticks closely to  the capital belongs to the core area 
of the region. Originally it was the commuting zone of the capital but in the last two 
decades - owing mainly to  the resettlement of Budapest's industry - its own industry 
has considerably developed and several dynamic satellite towns have been formed (Vac, 
Szazhalombatta, and Godollb). The outer zone of gravitation of the region is also in the 
Budapest commuting region (approximately 220,000 persons commute daily to and from 
the capital). The population of the region shows rapid growth, partly because of the 
difficulties of moving into Budapest. 

The agricultural and tourist functions of the region are important as well. The 
agriculture is highly intensive and the most advanced of the country. The capital-intensive 
development of agriculture was stimulated by the rapid decrease in the labor force. The 
high level of development was influenced by the great importance of the branches of 
intensive plant cultivation (flowers, vegetables, fruit, and viniculture), by favorable 
market possibdities, and by many branches of industrial activity flexibly accommodating 
to the needs of the market and maintaining cooperation with manufacturing industry. 
However, the natural conditions for agriculture are poor. 

The most important center of tourism is Budapest itself; in 1975 it was the final 
destination of half of the 5 million foreign tourists who stayed in the country. The forest- 
clad mountains north of the capital and the Danube Bend are also centers of tourism of 
national importance. 

All the main railway lines and hghways converge in Budapest, and the Free Port on 
the Danube is also located there. The very favorable transportation-geographic situation 
was of great importance in the rapid economic development that took place at the end 
of the 19th century and will probably strengthen the preeminence of Budapest in the 
future. 

One can scarcely observe any suburban development in the Budapest agglomeration. 
The settlements of the commuters (the "dormitories") have the character of rural areas 
where agricultural activity among the population is widely spread. 

3.2 The LargeCity Regions 

Three of the large urban settlements have traditional industrialized-urbanized core 
areas; the two Plain regions have preserved much of their rural past. Of the old industrial 
regions, two (P6cs and Miskolc) grew from their background of mining and energy pro- 
duction. In the past 20 years their production structure has been substantially enlarged; 
nev~rtheless, it is still rather lopsided, with manufacturing industry being insufficiently 
developed. In contrast, the core area of the Gy6r region is characterized by manufactur- 
ing industry. Although the central cities are not really large (Miskolc has 200,000, P6cs 
165,000, and Gy6r 120,000 inhabitants) they are quite dominant. 
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The structure of the Miskolc region is peculiar. Its core area is formed by the 
second-largest industrial district in the country, situated in the valley of the Sajd river 
from the border to the Tisza river. The industrial zone is the main metallurgical and 
chemical district of the country. Almost without transition, the area of gravitation sur- 
rounding the core is one of the most underdeveloped zones of the country, with back- 
ward agriculture, small villages that are becoming depopulated, and poor transportation. 
Only the fertile southern agricultural zone is able to  maintain some small towns. 

Pkcs and the surrounding mining district make up the core area of the Pbcs region. 
The tertiary functions of Pbcs are important. From medieval times onward it has been a 
cultural center; its university was founded in 1366. Its manufacturing base is characterized 
by traditional light industry and there is a lack of dynamic modern branches of industry. 
The development of the city is mainly due to its being the organizational center of this 
important mining (anthracite and uranium ore) and tourist region. In the long run how- 
ever, these functions will not be sufficient. 

The core area of the CyBr region (the Cydr agglomeration) is one of the oldest 
industrial urban centers. Its development has been stimulated by its location halfway 
between Budapest and Vienna. Because of early industrialization, light industry is very 
important in its structure. Cydr's industry remained untouched by the great wave of 
industrialization immediately following World War 11. However, expansion of the indus- 
trial base followed a little later. Mining and metallurgy were the first beneficiaries of these 
changes; since the 1960s Cy6r has received high priority in the program for road-vehicle 
production (lorries, dumpers, and various types of engine); this has strongly influenced 
the development of the whole city. Its tertiary functions, which for a long time were of 
little economic importance, have also started to develop. Following vigorous in-migration, 
the city has grown younger; the natural growth of the population is the highest of all 
Hungarian cities, exceeding twice the national average. 

The small-town network of CytSr's sphere of influence is well developed. Agricul- 
ture is intensive; the region's stockbreeding has for decades been the most advanced in 
tlie country. Further advantages are assured by its proximity to Vienna and Bratislava 
- transit between Budapest and these cities (most of it passing through CyBr) is con- 

siderable. 
The development arid internal territorial structure of the large urban regions of the 

Hungarian Plain - the Debrecen and Szeged regions - are somewhat peculiar. Both cities 
have for centuries been important trade and cultural centers of the Hungarian Plain. 
However, trade has been limited to agricultural products (grain, beef cattle) which did 
not accumulate large amounts of capital, and the cities remained almost completely 
untouched by capitalist development. In the period preceding World War I1 only an insig- 
nificant amount of industry settled there, with the foodstuff industry playing the domi- 
nant role. The administrative borders of the cities included a fair amount of agricultural 
territory, and the majority of their populations even as late as the period between the two 
World Wars was occupied with agriculture. The tertiary functions and cultural life of 
these "peasant cities" were, however, surprisingly developed: both cities have universities 
and research institutes of internatior.al reputation, and literary, theatrical, and musical 
life is active. 

Beginning in the 1960s, rapid development followed the stagnation of the one-and- 
a-half decades after World War 11. Considerable amounts of modern industry were located 



in the cities, their tertiary functions were strengthened, and the population rapidly 
increased. However, these still basically rural cities were unable to employ the surplus 
labor force of their sphere of influence since they themselves disposed of considerable 
surplus labor, which was absorbed first by the newly settled industry. 

There are relatively many medium-size towns in the spheres of influence of Debrecen 
and Szeged, some of which have developed like "rural cities". For decades their population 
has stagnated, and in some cases has diminished. The region influenced is mainly agrarian. 
The Debrecen region is surrounded by an extensive agrarian belt with Debrecen as an 
island within it. The spatial structure of the Szeged region is better graduated and less 
dominated by the core city: the small towns are more important and the agriculture 
more intensive. 

3 3 lle Regions of MediumSueti Towns 

The districts belonging to  the third group of urban regions can be divided into 
three parts according to their common internal features. The first part includes districts 
with heavy industry, relatively small area, and a homogeneous economic structure (the 
Salgotarjh (2), Dunaujvdros (l3), Tatablnya (14), and Nagykanizsa (21) regions). Next 
there are mutually similar regions where the influence of the center, whdst not in dispute 
is administrative only. In this case each region is formed by a county and its adminis- 
trative center; because of the weakness of any other observable attracting effect it would 
be unreasonable to split the counties (see the Nyiregyhdza (5), Szolnok (7), KecskemCt 
(8), B6kCscsaba (9), and Kaposvk (22) regions). The level of development of these mainly 
agrarian regions is rather low. Finally, there are the medium-sized urban districts that 
have been formed largely on the basis of their industrial production functions, with 
relatively strong urban gravitation (the Eger (3), SztkesfehCrvk (1 5), Szombathely (18), 
VeszprCm (19). and Zalaegerszeg (20) regions). 

The importance of commuting in various cities is illustrated in Table 1. Note that 
this coefficient is only loosely related to the economic character of the cities since there 
are industrial centers with high and with low levels of commuting. A more definite inter- 
relation can be seen in the fact that commuting is generally less important in the large 
cities than in settlements with small populations. There is, however, an exception: 
KecskemCt, one of the medium-size towns, shows the lowest level of commuting of all the 
urban settlements. 

Obviously this picture is due partly to the fact that the evaluation was carried 
out according to administrative boundaries. Thus intratown commuting does not figure 
in the commuting data; for towns with large territory (e.g., KecskemCt), relatively 
fewer, and for towns of small territory relatively more, commuters are taken into con- 
sideration. 

The central cities of the urban regions are characterized by a fairly sizable positive 
commuting difference. The only exception is a subcenter of ,egion 4, Kazincbarcika: 
there the share of outcommuters exceeds 10%. lhls fact is connected with the multi- 
center nature of the region and the strongly industrialized character of the district. 
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TABLE 1 Daily commuters to and from the centers of urban regions, 1970. 

Region lncommutersa Net commuters 
(in-commuters minus 

No. Name out-commuters)" 

Budapest 
Salgdtarjh 
Eger 
Miskolc 

Kazincbarcika 
6 z d  

Ny iregy haza 
Debrecen 
Szolnok 
Kecskemtt 
Btktscsaba 
Szeged 
Baja 
Szekszlrd 

Sopron 
Szombat hely 
Veszprtm 
Zalaegerszeg 
Nagy kanizsa 
Kaposvlr 
Ptcs 

a As a percentage of  resident earners. 

4 RECENT CHANGES IN THE URBAN REGIONS 

The 1970s proved to be a special era in the development of the Hungarian economy. 
During the period 1971-1975 the natural growth rate of the population about doubled 
(reaching 2.1% in five years) with the country having passed its demographic nadir. The 
territorial stability of the population further strengthened, and migration markedly 
diminished. The territorial concentration of the population almost ceased. For instance, 
during the period 1960- 1970 the population diminished in seven counties whereas during 
1971- 1975 it diminished in only one; in 1970 the net "profit" of Budapest from migra- 
tion amounted to 0.97% of the population whereas in 1975 it was 0.24%. The great 
territorial shifts of population came to  an end; only negligible alterations in the present 
geographic map of population can be expected in the future. 

The main characteristics of the development of the urban network are the follow- 
ing. First, the growth of population in the large urban settlements has become indepen- 
dent of the development of industry; these settlements have entered a kine :." postindus- 
trial phase. Second, the medium-sized towns continue to experience the highest rate of 
growth; however, the situation of the small urban settlements has also been released from 



its previous deadlock. The economic upturn in the small towns has been brought about 
mainly by the decentralized development of industry but service functions have been 
considerably amplified as well. The number and the influence of secondary local centers 
inside the FURS have also increased. 

The number of permanent migrants has considerably decreased while the number 
of commuters has greatly risen - by 2% in five years. Some research workers consider 
the increase in commuting as an unfavorable phenomenon but in our view the unfavor- 
able effects can be largely neutralized by developing transportation. 

Important changes have occurred in the geographic distribution of the industrially 
employed population. The number of this sector of the population increased by only 1% 
during the 1970s. The changes in the industry of the Budapest region are very conspicu- 
ous. Although in the outer district of gravitation the industrially employed population 
somewhat increased it declined markedly in the core - by 12% in five years. Particularly 
significant was its decline in the capital where in ten years (1965- 1975) it diminished by 
120,000. At the same time it continued to grow relatively rapidly in the industrially back- 
ward regions of the Hungarian Plain and South Transdanubia - by 16% in five years (and 
in region 5 (Nyiregyhh) by 37.4%). As a result of this development in contrasting 
directions the share of the industrially backward regions in the industry of the country 
had increased by 1975 to 21% from 18.5% in 1970, the share of the Budapest region 
having fallen back to 3 1.5% from the 1970 level of 40.1%. 

The decentralized territorial development of industry is due to two factors. First, 
in the contemporary system of economic management, industrial enterprises make inde- 
pendent decisions in many matters of development. As a result of the chronic lack of 
labor in Budapest the enterprises of the capital have established many factories in the 
urban and large rural settlements of the Hungarian Plain that dispose of a free labor force. 
Secood, in order to spur more rapid development of the backward regons a central fund 
for territorial development was established in the State budget; the bulk of this fund has 
been used in the development of industry. Two-thirds of it has been used in four regions 
(Nyiregyhiza ( 5 ) ,  Debrecen (6), Szolnok (7), and BbkCscsaba (9)) of the Hungarian Plain. 
Reglon 5 alone received half of the fund. 

The main features of the territorial location of industry have also been formed. 
Further territorial dispersion is expected to slow down, with technical reconstruction 
corning into the spotlight. Coal mining can once again look forward to guaranteed 
development, thus improving the situation of the old industrial regions. (In region 2 
(Salg6tarjin) during the period 1970-1 974 the number of people employed in coal 
mining dropped by 30%. Through accelerated development of other branches of industry 
and lowering of the pensionable age to 55 for miners, problems of unemployment were 
avoided in the region.) In the Tatabinya region (l4), influenced by increases in the price 
of oil, decisions have been adopted to open new mines; in the long run this may happen 
in the Miskolc regon (4) as well. 

It will be possible to develop a new industrial center in the Szekszhd repon (12) 
where the f i s t  atomic power station in the country is being erected on the Danube. 

The districts of influence of several urban regions (e.g., Ny i regyhh  (5), B6k6scsaba 
(9). and Zalaegerszeg (22)) may preserve their agricultural character. Because of the rapid 
modernization of agriculture and the equalization of industrial and agricultural income 
levels this should cause no particular social problems, although it will be accompanied by 
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TABLE 2 Percentage changes of the population in the urban regions, 1970-1975. 

Region Division 

No. Name Core Hinterland FUR 

Budapest 
Salgdtarjh 
Eger 
Miskolc 
Nyiregyhba 
Debrecen 
Szolnok 
Kecskemkt 
Bkktscsaba 
Szeged 
Baja 

Sopron 
Szombathely 
Veszprem 
Zalaegerszeg 
Nagy kanizsa 
Kaposve 
P ~ C S  

slow out-migration of the population. Large-scale agriculture has developed several related 
industrial and service activities that slow down rural out-migration. 

On considering the changes in the population, interesting modifications can be seen 
(Table 2). Between 1970 and 1975 there was a slow increase in the population in the 
majority of the regons; in one region, however, a small decrease occurred. A deeper 
analysis shows a more differentiated pattern of change (see Table 2). 

The general trend for thc core areas is population growth ranging from 1.4% to 
19.3%. The fastest growth ( I  5- 19%) can be found in the middle and eastern Trans- 
Janubian regions and in the northeastern corner of the country (Szabolcs-Szatmar 
county) where the natural population increase is very high and the planned industrial- 
i~at ion process is characteristic of the period under discussion. The cores of these regions 
are single medium-sized cities, whose importance is generally increasing nowadays in 
Hungary. The slowest rate of growth (1.4%) characterizes the Budapest agglomeration. 
Low rates of growth also occur in some of the southern regions (Szeged (lo),  Baja (1 I), 
and Ptcs (23)) and in the Miskolc agglomeration. It is worth underlining that the two 
most strongly agglomerated regions excel in slow population growth; this trend is analo- 
gous to the population decrease in the hghly urbanized regions of other countries. 

With regard to the hinterland areas, 13 of the 23 regions and losing their popu- 
lation. The decrease is the biggest (-2.6% to -3.8%) in West Transdanubia. The growing 
(2.1-4.2%) hinterland areas are those in the Great Plain and in the highly industrialized 



Budapest and Tatabinya regions. In a few regions (Szkkesfehkrvhr (IS), Veszprkm (19), 
Zalaegerszeg (20), and Nagykanizsa (2 1)) growth in the core is accompanied by a decrease 
in the hinterland; these regions are characterized by the predominance of centripetal 
migrations. 

All except one (Baja (1 1)) of the FURs are characterized by a moderate overall 
increase in population. The highest growth rates have occurred in the Dunaujvkos 
heavy-industrial region (6.7%), Szabolcs-SzatmBr and Hajdu-Bihar counties, and the 
SzCkesfehkrvhr region. In all these units industrial development has been very fast in the 
1970s, although their initial levels of industrial development were different; Szabolcs- 
S z a t d r  and Hajdu-Biar belonged to the industrially underdeveloped regions while the 
other two were industrialized somewhat earlier. The lowest growth rates can be seen in 
two regions of the South Great Plain (Mkkscsaba (9) and Szeged (10)) and in Somogy 
county. 

S URBAN AND REGIONAL PLANNING AND POLICIES 

The objectives and tasks of spatial development, and the conditions of their realiz- 
ation, are determined by the general political and socioeconomic goals and requirements 
of the country. In accordance with the relevant government resolutions, provision should 
be made for (1) the efficient utilization of national economic resources and the resources 
of individual regions; (2) moderation of the material and cultural differences in living 
standards between individual regions by bringing the levels of employment, productivity, 
and supply nearer to each other; and (3) rational modernization of living conditions. 

Tasks related to the regional distribution of forces of production include the 
following: (1) the reduction of disproportions in regional economic structure; (2) the 
development of regions of high industrial potential in order to acfueve a rational level of 
concentration and an improvement in economic efficiency; (3) the efficient utilization of 
labor by spatially differentiated labor management; (4) the promotion of a regional and 
economic redistribution of labor and population; (5) (for the sake of the regional devel- 
opment of industry) modernization of the settlement structure, the intensification of 
cooperation, the complex utilization of raw-material and energy sources, the effective 
utilization of labor, and a joint use of infrastructure; (6) an increase in agricultural pro- 
duction primarily by intensive development of regions of h g h  potential; (7) in regions 
of low agricultural potential, the development of types of farming which are not very 
capital- or labor-intensive; (8) provision for and modernization of direct communication 
links between regional centers; (9) in commuting regions, the improvement of travel con- 
ditions; (10) the development of regional water-supply systems in order to meet ever- 
growing demands; (1 1) gradual provision for conditions facilitating a more equal regional 
distribution of human capital, and the development of major scientific, cultural, and 
educational centers in the peripheral regions; and (12) utilization of the economic and 
cultural potential of economic regions and settlements when locating industries that are 
particularly sensitive to the research and development base. 

Tasks related to the realization of the social policy objectives of spatial develop- 
ment include (1) the reduction of supply-level differentials between settlements of the 
same function, size, and character; (2) the gradual e h n a t i o n  of housing shortages in 
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every region of the country by the coordination of different housingconstruction 
methods and forms; and (3) the further reduction of regional income differentials. 

Tasks related to  the coordination of the regional distribution of productive forces 
and of the development of settlements include (1) the selective development of industry 
in the Budapest region, emphasizing interindustry linkages and research and development 
activity; (2) the gradual solution of spatial conflicts in the Budapest region; (3) the selec- 
tion of development centers and their expansion following the rules of dynamic economic 
development and concentration of industrial and infrastructural investments; (4) pro- 
vision for the development of rural centers; and (5) the promotion of environmental 
protection. 

The development scheme for the national settlement system has been centrally 
approved: the government adopted and published it as a resolution in 1971. The scheme 
outlines the desirable long-term aim (the structure of the settlement system for the year 
2000) and indicates the ways in which it should be implemented. 

The objectives of the scheme, based on the general spatial policy, are the following: 
( 1 )  the development of a settlement system corresponding to the rational spatial pattern 
of production forces in the long term and the development of service systems at com- 
munity levels; ( 2 )  the reduction of the existing differentials in the service-provision levels 
of settlements within the same functional categories; (3) the reduction of disparities in 
living conditions between settlements of various functions; (4) the allocation and develop- 
ment of public facilities according to  the hierarchical settlement levels; (5) the provision 
of recreational facilities to mitigate the harmful aspects of urbanization; (6 )  the develop- 
ment of national networks for communication, power, water supply, etc, in accordance 
with the spatial pattern of the settlement system; and (7) the provision of rapid lowcost 
methods o f  access to work places from residences. 

For the implementation of these objectives the scheme establishes a hierarchical 
settlement system. In the planned transformation of the system the basic issue is to deter- 
mine the development tendency of towns in accordance with the socioeconomic potential 
of the country. The development potential of individual towns is determined by the size 
of their sphere of attractions. 

The role of Budapest in the planned national settlement system is that the political, 
administrative, and management center of the country as well as the center of a large 
region. The Budapest metropolitan area accommodates one-quarter of the national popu- 
lation and ofTers jobs for tens of thousands of commuters. Differentiated demands have 
induced the formation of a large-scale supply and service system and are stimulating 
further development of the capital regon. 

The second level in the settlement system consists of a group of cities of over 
L00,000 inhabitants, centers of regions extending over several counties and country 
districts. These centers perform high-level management functions and multiple urban 
service functions and they possess a considerable industrial base; agglomeration processes 
are already visible in their surroundings. 

In addition t o  the existing large cities, 18 smaller centers have been selected for 
intensive develobment to form future high-level centers. At present these are medium-size 
towns at various levels of development but of a generally high growth potential. A con- 
siderable share of regional development resources has been directed to these urban 
centers. and consequently their functional and physical expansion has already occurred. 
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The next layer in the settlement system consists of medium-level centers that also 
play an important role in the future spatial redistribution of population at the national 
level. The following criteria determine their functions: the center and its region of attrac- 
tion should have a population of at least 30,000-40,000; it must be suited for industrial 
development and must possess suitable transport networks and medium-level communal 
and public facdities. In keeping with its long-term requirements, the national scheme con- 
sidered 107 settlements as capable of performing the role of medium-level centers in the 
future; of these 56 are towns and 5 1 are vdlages (rural settlements) undergoing vigorous 
urbanization. 

At present there are 3,162 dlages in Hungary, of whch 120-130 are within the 
spheres of urban agglomerations. The growth of another 220-240 vdlages is determined 
by their recreational and tourist attractions and capacity. The development of agriculture 
entails the formation of large farms. Relatively large villages that are located favourably 
with respect to transport h e s  are suitable management and processing centers for such 
farm complexes. Ln these villages the growth of both population and housing stocks is 
expected to progress rapidly. 

The development plans therefore provide for the differentiation of rural settle- 
ments. This leads to the formation of 120-1 30 special low-level management centers and 
500-520 general low-level centers. The special centers are villages of 5,000-10,000 
inhabitants performing service functions for the surrounding villages. The remaining low- 
level centers are envisaged as rural settlements with 3,000-6,000 inhabitants each. 

A uniform spatial-planning system emerged in Hungary when extensive economic 
development (dealing with entire regions or sectors) was gradually giving way to intensive 
development (concentrating on particular subregions or industries). Such a system 
became necessary, and its elaboration was facilitated by accumulated planning experience 
and theoretical knowledge. Spatial planning is defined as a comprehensive system for pre- 
paring plans of different characters, time scales, and depths w i t h  which spatial develop- 
ment and physical plans are accommodated. Spatial-development plans are parts of 
national economic plans. The physical plans are elaborated under the responsibility and 
direction of the Ministry of Building and Urban Development whde the development 
plans are made under the overall management of the Natlonal Planning Office. The 
Ministry takes part in the elaboration of development plans as a leading institution among 
the participating authorities. 

The integration of the Hungarian spatial-planning system is achieved by linking the 
spatial-development and physical plans, i.e., by the interdependence of the aims and 
objectives of plans forming a hierarchy based on temporal and spatial scales. The spatial- 
development and physical plans, though relatively independent of each other, are based 
on complex coordinated and overlapping planning operations. 

During the three decades of development following World War 11, Hungary has 
made considerable progress toward the realization of basic targets: the advancement of 
the economy, the improvement of the living conditions of the whole society, and the 
raising of the cultural, service, and income levels of the population. These advances have 
been facilitated to a considerable extent by jpatial-development activity; at the begin- 
ning this was primarily urban p~allning activity affecting the development of individual 
settlements but later the system of regional planning was introduced. In the past decade 
the development of regions and settlements has become an integral part of national 
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socioeconomic development objectives and at  the same time a means of realizing compre- 
hensive objectives. 

I11 close relationship with industrial development, a number of new settlements 
have been created. A new center for iron and steel production has been sited along the 
River Danube with a new town of  Dunaujvaros. In the construction of new towns and 
settlements the the principles of  socialist urban development were applied for the first 
time. Even in the first few years industrial plants were set up in several provincial towns 
which had previously had n o  or  hardly any industry. 

The realization of the program for bauxite and aluminum production has been 
reflected in the development of  settlements in the northern and middle Transdanubian 
region. As a result of  planned development several provincial settlements have become 
important industrial centers. T o  the former industrial cities (Budapest, Miskolc, and 
Gyar)  over 6 0  new industrial centers have been added, with over 5,000 workers each. In 
recent years the transformation of rural settlement has been progressing. The modern- 
ization of  agriculture is particularly significant in this respect. 

The development of urban and rural infrastructure has been accelerated since the 
1960s. One of  the main characteristic features of  this development has been the construc- 
tion of new large residential estates in the capital, the county administrative centers, and 
the regions that have been most affected by the economic development. The housing 
stock of the villages has been rising at a rapid rate as well. 

The rapid development of  industry and the reorganization of agriculture have 
generated rural-urban migrations. These have created pressures on the infrastructural 
capacity of the destination areas. One of the most complicated urban and physical devel- 
opment problems of the last three decades has been that of the Budapest region. The 
development o f  its services and infrastructure could not keep abreast with the large-scale 
in-migration of the past decades. Since the mid-1960s, however, the development of 
housing and public transport (including the construction of  the underground railway) 
have brought about numerous favorable changes in the region. 

Cor~siderable results have also been attained in the development of the cultural and 
educational functions of  the provincial centers. In addition to the expansion of the tradi- 
tional centers of intellectual life, a number of universities, high schools, scientific research 
institutes. planning and design offices, etc.. have been allocated to several provincial 
towns. 

It  can be concluded that spatial development has gradually come into harmony 
with national social and economic objectives and has promoted the development of the 
country as a whole. It has coordinated with improving efficiency the realization of the 
development targets of the productive and service sectors of  the nationaI economy. 
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RECENT TRENDS IN URBAN GROWTH AND POPULATION 
REDISTRIBUTION IN CANADA' 

Larry S. Bourne 
Centre for Urban and Community Studies, University of Toronto, Ontario 
( Canad) 

1 INTRODUCTION 

In the relatively short period of a decade, long-established trends in urban growth 
and population redistribution within developed industrial societies appear to have been 
reversed. Among these established trends perhaps the most prominent have been rapid 
urban expansion, the concentration of economic wealth and social life in a few large 
metropolitan complexes, and the depopulation of the national periphery and of small 
towns and cities. To the extent that these trends became part of the conventional wisdom 
of planners and policy makers, they in turn shaped the lunds of urban and regional policies 
which were introduced. 

Most if not all of these images, and the policies based on them, are now outdated. 
Canada is no exception, although, as we shall see, there is a considerable difference in the 
extent and degree of reversal of past trends. What then are these trends? First, there has 
been a dramatic decline in the rate of national population growth, and thus in the rate of 
urban growth, and an even more dramatic shift in the demographic structure of the popu- 
lation. Second, the historical trend of increasing metropolitan concentration has slowed, 
if not ceased, and the growth rate of several of the largest centers has now dropped below 
the national population growth rate. Third, migration flows appear to  have shifted since 
the late 1960s away from the largest metropolitan areas towards smaller centers and 
resource-based regions. Although our data on migration are still limited there is also 
reasonable evidence of a return migration flow to peripheral regions which have for long 
been net exporters of population. Finally, our preliminary analyses of these trends has 
shown that many of the traditional relationships in urban growth (e.g., between employ- 
ment and income growth and population movements) no longer hold true. Clearly a 
reassessment of our images of the processes and evolving patterns of urbanization in 
Canada is in order. 

An earlier and more extensive version of this paper appeared as a discussion paper of the Centre for 
Urban and Community Studies at the University of Toronto (see Bourne, 1978). More detailed 
empirical analyses are provided in Bourne and Simmons (1979). 
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1.1 Objectives 

The basic question posed in this paper is why have these shlfts taken place - in 
what most observers of Canadian urbanization have considered to be both natural and 
inevitable trends - and what are their spatial, social, and policy implications? How 
similar are the Canadian trends to those recorded in other developed countries? What 
differences, in a comparative context, are attributable to the unique spatial and structural 
properties of the Canadian urban system, and which are due to the stage of urbanization 
in Canada and the specialized economic bases of many Canadian regions? Although 
declining rates of fertility and lower levels of foreign immigration may account for much 
of the overall decline in national population growth rates, what accounts for the changing 
spatial distribution of population growth and urban concentration and the relative decline 
of large cities? Have production and agglomeration economies changed, or preferences for 
places to live and work, or both? Or are these changes due in large part to government 
policy in the form of an explicit or implicit strategy of population deconcentration? 

With these questions in mind, the paper initially undertakes to document recent 
trends in urban growth and population distribution in Canada and to set these in an 
appropriate historical context. The emphasis is on population growth - on the underlying 
components of aggregate population and demographc change - since this is where data 
on a spatially disaggregated basis are most readily available. The principal data source is 
the 1976 Census of Canada (Statistics Canada, 1977a). It is of course an overly simplistic 
and narrow interpretation to equate urban growth with population growth, but as yet 
data on other indexes of growth such as income, employment, and economic linkages are 
not available in any detail for the most recent census period. 

The next part of the paper examines the spatial patterns of recent population 
change, on different spatial scales, and attempts to explore, to the extent that avdable 
data allow, some of the relationshps that are evident in these patterns. The third main 
part includes a preliminary debate on selected social, political, and planning questions 
raised by these recent trends. For example, how do we plan for a steady-state urban 
system when that system is premised on the assumption of continued growth? Do spatial 
and regional inequalities increase or decrease under conditions of declining growth? To 
what extent are existing planning instruments suited to a situation of slow growth and 
what are the implications for specific policies such as regional development? 

1.2 Defining Appropriate Urban Regions 

One of the principal themes of the research program of the International Institute 
for Applied Systems Analysis on human settlements is the identification of appropriate 
regions for the study of changes in the settlement system. The emphasis has been on 
encouraging researchers from various countries to develop standardized techniques for 
delineation in order to facilitate cross-national comparisons, which reflect the functional 
organization of each national territory around a set of urban nodes. These Functional 
Urban Regions (FURS) in turn become the basis for data collection and subsequent 
analysis. The units employed in the following discussion of Canadian urban trends 
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conform to this concept of FURs. However, it is stressed here that comprehensive analyses 
of urban population growth must be based on more than one spatial scale since not all 
components exhibit the same spatial variability. 

The principal empirical focus of this discussion is the Canadian urban system, which 
is viewed on three very different spatial scales. First are the 23 Census Metropolitan Areas 
(CMAs) with populations of over 100,000. These areas account for about 55% of the 
population of the nation but less than 1% of its geographic area. Second, reference is 
made to 125 urban-centered regions with populations of 10,000 or more which were 
defined initially by Simmons (1974, 1977, 1978) and which encompass all but a fraction 
of the population and essentially cover the entire settled ecumene of the country 
(Figure 1 ). These regions approximate the FURS used in other IIASA studies, except that 
they tend to be considerably larger than the daily commuting radius of the largest urban 
core. In other instances data for the ten provinces are introduced to demonstrate trends 
which tend to be obscured, or for which data are unavailable. at the urban system level. 

The use of the 125 urban regions also facilitates a comparison of population growth 
rates by level in the urban hierarchy, where level is defined on the basis of functional 
criteria (i.e. linkages) as well as city size. In this example the functional criteria include 
not only the labor-market area of each urban area as defined by commuting flows but also 
the degree of dependence of a region or small center on a larger center. 

2 THE CHANGING COMPONENTS OF POPULATION GROWTH 

The initial assertion made in describing recent trends in Canadian urbanization is 
that these trends represent new and different paths of urbanization and thus provide the 
outline of an emerging urban reality. Admittedly there is at present little solid empirical 
evidence of the widespread deconcentration of population and urban decline (the counter- 
urbanization phenomenon) that has been observed in the United States and parts of 
western Europe (see Beny, 1978; Hansen, 1978). Nevertheless, the available Canadian 
data do indicate that significant structural and spatial changes are taking place which 
warrant careful analysis and continued monitoring. 

The essential component in our concern here with urban growth is the declining 
rate of national population growth. This decline in itself is not a particularly recent 
phenomenon, however. Average growth rates in Canada have declined steadily from over 
3.0% per annum in the early 1950s to less than 1.3% in the 1971-1976 period. The latter 
figure is the lowest recorded in this century except for the decade of the great depression 
in the 1930s (Table 1). Growth rates were similarly low 40-50 years earlier during the 
depression of the 1890s. 

The factors responsible for this recent decline are now well documented (Ministry 
of State for Urban Affairs, 1975a, b, 1977; Science Council of Canada, 1975; Ray et al., 
1976). First, as in most western countries fertility rates have dropped to their lowest level 
in over 50 years (Stone and Marceau, 1977). In fact the aggregate fertility rate in Canada 
is now less than 16 per thousand compared to 28 per thousand in the 195 1- 1956 period. 
The sum of age-specific birth rates (the number of children per female in the reproductive 
age cohorts) has dropped to 1.8, well below the reproduction rate. Despite the entrance 
of the postwar baby-boom population into the age groups of highest fertility during the 
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1970s there is little sign of the fertility rate turning significantly upward, although its 
decline has been arrested since 1975. It should also be noted that the base point for these 
changes has been hlgher in Canada than in most other countries. The aggregate fertility 
rate in Canada during the 1950s was among the highest in the industrial world, and thus 
the recent decline has been even more dramatic. 

The second component, the rate of net foreign immigration, has always been a 
major contributor to  the population growth of Canada and typically a distinctively 
cyclical phenomenon (with postwar peaks in 1957, 1967, and 1974). The rate of foreign 
immigration has declined slowly since the 1960s and precipitously since 1975. The effect 
of continually tightening immigration regulations, reflecting the higher unemployment 
rates in Canada, has been to reduce the average inflow to 150,000 persons annually. For 
1978 the total was only about 115,000 and it is certain to be less in 1979. Again pre- 
dicting the future course of this component of population growth and its regional impact 
is a highly tenuous exercise (Department of Manpower and Immigration, 1975). 

The third component undergoing a dramatic change is the demographic structure of 
the population. This structure has been altered by three principal factors: (1) the move- 
ment of the small wartime and large postwar baby-boom populations through the various 
age cohorts; (2) the declining number of young chddren due to  the drop in fertility; and 
(3) the increasing number of elderly following from a steadily deching death rate. The 
population is now aging and the age-structure pyramid is becoming markedly skewed 
toward the middle and older cohorts. Here perhaps future trends are somewhat more 
predictable. Apart from the uncertain contribution of net immigration to future growth, 
the progression of age cohorts is at least more easily charted over time. 

In Table 2, which provides population forecasts by age cohort and life-style group 
through to 1986, we see the demographic origins of the current rapid growth of the labor 
force and the anticipated senior-citizen boom in the 1980s. Of course all demographic 
structures are dynamic and some change is inevitable; however, both the absolute and 
relative scales of these demographic transitions are substantial. The implications of these 
transitions for Canadian public policy, in terms of the provision of social services, eco- 
nomic planning, labor-force needs, housing demand, etc., remain to  be defined. These 
impacts are the subject of the last section of this paper. 

3 PA'ITERNS OF URBAN AND REGIONAL GROWTH 

The degree of economic and regional differentiation in Canada implies that changes 
in the aggregate components of population growth w d  not be uniformly distributed 
among cities and regions. In fact a critical first step in assessing the implications of recent 
changes is a recognition that spatial variability in growth rates is an important policy 
concern. Uncertainty and variability are nothing new, as Table 1 indicates. 

It is also evident in the Canadian context that different aggregate growth rates and 
different combinations of the components of population growth produce markedly differ- 
ent spatial patterns. During periods of rapid apgrep-,'f growth (particularly high rates of 
natural increase) almost all areas witness grow ' h. During periods of high foreign immi- 
gration growth tends to  become more focused spatially. Similarly, as the contribution of 
natural increase t o  aggregate growtn declines, spatial variability increases. 
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TARLE 2 Actual and projected demographic change in Canada, 1941-86 (population in 

Household Age 1941- 1951- 1 9 5 6  1961- 1966- 1971- 1 9 7 6  1981- 
type cohort 1951 1956 1961 1966 1971 1976 1981 1986 

Family &4 + 6 7 0  + 2 6 1  +273  -59 -381 + 1 2 8  + 2 5 1  + I 4 3  
Family 5-9 + 352 + 4 0 9  + 272 + 221 -47 -430  + 127 + 251 
Family 10-14 + 30 + 304 + 421 + 238 + 217 -50  -420 + 127 
Family/single person 15-19 - 62 + 104 + 270 + 405 + 277 + 210 - 50 -428 
Student/single person 20-24 + 56 + 40 + 54 + 277 + 428 + 285 + 209 -50  
Family 25-34 + 363 + 240 + 67 + 2 + 406 + 694 + 661 + 489 
Family 3 5 4 4  + 432 + 272 + 250 + 153 - 16 + 42 + 361 + 684 
Adult 45-54 + I 8 0  + 2 0 4  + 2 6 7  + 2 0 0  + 2 1 3  + I 5 8  - 3  + 4 3  
Adult 55-64 + 163 + 77 + 135 + 190 + 252 + 173 + 201 + 142 
Adultlsenior ~ l t izen  65 + + 318 + 158 + 147 + 148 + 205 + 199 + 259 + 247 

a Source: Census of Canada, 1941-1971 ; calculations from Statistics Canada (1977b). 
'' Note that the more significant changes are shown in italics. 

3.1 Metropolitan Growth and Concentration 

The period of rapid postwar urban growth in Canada now appears to  be nearing an 
end. Urbanization as a structural and spatial process will continue but at a much reduced 
rate. The proportion of the Canadian population now living in urban centers, according 
to the traditional criteria (i.e., in urban places of over 1,000 population), has now reached 
78% and is likely to converge on a stable figure of roughly 80%. Perhaps a more useful 
criterion is that relating to the process of metropolitan, i.e., the concentration of the 
population of a nation in its largest metropolitan centers. This process also has slowed in 
Canada, particularly in response to declining foreign immigration and stufts in inter- 
regional migration as well as the differing economic fortunes of metropolitan-based manu- 
facturing sectors of the economy. 

In 1976 there were 24 urban centers in Canada which had populations of over 
100,000, of which 23 were defmed as CMAs at that date (see Table 3). Obviously the 
average growth rates of these cities have declined in the recent census period (1971-76). 
Moreover, there is little or no correlation between the size of centers and their population 
growth rates. .12lmost one-half of these centers are growing more slowly than the national 
xverage, and two (Windsor and Sudbury) registered absolute although slight population 
declines. 

The very different growth performances of sectors of the Canadian economy is par- 
ticularly evident in these figures. Of the 11 centers which grew most rapidly in this period, 
eight are political capitals, including the national capital region (Ottawa-Hull). The 
remaining three grew for very different reasons: Calgary (oil investment), Kitchener- 
Waterloo (industrial overspill from Toronto and Hamilton), and to a lesser extent 
Vancouver (regional service functions, metals, forest industries, and climate). Of course 
these administrative capitals also serve other expanding roles for their provinces and f ~ r  
the entire nation (Victoria (retirement), Toronto (tertiary services), and Edmonton 
(northern development)) but the political function is nonetheless crucial in ensuring 
cuntinued growth. 
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T A B L E  4 The degree of metropolitan population concentration in Canada. 1941-1976. 

Y car Population of three Total Percentage of Percentage of 
national metropolises national population in population in 
(thousands) population three national 23 metropolitan 

(thousands) metropolises areas 

Measured in terms of aggregate populations, metropolitan concentration has also 
not increased during the last quinquennial census period (Table 4). The proportion of 
Canada's population resident in the three largest metropolitan areas remained roughly the 
same over the 1971-1976 period (29.7% in 1971 and 29.5% in 1976). Admittedly this is 
a rather crude index on which to discuss the issue of population decentralization. More- 
over, niost of the relative decline is attributable to  the recent stagnation of growth in 
Montreal and to the fact that some of the growth of Toronto and Vancouver and other 
smallcr metropolitan areas has simply spread outside the CMA boundaries. The latter 
tlevelopment represents a continuation of the long-established process of  interregional 
decentralization of population into increasingly distant portions of the urban field 
(Friedmann, 1973; Berry and Gillard, 1977; Blumenfeld, 1977). How much of the decline 
in metropolitan concentration isattributable to  this process and how much of it represents 
decentralization on a larger regional scale is unclear. 

An alternative view of urban growth is provided by aggregating populztion figures 
for the 125 FURS defined earlier (see Figure 1 and Table 5). When population growth 
rates are calculated for the five levels in this hierarchy it is evident that size is n o  longer a 
principal determinant of growth (correlation coefficient r = - 0.043). Growth rates were 
higher in 1971-1976 for those regional centers with populations of 300,00&500,000 
and for smaller regional centers (50,00&100,000) than for the largest centers. In Canada 
at least, regional and economic diversity produces highly variable growth rates over time 
and between cities of different size. No simple generalizations, or economic-growth 
models, will suffice in this context. 

'TABLE 5 Population growth of urban<entered regions. by level in the urban hierarchy. 1971-1976. 

Levcl in hierarchy ' Number Population Growth rate 
of centers 1976 (thousands) 1971-1976 (%) 

National metropolises 3 6.771 4 .9  
Major regional centers 8 4,829 8.4 
Regional centers 14 3.453 3.7 
Small rcc~onal centers 3 6 4.308 8.1 
Local centers 64  3,633 5.1 
Totals 125 22.994 6.4 
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3.2 Migration Patterns 

This variability in growth in part reflects differences in migration flows between 
regions and within the urban size hierarchy. For the latter, where the latest available data 
are for 1966-1971, a number of important shifts took place (Simmons, 1977). For some 
time the two largest metropolitan centers were exporting native-born population and 
gaining through foreign immigration. This trend has continued through into the 1970s, 
suggesting that the very recent declines in foreign immigration noted earlier are likely to 
have their most severe impact on the largest centers, and particularly the inner cities of 
those centers. Nevertheless, population growth did show a significantly high correlation 
with net migration (r = 0.799) and with foreign immigration (r = 0.5 14) during the 
earlier 1966- 197 1 period. 

TABLE 6 Provincial growth rates and interprovincial migration, 1961-1976. 

Province Average annual geometric Net interprovincial migrationb 
growth ratea (%) 

1966-1971 1971-1976 1961-1966 1966-1971 1971-1976 

Newfoundland 1.14 1.33 - 15,213 -19,344 -1,856 
Prince Edward Island 0 5 7  1.15 - 2,970 -2,763 + 3,754 
Nova Scotia 0.86 0.98 - 27,125 - 16,396 + 11,307 
New Brunswick 0 5 7  1.31 - 25,679 - 19,596 + 16,801 
Quebec 0.84 0.68 - 19,860 - 122,735 - 77,610 
Ontario 2.05 1.42 + 85,369 + 150,712 -38,559 
Manitoba 0 5  2 0.66 - 23,470 - 40,690 - 26,828 
Saskatchewan - 0.62 - 0.1 1 - 42,094 - 81,398 -40,753 
Alberta 2.16 2.46 - 1.984 + 32.008 + 58,571 
British Columbia 3.12 2.46 + 77,747 + 114,966 + 92,285 
Canada 1.51 1.29 

a Sources: Statistics Canada (1971); Ministry of  State for Urban Affairs (1977). 
Source: Statistics Canada (1977d). 

More recent data, on a provincial basis, reveal that a substantial shift in interregional 
growth and migration flows took place in the 1971-1976 period (Table 6). Growth rates 
fell in the industrial heartland (southern Ontario and QuCbec) and British Columbia and 
increased in the traditional periphery (the Atlantic and Prairie regions). Net provincial 
migration to British Columbia dropped while that to oil-rich Alberta increased substan- 
tially. In contrast, Ontario shifted from a positive balance of over 150,000 interprovincial 
migrants in 1966-1971 to a loss of about 38,000in 1971-1976. (It is interesting to note 
that the loss of population through migration in Quebec, although still high, actually 
declined between 1966-1971 and 1971- 1976. However, preliminary data for 1977, fol- 
lowing the election of the separatist Parti QuCbecois government in November 1976, indi- 
cate that the net outflow has again increased. How much of this outflow can be attri- 
buted to sectoral employment problems (the textile industries) which are particularly 
severe in QuCbec, to regional attractiveness (rapid growth in the west) which has affected 



all of' eastern Canada, or to uncertainty o n  the future political status of  QuCbec is irnposs- 
lble to  estimate.) Moreover, the three Maritime provinces registered a positive net 
migration balance for the first time since the depression of  the 1930s. Out-migration 
from Manitoba and Saskatchewan remained substantial but declined somewhat t o  levels 
more typical of  the early 1960s. If these trends were t o  persist over the long term the 
future fabric o f  urban (and regional) Canada could be very different from that in the past. 

4 ALTERNATIVE HYPOTHESES 

Hypotheses which purport to explain these recent trends in urban growth and 
migration, particularly the relative decline of  large cities and the renewal of growth in 
some peripheral regions, remain largely untested. There are also f a  too many hypotheses 
to discuss in any detail here. Moreover, given the extent of regional differentiation in 
economic structure and, t o  a lesser extent,  in  life-styles in Canada, hypotheses advanced 
fur one spatial scale or for one region may have little validity o n  another scale or for 
different regons. What can be done here, however, is t o  raise issues over and above those 
(jt'dernographic structure which more formal models may wish t o  address in subsequent 
research. 

4.1 The Economic-Base Hypothesis 

Perhaps the most obvious explanation is that of job shifts and the changng structure 
o f  the national economy t o  actueve greater efficiency in production. The argument, 
developed largely in reference t o  the USA. is that shifts in the national economy, notably 
the relative decline in manufacturing and the obsolescence resulting from a lack of 
investment in the urban physical plant. have been particularly detrimental to  the older 
metropolitan areas and industrial districts. New industrial jobs have been created, if a t  all, 
in lower-cost areas, new tertiary employment has become more footloose locationally, 
and primary jobs have increased in those areas that are fortunate enough t o  have resources 
which are currently in high demand. This is the approach taken by numerous authors in 
attempting to account for metropolitan decline and regional decentralization in the USA 
(Kain, 1975 ; Sternlieb and Hughes, 1975; Leven, 1978). It is essentially an economic-base 
argument. (For  a provocative review of this hypothesis, as reflected in the papers in 
Sternlieb and Hughes ( 1975), see Vining (1977).) 

In the Canadian context,  however, we must take into account regional differentials 
In economic and political structure as well as the differences in industrial structure 
between Canada and the USA. Because Canada is much more dependent on resource 
industries, aggregate growth will fluctuate widely with international commodity markets. 
These fluctuations also have a highly variable regional impact, given the intense regional 
specialization r . ~ t e d  earlier. However, manufacturing, apart from that which is tied 
directly t o  the resource industries. has not  migrated away from the industrial heartland to 
the same extent as in the USA; it simply has not  expanded as i t  did in the 1950s and 
1960s (Table 7). 
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TABLE 7 Regional distribution of population and manufacturing activity, 196 1-1975~. 

Kegion Population (%) Manufacturing industry 

Employment (70) Value added (%) 

1961 1975 1961 1975 1961 1975 

Atlantic 10.4 
Quebec (28.8) 
Ontario (34.2) 

Central 63.0 
Prairies 17.4 
British Columbia 9.2 
Canada 100.0 

Source: Department of Industry, Trade, and Commerce, Ottawa, 1978. 

In order to identify the spatial implications of industrial growth and decline in 
Canada one must also consider the differential response attributable to extensive foreign 
ownership and the predominantly branch-plant structure of the manufacturing sector 
in Canada. Britton (1978), for example, has argued that the locational behavior and 
investment strategies of foreign-owned branch plants are inherently different from those 
of locally owned firms. In particular, the former underinvest relative to head-office plants 
in times of declining growth and import new technologres and investment during periods 
of rapid growth. They also tend to be more conservative in their choice of location as well 
as in technological innovation. The result is that downturns in the economy tend to be 
felt earlier and more severely and to last longer in Canada than in the USA. 

If job creation were a dominant factor in the variability of population growth, one 
might expect to find significant correlations between employment, wages, and growth. 
Drawing again on previous work by Simmons (Table 8), one finds that there appears to 

TABLE 8 Relationship between populationgowth and indexes of production (simple wrre~ations)~.  

Variable Variable No. 

No. Description 1 2 3 4 5 6 7 

1 Population growth 1 .OOO 
rate (1971-1976) 

2 Employment growth 0.241 1.000 
rate (1971-1976) 

3 Wage growth rate 0.087 0.244 1.000 
(1971-1976) 

4 Population (197 1) - 0.043 0.005 - 0.099 1.000 
(in logarithms) 

5 Wage rate (1971) 0.247 -0.168 -0.308 0.002 1.000 
6 Per capita income 0.420 0.Q17 -0.327- 0.379 0.609 1.000 

(1971) 
7 Population growth 0.792 0.056 -0.087 0.030 0.450 0.601 1.000 

rate (1966-1971) 

a Source: Simmons (1979). 
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he only a modest relationship (r = + 0.241) between employment and population growth 
during the 197 1- 1976 period among the 125 urbancentered regions and almost no 
relationship between population growth and increases in average wages (r = + 0.087). 
Population growth was indeed higher in areas of higher per capita income (r = + 0.420) 
and wage levels (r = + 0.247) but employment growth was not. 

In Canada at least one clearly has to look beyond aggregate national models to 
explain regional economic growth. For example, the recent net migration balances 
registered in the Maritime provinces obviously reflect in part the declining job opportuni- 
ties in Ontario, the traditional destination of most out-migrants from the region. (These 
trends also reflect the increasing importance of a variety of government transfer payments 
and social security programs which have the effect of reducing the disadvantages of 
remaining in traditional low-income regions.) The growth of some smaller centers through- 
out the country, but particularly in southern Ontario, Alberta, and British Columbia, 
rcpresents in part movements of the retired population and in part the extension of com- 
muting patterns and the growth of local public employment. 

4.2 The Cultural Predisposition and Amenities Hypothesis 

A second hypothesis on the changing metropolitan fabric looks more to the demand 
side, i.e. to  cultural predispositions and social preferences. People move to locations 
providing environmental amenities and access to friends and services and away from places 
which have disamenities such as pollution, congestion, or high cost. Berry (1970, 1975, 
1976), for example, sees the regional decentralization of the population of the USA as an 
~ntegral part of that society's preference for lowdensity living and newness (which is 
l'acilitated of course by higher incomes) and its rejection of collective action on the 
increasing disarnenities of older urban centers. There is also some evidence of a higher rate 
o f  return migration to nor~metropolitan areas, perhaps to reestablish old family ties, to 
retire, or to make unemployment more palatable (Morrison, 1975). 

4.3 The Unintended-Policy Hypothesis 

A third hypothesis, or more appropriately a cluster of related hypotheses, concerns 
the role of governments and the public sector generally in designing a national urban fabric 
which includes a declining metropolitan core. The argument is that the summary effects 
of a myriad of policies (or nonpolicies) in housing, transportation, construction, and 
taxation has been, largely unintentionally, to  devalue what is old and to subsidize what is 
new. In the USA, at least, research by the Rand Corporation and others has suggested 
that tax policies encourage new construction rather than rehabilitation, thus penalizing 
older and particularly larger metropolitan centers (Vaughan, 1977). Government employ- 
ment and procurement policies have tended to favor nonmetropolitan areas, or urban 
areas in the south and west, and tariff policies have forced certain .ndustries, and thus 
specific locations, to bear the brunt of competition on International markets. The list of 
potential examples for this argument is long; however, to date it has not been possible to 
sort out the complex multifaceted impacts of a public sector as large as that in the USA. 



In Canada the dominant form of' t h s  argument is the reverse: that government 
policies have dra~ned  the periphery t o  maintain the strength of the heartland. Only 
recently, it is argued, have the pressures of economic and regional decentralization been 
sufficiently strong t o  begin t o  override the centralizing practices of the federal govern- 
ment. There is, however, little evidence t o  support this contention either. (For a cross 
section of  differing perspectives on these issues, see Lithwick, 1972;  Bettison, 1975; 
Bourne, 1975; Gertler and Crowley, 1977; Matthews, 1977;  and Economic Council of 
Canada, 1977.) Instead, centralizing practices have perhaps been strongest a t  the regional 
level, because o f  provincial government policies, rather than at  the federal level. Of course 
there are also differences in government and institutional structures which preclude simple 
comparative generahzations. 

4.4 Other Hypotheses 

There are obviously numerous other relevant hypotheses, and variations of the 
three theses that have been outlined briefly above, on declining growth rates and spatial 
variability. One alternative would be a view of the space economy as essentially a random 
process ((Iurry, 1976). Rapid economic growth (or decline) in these terms takes place 
almost in the I'ashion of a random walk. In the Canadian context economic growth is 
Iiighly vulnerable t o  external events (e.g., changes in the prices of staple products) which 
are largely unpredictable in both timing and locational impact. 

Whatever type of urban-growth model is hypothesized, the importance of  regional 
variability and economic uncertainty should not be underestmated. As a result of cco- 
nomic uncertainty governments are increasingly forced into a reactive mold of policy 
formulation. Policies in effect assume away one obvious characteristic of  the future - 
uncertainty. Long-term planning becomes less rather than more common. At the same 
time, economic uncertainty increases the attractiveness of  the larger urban agglomerations, 
where some of the risks of uncertainty can be more easily averted. This in  turn could lead 
to greater regional (and social) inequalities. 

4.5 Synthesis 

In the Canadian context it is not a t  all obvious which, if ariy, of these hypotheses 
on urban growth is most applicable. Nor are the trends which these hypotheses purport 
to  explain, notably decentralization and metropolitan decline, as yet  clearly established in 
Canada. For example, there is n o  single dominant sun-belt phenomenon as there is in the 
USA; nor is there a significant degree of metropolitan decay. Canadian cities remain 
relatively healthy, subject of course t o  real economic differences and inequalities between 
regions. Also, there has been n o  widespread decentralization of  industrial jobs through 
migration or technological change. Regional economic diversity and independence tend t o  
produce highly varied growth rates and employment opportunities across the country 
both a t  any one time and over time. 

Nor is the unintended-policy hypothesis particularly applicable. A h g h l y  decentral- 
ized federal system of  government effectively precludes the evolution of any policy aimed 
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at centralizing economic and urban development at the national level. If anything, the 
reverse has been the case. Policies in such sensitive areas as transportation and tariffs have 
tended to preserve the status quo, often inadvertently preventing further centralization of 
population and economic activity. Recent political uncertainty in the country as a whole, 
and specifically with regard to Quebec, also adds a rather different dimension to  any 
attempt to account for national growth patterns in terms of public policy, intentional or 
unintentional. At the provincial level, as noted, the story is very different. This does not 
mean that researchers can ignore the effects of national policies but rather that simple 
generalizations are often misleading and that any assessment of the spatial imprint of 
public policy must differentiate between the various scales at which that policy is applied. 

5 SELECTED IMPLICATIONS FOR RESEARCH AND POLICY 

The well-established trend toward much slower population and urban growth rates 
in Canada is important for at least two reasons. First, since future population growth is 
likely to be considerably less than anticipated only a few years ago, our expectations and 
the complex institutional machinery and planning instruments that we have built up to 
meet those expectations must be revised. There is already considerable evidence that this 
adjustment process is taking place in certain sectors of economic planning and capital 
investment (Science Council of Canada, 1977). 

Second, declining growth is important in the normative sense that the degrees of 
freedom (the options) that are available for the design of the future form of urban settle- 
ment in Canada have changed. In some instances the options are likely to be fewer in 
number, as in the establishment of new growth centers in declining regions or in the 
creation of suburban new towns. Fewer of these massive investments will be needed. In 
otlior illsta~lces the options may actually increase, e.g., through the opportunity to 
iniprove the quality of  services in areas which were formerly growing at a rapid rate or in 
rliose areas which suffered because limited resources had to go elsewhere. It is incorrect 
to assume that the rate of change will decline in proportion to the rate of aggregate 
growth. As Alonso (1973) points out, even with zero population growth overall one 
could expect structural change within cities and in the urban system to continue if not 
to increase. 

At the level of the urban system perhaps the first and most obvious implication of 
declining aggregate population growth is that the average growth rate for al l  cities in 
Canadahas declined and islikely to continue to do so. As the entire frequency distribution 
of urban growth rates shifts downward Inore metropolitan centers will decline absolutely 
in population, as Windsor and Sudbury did between 1971 and 1976. Other cities will 
discover that their anticipated levels of population growth over the next few years, if not 
decades, will be close to zero. Historically, of course. numerous small cities in Canada 
have had experience of stagnant or declining populations. Whether the next generation of 
declining towns will be the same ones remains to be determined. 

The problem in terms of expectations may in fact be the opposite of Toffler's widely 
quoted "future shock''. If the rate of new building and of physical urban expansion 
declines roughly in correspondence with population growth we may find that the future 
looks very much like the present. As Eversley (1976) argues, the shock may be in an 
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;!wareness that very little, rather than too much, will change in the future, a t  least in 
terms of the built environment to  which most urban planning policies are directed. 

A related question with regard to  the urban system is whether the variability of 
growth rates will increase or  decrease as the overall mean growth rate declines. Statistically 
one might expect the variance t o  decline as the mean declines but in the Canadian urban 
system empirical analyses d o  not  show this relationship t o  be consistent (Simmons. 1974). 
Directly and indirectly, greater variability could lead t o  increased inequalities between 
cities and regions in terms of the size of the local tax base, the number o f j o b  opportuni- 
ties, and the quality of public services. Such inequalities have been a persistent and 
divisive ingredient in the Canadian federation (Economic Council of Canada, 1977). 

The question of inequalities also raises the need t o  rethink many of our planning 
practices and policies w h c h  assume a now overly optimistic rate of growth in discounting 
future returns. For example, mortgaging of social investments wdl need t o  be more 
restrictive and investment horizons in general may need t o  be considerably longer than 
they are at  present. Somehow we must undertake to  build the element of  uncertainty, 
which seems t o  be inherent in Canadian urbanization, into the process of policy formation. 

One specific need in this area is to  revise our  forecasts of future urban population 
growth in line with the emergmg urban realities. Almost all projections based o n  data 
from the 1950s and 1960s are now too high. Forecasts of the population of Canada at the 
turn of the century (2001) have declined steadily from upper limits of 42.0 million for 
projections made a decade ago t o  about 30.0 million for recent projections (Bourne et  al., 
1974). Recent forecasts by the Department of Finance indicate that the rate of population 
growth is expected to  decline still further in the 1980s and 1990s. In addition, labor-force 
growth is expected to decline even faster from its very h g h  level of 3.5% annually in the 
early 1970s. Productivity and the rate of growth in gross national product are also 
expected t o  be lower in the 1980s and 1990s than during the 1960s and 1970s. These last 
estimates, although directly reflecting the slow growth of the population and labor force 
as well as a stagnant economy, d o  suggest that the resources available for technological 
innovation and for responding to the problems created by a smaller-than-anticipated 
population base may also be significantly reduced. 

T o  the extent that the previous estimates became part of the conventional wisdom 
in planning for the urban future of Canada, the revised expectations are important. 
Although Canada has not had 3 national urban strategy or even a set of explicitly urban 
policies which requires immediate rewriting, there are a complex array of  sector policies 
at federal and provincial levels and planning policies at  the local level which now require 
reexamination. Governmental expenditures o n  a wide range of services (capital-investment 
decisions on infrastructure are one important example) must be revised, although not 
necessarily downwards. Similarly, municipal budgetary planning based o n  an expected 
future flow of revenue from residential and business taxes as well as from per capita grants 
given by senior levels of government must be adjusted accordingly. Further, the expected 
growth o f  the economic base including public institutions should be discounted. If the 
decline is greatest in those urban areas which already have serious problems in providing 
new jobs and incomeearning opportunities, the impact may be even more severe. 

However, there are counterbalancing factors. Slower growth may,  as argued below, 
allow municipalities to  catch up  on services such as the provision of storm and sanitary 
sewers, transportation, and social overhead capital. Slower population growth will reduce 
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the number ofnew labor entrants and thus may ease some serious but localized unemploy- 
ment problems. It may also reduce the aggregate demand for housing and land, thereby 
reducing inflationary price increases. 

The aging of the population will also alter mobility and consumption patterns since 
each age group behaves somewhat differently. An extensive list of consumer goods and 
services will be affected. Obviously housing and recreational demand will shift toward the 
needs of the middle-aged and elderly populations. Locations that are favored for retire- 
ment wdl continue to grow but at the expense of other locations. Educational demands 
will change in a corresponding fashion. Aggregate household investment patterns will also 
shift, as older populations tend to spend less and save more. Whether these shifts will be 
Inore or less significant than others which have taken place in the postwar years remains 
to be seen. 

Slower population and economic growth will not lead, by definition, to improve- 
rnents in the urban environment. For example, reduced rates of economic growth do not 
seem to have produced less pollution. Nor will slower population growth necessarily 
lower the costs of public services since many of these costs represent f i e d  overhead costs. 
Moreover, given that these services are normally provided to populations spread over a 
defined geographic area, which seldom shrinks, spatial servicing costs may remain much 
the same or even increase. 

5.1 Some Planning and Policy Consequences 

As implied in the foregoing, the institutional consequences of the new urban reality 
are indeed substantial. At a most basic level declining population growth rates alter the 
underlying premises of many urban policies and planning procedures. In most instances 
in h e  past we were able to avoid dealing with the determinants of current urban problems 
by emphasizing that attempts were being made to influence increments to the urban 
system. Thus most of our urban policies were directed to planning new subdivisions, 
large-scale redevelopment, the design of new transportation systems, new-town schemes, 
and regional development incentives, rather than at the difficult problem of reallocating 
resources. 

Policy priorities now need to be revised. Increasingly we shall be faced with difficult 
choices, based on an awareness that with an urban system which is not growing rapidly 
what we do in one location may preclude doing something in another location. For 
example, decisions to build new towns or to stimulate the growth of existing centers 
wffl have to be assessed against the consequences of preempting growth from somewhere 
else. Industrial incentive schemes for laggmg regions will become more of a zero-sum 
game between competing alternatives. The issues are obviously much more complex than 
these examples imply but the examples do suggest the importance of viewing urbanization 
in terms of an integrated space economy and system of cities which is set within acontext 
of continued uncertainty. 

At local level these difficult trade-offs become even more apparent. For example, 
large-scale suburban developments, encouraged by improvements in transportation and 
servicing facilities, will have to be weighed against the possible inducement to inner-city 
decline. There is a danger of course that faced with these increasingly difficult trade-offs 
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few policy decisions will be taken at all. In Canada, which has not had a national urban 
policy in any form, formal revisions to urban policies are not as important as revisions to 
sector policies. What is necessary is that the criteria for decisions on substantial programs 
and public investment (e.g., decisions relating to capital funding for new housing, urban 
infrastructure, and airports) should also be reassessed. 

6 CONCLUSIONS 

The argument in this paper is that a new urban reality is emerging in Canada. Sig- 
niticant changes have been documented in population growth rates, interregional and 
international migration, demographic structure, and metropolitan concentration. These 
trends in turn raise a number of basic questions with regard to the implications of the 
emerging urban fabric for public policy, planning, and research. 

Perhaps the foregoing interpretations represent an overreaction to recent and 
essentially short-term trends. Relative to most western countries, urban growth in Canada 
will continue in the foreseeable future at a significantly high rate. There is not sufficient 
evidence to warrant a firm conclusion that metropolitan decline will become widespread. 
Recent shifts in migration flows may also turn out to be short-term cyclical responses to 
particular changes in the national economy, as has often been the case in the past. More- 
over, if our past record is anything to go by, projections based on these recent trends will 
also probably be wrong. 

Nevertheless, it does not seem unreasonable to conclude that many of our per- 
ceptions and expectations of urbanization, as well as the policies and research strategies 
based on those perceptions, are now outdated. The parameters of urbanization, of popu- 
lation growth, and ofmigration have indeed changed. If we add to these changes continued 
inflation and economic uncertainty and fluctuations in the prices of staple products, then 
the overall climate for urban growth no longer closely resembles that of the 1950s and 
1960s. Policies must be designed to deal with, or at least to allow for, both slower urban 
growth and economic uncertainty. 

The aggregate spatial structure of the Canadian urban system is still much the same 
as it was a decade or two ago and only minor changes in that structure are anticipated in 
the immediate future. There has been a continual historical process of economic decon- 
centration in Canada, particularly from industrial to resource regions and from the east to 
the west generally. However, this economic shift and the power it represents are also 
increasingly likely to lead to a major adjustment in the Canadian political fabric. 

Thus with declining urban growth rates, demographic change, and economic and 
political uncertainty, a new set of problems emerges. In part this conclusion reflects the 
long-standing tendency in our society to redefine - or "reframe" in Schon's words 
(Schon, 1977) - old problems rather than to undertake to solve these problems, but in 
part at least the urban problems are now different and inherently more political. Rapid 
growth, where it does occur, becomes more location specific and thus more of a regional 
or localized problem than a probler i on the national scale. However, its impact may also 
be more severe, necessllaring more spatidy sensitive national policies. Redistribution and 
rhe reallocation of existing resources become more central policy issues than the antici- 
pation and redirection of rampant growth. 
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[Jrban planning must turn increasingly to the improvement of the existing built 
environment rather than the design of new urban monuments (Eversley, 1976). Similarly, 
as Cans (1975) illustrates, we must begin planning explicitly for cities which are declining 
In population and resources. The tasks involved are perhaps less exciting than those in the 
era of unlimited growth but they are no less important. 
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SETTLEMENT SYSTEMS: DEVELOPMENT AND 
MANAGEMENT STRATEGIES 
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Changes in the settlement system are a global process occurring in countries with 
different social structures and development levels. All over the world networks of rural 
communities are being transformed into hierarchical systems of small, medium-sized, and 
large towns. Within this system a transition occurs from point-like urban centers to a 
system of urban agglomerations and urbanized zones. As research and planning experience 
shows, the problems that are posed by this process can only be solved efficiently through 
a systems-oriented organization of a network of  settlements within the framework of 
nationwide long-term socioeconomic planning. 

The analysis of  settlement organization 3t an international level can be seen as an 
important tasks since separate studies of  individual national settlement strategies have 
been reported on  extensively in the avadable literature (see Swain and McKmnon, 1974). 

2 POPULAllON (OCCUPANCY PATTERNS) AND SE'ITL,EMENT 

Population is defined here as the totality of people inhabiting a territory and 
sharing certain demographic, socioprofessional, cultural-educational, ethnic, and other 
characteristics. The term settlement is used t o  denote the process (and also the result) of 
the spatial location of  residential units that interact with one another as well as with 
other gravitation centers. The latter are represented by cultural institutions, service 
establishments, and recreation facilities as well as industrial plants viewed as sites where 
labor is employed. Specific gravitation centers include attractive natural landscapes. 

The settlement system takes shape as the result of  the functional and spatial organ- 
ization (including self-organization) of  settlement units and gravitation centers. An 
efficient organization is one that leads t o  the improvement of  socioeconomic living 
ionditions while providing for intensive links between the residential units and the 
gravitation centers. 
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According to the type of  gravitation center (centers of reaonal importance and 
metropolitan complexes) and the intensity of  relations with it (daily, periodic, and spo- 
radic services) one can distinguish various territorial levels in the settlement system. It is 
convenient t o  use as a starting point the notion of a settlement unit (where the majority 
of the system-forming relationships are concentrated) and then go upward to a system of 
such units o r  downward t o  their planning elements. 

The chief characteristic of the population is its activity level. which depends o n  the 
pattern of  material production and evolves through development phases corresponding 
to the specific combinations of social, natural, economic, and cultural factors in the area 
concerned. 

Different types of production and services present different requirements with 
rcgard t o  the structure of the economic and social space and therefore with regard t o  the 
shaping of  the network of  settlements. For example, a village (rural place) is a specific 
settlement form which meets the technological and social needs of  traditional agriculture. 
As handicraft separates from farming, communications and trade develop, towns emerge, 
and urbanization sets in. This process is accelerated by industrialization once the extrac- 
ting and manufacturing industries have become cornerstones of  production. T h s  evolu- 
tionary phase culminates in a hierarchical system of large, medium-sized, and small towns 
linked by railroads and waterways. 

Electricity, private and high-speed municipal transport, the telephone, and advanced 
public services make up the basis for suburbanization and the transition from "point" 
towns t o  city agglomerations and urbanized areas, and even megalopolises. 

The latest stage in settlement evolution has been related t o  the scientific and tech- 
nological revolution. For  the first time ever it has become possible t o  rebuild the entire 
settlement system according t o  a plan and in keeping with socioeconomic targets (the 
degree to  which this is possible varies for countries with different social systems and 
different levels of  economic and social planning development). Technological progress and 
the shift from extensive t o  intensive economic growth produce profound changes in way 
of life, with a sharply increased share of information activity in a person's time budget 
and more leisure lime. The human aspect of settlement - individual needs and preferences 
concerning dwellings, amenities, and transport - move t o  the foreground. Migration 
begins to  play a rnajor part in shaping the residential structure (involving commuting and 
intraregional and interregional migration). As a result new requirements are imposed on 
the settlement pattern which now has t o  ensure a wide range of social and spatial con- 
ditions for improved living standards, human development, manpower reproduction, and 
the efficient functioning and progress of  the modern economy. 

3 A CONCEPT OF SETTLEMENT SYSTEM 

The systems-oriented organization of  settlement derives its importance from the 
increasing role of spatial factors in socioeconomic development. Until recently these 
factors were largely associated only with the economic effects of  production concen- 
tration and were studied in the framework of the location of enterprises and industries. 
It is characteristic of the present period that residential factors are such that social, 
cultural, and ecological considerations are actively influencing the functional and spatial 
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organization of the settlement network. Tlus has strong impacts on the course of eco- 
nomic development and the basic parameters of the way of life such as individuals' time 
budgets. 

The reasons for this are the following: (1) a high level of urbanization in the devel- 
oped countries and the extraordinary growth of urbanization in the developing countries. 
leading to the increasing importance of interdependences between the hierarchical struc- 
ture of towns and cities and the spatial pattern of production; the role of agglomeration 
cconornies; (2) the changing pattern of social preferences towards a broader compound 
conception of the quality of life and the sociocultural and ecological milieux, i.e., charac- 
teristics closely Linked with the settlement patterns; (3) the development of the transport 
infrastructure integrating residential units into systems and enhancing the effect exerted 
by a given settlement pattern on production and social processes; and (4) the increased 
availability of resources, which allows a choice of strategies, forms, and patterns of settle- 
ment, the emergence of major social institutions aiming at the implementation of this 
potential, including socially owned means of production, centralized long-range planning 
combined with strong local administration and democratic procedures for identifying 
public needs and interests. 

The settlement strategy under these conditions becomes a major tool for the trans- 
formation of all sociospatial structures and living conditions and a key t o  controlling the 
location of production, migration, and regional development. The implementation of 
these wider socioeconomic functions of settlement is of course not a smooth process. 
For a long time social and ecological targets have existed solely as needs of which people 
have been aware but which they have not internalized into a structure of decision-making 
criteria. tlowcver, the inevitably growing conflicts between economic development and 
the quality of life and between the effective organization of the sociospatial environment 
and the handicaps in the functioning of traditional urban and rural settlement patterns 
makes systematic transformation of the existing network of settlements a necessity. 

The technological revolution gives top priority in industrial location to such factors 
as distance to  scientific, educational, and cultural facilities, infrastructure, landscape and 
climate, skilled manpower, availability of vacant land, water resources, and adequate 
housing. Conversely, traditional technological and economic factors (raw materials, trans- 
port, and energy), until recently thought of as basic in the dynamics of industrial location. 
are now losing some of their importance (Urbanization, Scientific and Technical Revo- 
lution, and the Working Class, 1972). Social qualities of settlements such as the elimi- 
nation of socioeconomic differences between the urban and rural environments and the 
cultural and educational activity of ethnic minorities are also growing in importance. 

All this means that a failure to  pay due regard to  the active role of settlement will 
in the long run hamper economic growth, which increasingly depends on labor quality 
which is now largely a product of the social and spatialenvironment, i.e., of the functional 
and spatial organization of the residential network. 

A transition to a system-oriented organization of the settlement network therefore 
requires a revision of the theoretical location models of production and of the mechan- 
isms of allocating resources between industries and regions so as to  take into account the 
intervening factors and long-term socioeconomic goals. In practical terms thus will mean 
raising the values of social and ecological goals relative to  the values of economic goals 
~ n d  providing more resources for infrastructure and s e ~ c e s .  
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3.1 Settlement Development Goals 

If a settlement network is to develop efficiently it must be a process directed by 
clearly defined goals (Use of Applied Systems Analysis in Urban Design and Development 
Management, 1974; Urbanization and Settlement Problems, 1976). In terms of' control 
management, settlement location can be viewed as the technology of achieving by means 
of functional and spatial organization three major types of goal: namely, social, ecological, 
and economic. 

The social goal of settlement is to ensure the basis for an adequate standard of 
living for both the urban and rural populations whatever their choice of residence is. Tlus 
goal is subdivided into a number of specific targets: (1) comfortable living environment 
and amenities; (2) a controlled population density; (3) easy access (in space and time) to, 
and a wide choice of  places of employment, recreation, services, etc. 

The ecological goal is t o  ensure standards of environmental preservation and 
improvement. This implies that by means of functional and spatial organization we 
preserve favorable sanitary condtions, green zones, and natural landscapes (with due 
consideration of the growing pressure on recreation areas), enforce noise control in 
residentla1 areas, and maintain water and other ecological balances. 

The economic goal of settlement is to ensure the efficient location of production 
and the growth of productivity. This involves creating favorable conditions for advanced 
training and education of the labor force, the development of industrial zones and 
research centers, provisions for the economic development of cities, only lunited use of 
highquality land for construction sites, etc. 

Experience shows that these goals can be defined as operationally ranked and can 
be expressed in terms of specific time standards or at least described in terms of quantita- 
tive and qualitative targets. Thus it is possible to  assess priorities and to choose effective 
settlement strategies. 

3.2 Settlement Development Problems 

General problems of a system-oriented organization of settlement are related to 
the following: (1) excessive growth of the few big agglomerations resulting in the under- 
tlevelopment of regional and local centers, social and economic depression in peripheral 
areas, and deteriorating economic, social, and ecological conditions in the agglomerations 
themselves; (2) the continuing existence of a great number of isolated small and medium- 
sized settlements offering a limited choice of employment, recreation, and educational 
opportunities:(3) inefficient land use (urban encroachment on good farm land, devastation 
of natural landscapes and green areas, deterioration of recreational areas, and longer com- 
muting times when traveling t o  work and other destinations); (4) underutilization of the 
scierltific, tech.iical, cultural, and educational potential of cities due to  insufficient 
development of their zones of influence; (5) environmental pollution and industrial and 
transport noise; and ( 6 )  poor elaboration and/or partial implementation of plans and 
projects. 
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3.3 Resources and Constraints 

If we look at the organization of the settlement network as a goal-oriented process 
we must first identify the resources and constraints as represented by a set of natural, 
demographic, social, economic, and administrative factors of  settlement. The functional 
and spatial organization is a process whereby all these resources are integrated since i t  is 
the only way in which human-settlement development goals can be achieved (Problems 
of Modem Urbanization, 1972; Resources, Environment, Settlement, 1974). 

The underlying decision-making process consists of an analysis of the available 
resources at four principal hierarchical levels (nation, region, settlement group, settlement 
unit), a forecast of resource demands, an estimation of  the possible growth of resources 
in time, and, fmally, the planning (allocation) of  resources. The analysis and estimation of 
resources is carried o u t  in terms of  their amount, composition, and technical, economic, 
and socioecological characteristics. The short supply of internal resources at each level 
(e.g., the lack of free land plots, recreation zones, investment capital, and employment 
opportunities) is estimated and the potential for supplying it from the resources of the 
upper level are considered. The general conditions of resource mobility in the system 
under study determine the mobility between the hierarchical levels themselves. There is 
3 tendency towards a gradual decrease of the spatial isolation of  individual communities. 
ciianging boundaries of the lower-level units, and increasing integration of the upper-level 
units. This process is based on the growing horizontal mobility of population which in 
turn depends o n  increasing professional specialization, cultural and educational levels, 
recreational needs. transport infrastructure, and other factors. 

The effective use of  resources depends o n  the combination of  labor-intensive and 
labor-saving as well as capital-intensive and capital-saving characteristics of settlement pat- 
terns, in accordance with particular resource constraints. An estimation of the resource- 
~~ti l izat ion intensity in the domain of settlement can differ greatly from that in the pro- 
duction sphere. For example, intensive land use and very high population and building 
densities may be economically efficient but they normally lead, ceteris paribus, t o  a 
deterioration of living conditions. This means that one should rather opt  for smaller-scale 
buildings and larger green areas. 

For presentday conditions it is essential t o  keep in mind that many of the resources 
that play a part in the organization of settlement systems (the recreational quality of  the 
environment, economic externalities, leisure time, etc.) have no market price and appear 
in the decision-making considerations as nonmonetary costs and benefits. This necessitates 
substituting for them more easily measurable and marketed resources which are meticu- 
lously accounted for and economized o n  in private as well as state-owned enterprises. 
However. economic evaluations of such nonmonetary factors have been made possible 
owing to cost-benefit analysis and have been successfully practised in planning and 
development. In the domain of settlement planning, economic estimates of land, ecologi- 
cal consequences (especially of environmental pollution), recreation resources, and leisure 
time are particularly important. Based o n  the costs of substitution of the resource in 
question, such estimates should allow ,a general the implementation of corresponding 
payment relationships. The evaluation of the cost of leisure time may be a specific tool in 
planning the residential network. Indeed one can regard settlement as a cybernetic device 
for implementing the spatial and temporal standards of the socially preferable model of 



164 A. V. Kocherkov, O.S. Pchelintsev 

way of life. Deviations of the real time budget from that standard constitute an important 
parameter of the quality of life and can be assessed in cost-benefit terms. In the USSR 
this cost, taken as corresponding to the productivity increment of a workmg hour in 
material production, was estimated for the mid-1970s at 65-90 kopecks an hour (subjec- 
tive consumer estimations giving the "willingness to pay" for an extra leisure hour also 
present values in the range 0.5- 1 ruble) (Gurevich et al., 1978). 

Together with the economic criteria, the direct social criteria of the utilization of 
natural-ecological, scientific-technical, and organizational-managerial resources have been 
gaining in importance (in the last case the government policy of creating model dwelling 
complexes, new cities, and settlement networks is in itself an important resource). 

The set of settlementdevelopment constraints largely coincides with the set of 
resource constraints. Apart from that, technological change, industrial trends, and social 
change play a major role. For example, structural economic shifts lead t o  substantial 
differences in the development of human settlements: generally cities with an economic 
base consisting of new and fast-growing industries have shown faster rates of growth. 

Another group of conditions that determine the organization of the residential 
system are social conditions. These factors include increasing social mobility, improving 
educational and cultural standards, an increased amount of leisure time, motoring, etc. 
By their joint effect the factors generate a certain "social orientation" of the location of 
production, stimulating migration into areas with favorable social, cultural, and natural- 
climatic conditions, diverse employment opportunities, and rich recreational and service 
facilities. 

There is an objective succession in the development of the settlement patterns 
themselves, and this also leaves an imprint on the choice of strategies for their transfor- 
mation. A planner of a settlement network must take into account the following. 

(1) The evolution of the settlement is a concentrated sociospatial expression of the 
development of human activity itself and in that sense represents an objective and inevi- 
table process. The planner must base his decision making for this life pattern on the entire 
model of  the human way of life, which can be expressed operationally, for example, in 
terms of time budgets; i.e., he can only choose freely from a set of settlement patterns 
(types of functional and spatial organization) whlch conform to the given activity pat- 
terns (of course, with due regard for the reciprocal effect that his choice will have on 
these patterns). 

(2) From this point ot' view many settlement development concepts that have 
traditionally been suggested by architects and urban planners and which involve priority 
being given to the growth of isolated small and medium-sized towns or lack of recog- 
nition of the role of the hinterland zones of major urban centers, etc. in fact violate the 
system-oriented planning principle. They address the planning problems apart from or 
even contrary to the needs of economic and social development, production intensifi- 
cation, the mergng of research and development and industrial organizations, the growth 
of cultural and educational needs, improved recreation facilities, and other factors. 

(3) Changes in existing settlement patterns, if the patterns are viewed as unfavor- 
able, are generally connected with changing social institutions. 'The nature of these 
changes, their scale, and the capacity to implement them under the given structure of 
interests and social forces should be clearly understood by a planner who wants to avoid 
utopian projects. 
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A number of these factors, especially the social ones, can be expressed rather 
clearly by goal functions defined within the framework of multicriteria models of settle- 
ment. The remaining factors must be taken into account in forming goal alternatives. 

3.4 Main Alternatives in the Organization of Settlement Systems 

For an objective evaluation of the main development alternatives one must define 
the goals, resources, and constraints in the organization of settlement systems. 

The basic alternatives are (1) centralized self-contained development, (2) balanced 
self-contained development, (3) interlinked group development, and (4) linear develop- 
ment. 

The altematives are characterized in Table 1 and their three-factor dynamic evalu- 
ation is given in Figure 1. 

Since the settlement criteria are of diverse nature (social, economic, ecological, etc.) 
it is convenient to estimate them quantitatively on the basis of some standards, i.e., as 
deviations from these standards. The general estimate of an alternative can be defined as 
the uverage weighted (with respect to goal priorities) sum of the estimates over all criteria. 

Estimates can be made in monetary tenns. The criterion will be the discounted 
difference of the complete (retaining the implementability estimate) socioeconomic 
effect and the costs of achieving it. As can be seen from a comparison of the diagrams 

TABLE I Outline of  the main alternatives of settlement system organization. 

Centralized Balanced Interlinked group Linear 
self-contained self-contained development development 
development development (see Figure Ic) (see Figure Id) 
(see Figure la)  (see Figure I b) 

(1)  Number and popu- (1) Predominant (1) Towns develop as (1) Main and second- 
lation of  towns with growth is in small centers, subcenters. ary axes of develop- 
more than 250,000 and medium-size or other elements of ment are formed as 
inhabitants increase towns group systems of integrated utility and 
(2)  Growth of small ( 2 )  Growth of settlement of varlous transportation infra- 
and medium-size larger centers is sizes joined together structure channels 
towns is limited limited rnto rel~ional and (2) New jobs are 
( 3)  Urban aggloln- ( 3 )  Growth o f  national systems concentrated within 
crarions develop urban agglomer- (2)  Urban agglomer- 1-2 travel hours from 
( 4 )  Scrtlement inter- ations is limited ations are recon- development axes 
relations are not structed on  the basis (3) Creation of new 
regulated; they can be of group-system and development of 
traced only in agglom- projects existing small and 
erations (3) Outlying areas medium-size towns 

develop o n  the basis as well as reconstruc- 
of  group systems of tion of villages is 
settlement with a confined to  zones 
common infrastructure accessed to the 
rather than around development axes 
individual "growth 
centers" 
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(a) "Big Cities" 
(centralized growth) 

( b )  "Uniformity" 
(balanced growth) 
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I'ICURE 1 The dynamics o f  the relationships of preferentiality of  the mrun settlement alternatives. 
.4 short description of each settlement alternative is given in Table 1. 

in Figure 1, the system-oriented development of a residential network (alternative (c)) 
o n  the basis of long-term projects (plans) has the highest effectiveness, which increases 
with time; costs are hgh but increase more slowly as the transport infrastructure expands. 
The feasibility of this alternative. not hgh initially, increases gradually at  later stages as 
resources grow while the problems of alternative developments become aggravated. Hence 
we can conclude that under the conditions of the scientific and technological revolution 
the specific form for implementing the systems approach in urbanization and settlement 
organization is the plan-governed creation of  a new type of  settlement unit - group sys- 
tems of human settlements. These groups are defined as interlinked sets of  urban and rural 
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communities wrllch are connected by territorial and production linkages, have a common 
urban core (central city) within 1-2 hours' travel time, an integrated transport and engi- 
neering infrastructure as well as service and recreation networks, and are linked in terms 
of joint use of zones situated between individual settlements (Khodzhaev et al., 1977). 

The efficiency of settlement organization on the basis of group systems of  settle- 
ment manifests itself in the following ways: (1) integration of economic and social inter- 
ests on the basis of the simultaneous growth of production concentration and population 
decentralization, achieved through transition from local (point-like) spatial patterns to 
zonal organization; (2) improved control of urbanization, i.e., effective limitation of 
metropolitan growth through redistribution of existing and new working places in favor 
of the external zones: (3) favorable conditions for the development of small and medium- 
size settlements whch, having been included in the system, can grow as a result of the 
decentralization of specidzed branches of the central city's enterprises; (4) reduced time 
spent on travel to cultural, service, and recreational centers, expanded choice of activities 
for the rural as well as the urban population, and increased possibilities for intensified 
professional and cultural contacts which are particularly important for people living in 
mal l  urban communities; and (5) favorable conditions for faster growth and better use 

the transport and engineering infrastructure and the construction-industry capacities 
and services by avoidance of the negative effects of overcrowding or, conversely, the 
excessive spread of urban activities (these negative developments are unavoidable when 
industries are concentrated in very limited already-crowded areas of the old urban nuclei 
or when attempts are made to establish industrial plants in each of the independently 
developing small and medium-sized towns, respectively.) 

At the regional level the task is to select the centers and to coordinate the develop- 
ment of the group systems of various sizes, thereby taking into account the urbanization 
dynamics and the growth of the transport infrastructure (the latter influences both the 
size and the number of systems). At the national level the task is to choose the centers, 
to coordinate the development of the regional systems, and to solve special problems of 
settlement in the boundary zones. 

3.5 The Adequacy of Urban and Settlement Models 

Thc analysis of problems and the choice of characteristics for a systems-oriented 
settlement organization under thc particular socioeconomic conditioris of each nation 
calls for the widespread use of models of urbanization, migration, and the growth of 
hierarchical city systems. A number of relevant models have been built and empirically 
tested. These include the Lowry-type models of urban spatial structure (Lowry, 1964; 
Garin, 1966: Wilson, 1974; Systems Approach Used in Urban Planning and Development, 
1977: Crecine, 1968), the Forrester-type models of urban growth (Forrester, 1974), and 
the Harvard Planning School model (Steinitz and P. Rogers, 1970). Also the literature on 
migration modeling and on hierarchical patterns of settlement (starting from the classical 
studies of Christaller and Lijsch) is quite abundant (see for example: Goldstein and Moses, 
1973; Stouffer, 1940; Wadycki, 1974; Miller, 1972; A. Rogers, 1967, 1975; Isard, 1974; 
Matlin, 1972; Doxiadis, 1967). Several review papers are available which discuss the 
merits and limitations of the individual types of model referred to here. Hence in the 
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present paper only a brief treatment of some general features of urban and settlement 
models will be given. 

The growing scale, complexity, and dynamism of socioeconomic change call for 
the development and application of mathematical models in settlement planning. How- 
ever, in practice the introduction of t h s  approach has been rather slow. This has generally 
been due to (a) the limitations of existing settlement models, and (b) the lack of a suit- 
able organizational framework in existing administrative procedures. 

The critical condition for introducing models into settlement planning and urban 
management is the improvement of the quality of the models with respect to the treat- 
ment of (a) the object of modeling (i.e., the settlement system itself), (b) the control 
process in the operational time dimension, and (c) the psychological stereotype of the 
decision maker. 

In order to meet the first condition one has t o  take into account numerous socio- 
economic relationships by formulating explicitly the following types of models: (i) quali- 
tative models of settlement systems which consider characteristics, tendencies, and 
mechanism of settlement development; (ii) qualitative models of settlement control; 
(iii) models of individual blocks suitable for formalization blocks in the control system; 
(iv) models of the control blocks that are unsuited for a formal representation (including 
the operational models of the decision maker's behavior); (v) models of the interaction of 
the formalized and the nonformalized blocks in the operational control-time dimension. 

Fully formalized models are typically characterized by significant lacunae in their 
descriptions of the settlement system. However, an explicit formulation of alternative 
models is ~mpossible without major breakthroughs in the methodology of the systems 
analysis of settlement and without progress in the general theory of the control of socio- 
economic processes. A substantive and down-to-earth approach in this context deals with 
the choice of strategies and alternatives of settlement development in relation to the 
development of the organization and methods of control. The organizational aspect of 
urban and settlement management is now moving to  the foreground since it largely deter- 
mines the capacity for system-based control of the entire settlement process on the basis 
of national programs. This assumes the interdependence of the methods and technology, 
of optimum locationai choice on the one hand and the methods and technology of man- 
agement on the other. 

4 METHODOLOGICAL ASPECTS OF SYSTEMS ANALYSIS OF SETTLEMENT 

Systems analysis does not as yet constitute any closed system of strict formal rules 
for research and decision making. It grows out of the need for interdisciplinary synthesis 
in the field of management and control of complicated and fast-growing systems (settle- 
ment is one of these) and so appears as an open, flexible, and expanding methodology, 

For its part, the systems analysis of settlement is making a certain impact on the 
general methodology of systems research. T h s  impact stems from the specific place that 
settlemen. occupies in the structure of contemporary socioeconomic development. 

Decision making in socioeconomic fields represents a specific and basically non- 
formal optimization since formalized models usually cover selected relationships only. 
Therefore the synthesis of spatial models into an integrated system of models of 
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socioeconolnic development will be a major task for systems analysis. Some interesting 
results in t h s  field have already been achieved (see for example Danilov-Daiulyan and 
Zavelsky, 1975). In modeling socioeconomic processes it is essential for the description 
of the system to be subordinated to the tasks of the comprehensive management of the 
system's development; i.e., the systems-orientation criterion in socioeconomic research 
is not a comprehensive description of the elements and relationships in the object under 
study as such but rather their description in decision-making terms. 

All these characteristics (problem orientation, the subordination of the description 
of a system to the requirements of control, an emphasis on the solution (and not just 
registration) of social problems) reflect new aspects in the work of systems analysts and 
designers which are linked with their orientation towards social values and interests. This 
becomes a necessity since the aggravation of the settlement problem goes parallel to the 
expansion of mankind's resources and potentials and the formation of institutions and 
social forces that are capable of ensuring efficient solutions of these problems. 

This problem orientation in the systems analysis of settlement has certain method- 
ological consequences; in particular it brings a bias towards the consideration of the struc- 
ture of social needs rather than the economic interests of previously formed components 
of the regional economy. The systems model of settlement is an expression of the need 
for a more comprehensive socioeconomic approach and a shift to  a balanced structure of 
criteria, with the ecological and social targets being given greater weight than is the case 
in the conventional production-oriented model. One can even say that the systems analy- 
sis of  settlement, because of its links with a wide range of regional planning and manage- 
ment problems, most strongly represents the tendency for bringing the structure of the 
objective function into harmony with the system of social values and resources. 

Indeed ecological and social values are gaining importance when they are closely 
irltcnvoven with the spatial aspect of planning and management, which involves among 
other thngs the solution of industrial problems such as the location of industries, the 
coordinated development of industries in a region, and the formation of technical infra- 
structure. However, the central place in regional management is occupied by functions 
concerned with settlement organization, the development of the living environment 
of people and their professional activity, the efficient use and protection of natural 
resources, and the development of social infrastructure and services. 
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POPULATION DISPERSAL FROM CORE REGIONS: 
A DESCRIPTION AND TENTATIVE EXPLANATION OF 
THE PATTERNS IN 20 COUNTRIES 
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"Urban growth is essentially a great city growth." (Weber, 1899, p. 488) 

"Once a city is larger than any other in its country, this mere fact gives it an impetus 
to grow that cannot affect any other city, and it draws away from all of them in 
character as well as size." (Jefferson, 1939, p. 227) 

"The evident tendency of people to  congregate in larger and larger cities represents an 
attraction of people for people that turns out t o  have a mathematical as well as a 
merely verbal resemblance to Newton's law of gravitation." (Stewart, 1947, p. 471) 

"The macro-locational tendency throughout the world is for industrial regions already 
large and powerful to attract still more population, and thus the industrial population 
of the world has become concentrated in a few regions." (Clark, 1964-1965, p. 195) 

"The historical evidence in both the developing and the developed economies indicates 
that the concentration of population in the big cities is a strong and pervasive trend." 
(Beier et al., 1975, p. 24) 

"Steady urbanization in situ, equal in rate from region to  region, and without large- 
scale accelerating internal migrations, would create few serious problems, if any. But 
the reality in nearly all countries seems to  be the polarized growth pattern of the 
urban system with the background of an increasing regional imbalance. Rapid urban- 
ization has distorted the traditional network and hierarchy of settlement. Uncoordi- 
nated, often excessive, expansion of the largest cities and leading urban sqglomeraiions 
is accompanied by stagnation of most of the old regional centres and medium-size and 
smaller towns. By rapid out-migration, peripheral and less developed rural areas are 
losing their main potential, a young and active labour force." (Scholler, 1975, p. 69) 
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"The demographic tustory of most countries in this century suggests a strong tendency 
for population to  cluster. This has been especially true in the period since the advent 
of industrialization and the decline of the agricultural sector. . . Generally, not only 
have urban populations grown substantially more rapidly than populations as a whole, 
but the most rapid urban growth has been in the largest cities." (Crowley, 1977, 
p. 258) 

"Different parts of the world are shrinking at different rates, . . . mainly to  the advan- 
tage of large settlements, which are benefiting from the cumulative advantages of early 
growth. . . The main consequence of these trends is centralization - the growth of big 
cities. . ." (Coates et al., 1977, p. 238) 

1 INTRODUCTION 

The foregoing passages express the dominant paradigm in spatial demography; we 
shall call it, after Alexandersson and Falk (1974), the "concentration paradigm". There is 
growing evidence, however, that the "macro-locational tendency" towards ever-increasing 
concentration in the core regons of the developed countries. at least, is near exhaustion. 
The objective of t h s  paper is to  document this fact. We defer to a later paper and to 
other scholars the task of explanation, though we do advance a tentative hypothesis to 
explain the variations observed. Our principal aim here, however, is simply to establish 
that the concentration paradigm no longer provides an accurate model of the population 
geography of the developed countries. 

The data that we shall use to demonstrate our thesis are internal-migration statistics 
sllowing the number of persons moving between the major administrative subdivisions of 
20 countries: Belgium, Canada, Czechoslovakia, Denmark, the Federal Republic o f  
Germany (FRG), Finland, France, the German Democratic Republic (GDR), Hungary, 
Iceland, Italy, Japan, the Netherlands, Norway. Poland, South Korea, Spain, Sweden, 
Taiwan, and the United Kingdom (UK). The United States of America has been omitted 
because the recent reversals in migration flows between sparsely and densely populated 
regons in that country have been extensively reported elsewhere (see Beale, 1977; Berry 
and Dahrnan, 1977; McCarthy and Morrison, 1977; Sternlieb and Hughes, 1977; Tucker, 
1976; and Vining and Strauss, 1977). Our data sources are given in the Appendix. 

The core regons of a country are those regions which are economically and politi- 
cally dominant; they contain the principal cities of the country and have traditionally 
experienced high rates of in-migration from the other, less urbanized, peripheral regions. 
The identification of these regions poses little difficulty. Their areal extent, however, is 
subject to considerable controversy and disagreement. The regionalization problem 
remains unsolved in our field, and we do not intend to solve it here. However, to establish 
our thesis it suffices to specify regional boundaries that define larger rather than smaller 
areas around the core, thus increasing the probability that all of the core region will be 
within the region so defined. If such an "overbounded" region shows declining net 
migration then the "true" core region contained within it must do so as well unless there 
is net migration from the remainder of this region to  the core portion, a doubtful propo- 
sition in the light of the strong decentralization tendencies within highly urbanized 
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regions. We have therefore drawn very wide boundaries around the core regions in antici- 
pation of the objection that the net flows away from them that are recorded here are 
simply an overspill of population beyond their conventionally defined boundaries. More- 
over. to  allay fears that our  results are sensitive t o  the way in which these regions are 
defined we also show, wherever it is feasible t o  d o  so, migration into the core regions for 
alternative definitions of  these regions. These definitions, i.e., the constituent adminis- 
trative subdivisions of the regions, and their principal cities, are given in Table 1. 

It is a fact that the trends in immigration and natural increase sometimes run 
counter t o  those in internal migration. T l i s  is taken up at  several points in our paper. 
Here we wish t o  stress the fact that within the developed countries migration is on 
balance no longer towards the core regions. 

? A DESCRIPTION OF THE TRENDS 

Among the countries studied, it is useful to  distinguish four categories: (1)  countries 
whose core regions have, by and large, experienced a long-term decline in net in-migration 
since the 1950s and are now experiencing net out-migration, (2) countries whose core 
regions experienced a sharp drop in net in-migration beginning around 1970 after stable 
or rising net migration over the 1950s and 1960s but have not yet reached the point 
where sustained out-migration is observed, (3) countries whose core regions exhibit a con- 
stant but low positive migration balance, and (4) countries whose core regions not only 
continue t o  receive large numbers of migrants from the remaining regions but also show 
increasing trends with respect to  net in-migration. 

In the first category are the countries of the most densely populated and heavily 
industrialized region of Europe, the northwest: Belgium, Denmark, France, the Nether- 
lands, and the FRG. Figure 1 shows a gradual decline in net migration towards the core 
regions of these countries since the 1950s and migration, on balance, away from these 
rcgons over much of the 1970s. In the case of the Netherlands this out-migration, con- 
trary t c ~  a claim by Blumenfcld (Blumenfeld, 1974. p. 194), is more than just an extension 
of the Karidstad rcgion t o  the southeastern part of the Netherlands, which lies on the 
periphery of Europe's strongest urban field, the Rhine-Ruhr area. Figure 1 shows the 
south as a whole t o  be losing population to the relatively isolated and rural north. The 
Rltine-Ruhr itself, after decades of gaining population from the more rural states of the 
FRG in the north and southeast, is now losing population t o  these states. As Blumenfeld 
writes, "in Germany, a historical west-toeast slope in prosperity has given rise t o  east- 
west migration that has gone on for over a century and is still continuing within the 
Federal Republic of Germany" (Blumenfeld, 1973, p. 123); however, as Figure 1 shows, 
this east-west tilt in migration was in fact reversed sometime in the early 1960s. How- 
ever, despite the RhineRuhr 's  being the most populous urban field in Europe i t  is, of all 
the core regions of Europe, paradoxically the least dominant within its own country. The 
peripheral regions of the FRG t o  the north and southeast contain two of  its largest cities 
(Hamburg and Munich). This rather even distribution of cities across the FRG may 
explain the early flow of population away from its largest agglomeration in the Ruhr, 
though of course the distribution of cities itself must eventually be explained. The core 
regions of the remaining three countries shown in Figure 1, those surrounding the capitals 
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of Denmark, Belgium, and France (i.e., Copenhagen, Brussels, and Paris, respectively), 
are uncontroversial; they are clearly dominant and primate in character and are just as 
clearly overbounded. To the Brussels region we have added the entirety of the Flanders 
region, which contains the other large city in Belgium, Antwerp. Migration is clearly away 
from this region and towards the less densely populated south; this is a reversal of the 
long-standing drift of the Belgian population towards the highly urbanized and industrial- 
ized northern half of the country (van Praag, 1978). In Denmark and France the migra- 
tion away from the capital regions towards Jutland and southern and western France, 
respectively, seems to  have become an enduring trend in both countries. Finally, we have 
added Canada to this category, because of the very large net outflow from its historic 
core region in Ontario and Quebec. 

The second category includes countries on the periphery of western Europe and 
one country outside Europe: Finland, Iceland, Italy, Japan, Norway, Spain, Sweden, and 
the UK. Here we find a significant drop in net migration towards the core regions only 
after 1970 and maximum flows into the core regions during the 1960s (Figure 2), in con- 
trast to the countries of category (1) where the decline in net flows towards the core 
regions is, with the exception of Canada, continuous over the entire postwar period. In 
two of the countries in this category (Finland and Norway) the highest rate of migration 
towards the core regions (here defined to  be southern Finland and eastern Norway, 
respectively) was actually recorded at the end of the 1960s. In Sweden we observe two 
more or less similar peaks in the rate of migration from the north into the metropolitan 
regions of the south, one at the beginning of the 1960s and the second at the end. The 
Tokaido region of Japan and the northwestern and central regions of Italy likewise 
experienced maximum net inflows at the beginning and end of the 1960s but the second 
peak is considerably lower than the first in both cases. The data for Iceland, showing net 
movements into the capital, Reykjavik, and the surroundhg southwest region, exhibit no 
trend until the 1970s when a sharp decline to zero is recorded. 

Annual stamtics showing net internal migration towards the principal attractor 
region of Great Britain (the southern half of England) are unfortunately unavailable. 
What are available, however, are data showing net movements between Scotland and the 
rest of the UK which should provide an approximate mirror image t o  net movements into 
the south, since net movements into marginal regions of other countries (e.g. northern 
Norway and Sweden, or the Mezzogiorno of Italy) provide a mirror image for net rnove- 
rnents into these countries' core regions (e.g. eastern Norway, southern Sweden, and 
northwestern Italy, respectively). Our figure for the UK therefore shows net migration 
into Scotland from the rest of the UK going from positive to negative along the vertical 
axis. The picture is of a sharp decline in net out-migration from Scotland after 1970, the 
mirror image of which should be a sharp decline in net in-migration to  the core region 
of Great Britain, southern England. 

Spain is a difficult country to  classify. Beginning around 1974, its principal 
attractor reDon (roughly the northeastern quadrant of the country) experienced a rapid 

migration for 1954-1962, 1962-1968, and 1968-1975 shuk~i at the midpoints of these periods); 
(e) Denmark, 1947-1977 (excludes net migration from Greenland and the Faroe Islands); ( f )  Canada, 
196 1- 1979 (data for fiscal years). The regions are defmed in Table 1 ; for the data sources, see the 
Appendix. 
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a. Iceland: 1H1- 7978 h. Spain: 7m- 7978 

FIGURE 2 Annual net internal migration to core regions of countries in category (2); (a) Japan, 
1954-1978; (b) Italy, 1957-1977 ("1961-1962 migration figures are inflated as a result of the 
abolishment in February 1961 of the 1939 law regulating internal migration. . . Overreporting for 
these years . . . may be on the order of 20%'' (Salvatore (1977). p. 398); 1977 data are provisional); 
(c) Sweden, 1949-1978; (d) Norway, 1951-1978 (data for 1970 include migration occurring in pre- 
vious years but not reported until the population census of 1970); (e) Finland. 1955-1978; (f) the 
UK, 1951-1976 (annual average net internal migration for 195 1-1961 shown at midpoint); (g) Iceland, 
1961-1978; (h) Spain, 1962-1978. The regions are defined in Table I ; for the data sources, see the 
Appendix. 

drop in net migration; however, i t  is difficult to  call this a long-term trend, given the 
recession that struck the country around this time. The level of interregional migration as 
a whole has dropped very substantially in Spain, and this explains a large part of the 
decline in net migration towards its core regions. By contrast, the declines in net migra- 
tion towards the core regions of the countries of categories ( I )  and (2) preceded the 
great economic contraction of 1 9 7 4  1975 and cannot be attributed to  large declines in 
overall levels of interregional migration, which have remained. steady or declined slightly. 
Moreover, net migration into northeastern Spain has fallen nowhere near zero. In all 
countries of category (2) except Spain, however, we observe by the middle of the 1970s 
a rough balance in population flows between core and periphery, though there are 
reasons, taken up in the next section, for believing that sustained flows away from the 
core regions will never be observed, in contrast to those in countries of category (1). 

The third category in our sample includes Czechoslovakia, the GDR, Hungary, and 
Poland. None of these countries show systematic and sustained declines in net migration 
toward their major cities and surrounding regions. The Saxony region, which contains all 
the major cities of the GDR except Berlin and is its principal industrial district, has lost 
population to the rest of the GDR since the early 1960s and thus resembles the great 
industrial district of the FRG, the Ruhr, where a similar depopulation has taken place 
over the last 20 years. However, in contrast to the countries ofwestern Europe, internal 
migration in the GDR continues to be strongly focused on the capital city, Berlin, and the 
surrounding central region; a significant shift towards the sparsely populated north has 
yet to be observed. In fact, net migration towards Berlin has actually drifted upwards 
during the 1970s, as it has towards the larger cities of Poland. Net flows into the capital 
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FIGURE 3 Annual net internal migration to coreregions of  countries in category (3): (a) Poland, 
1964-1977 (definitions of core regions changed from 1975 onwards owing to changes in adminis- 
trative subdivisions); Cb) Hungary, 1955-1977 (temporary migrants excluded: data for 1955 and 1956 
include moves of  unknown origin); (c) the GDR, 1962-1977; (d) Czechoslovakia, 1965-1977 (net 
foreign immigration included). The regions are defmed in Table 1; for the data sources, see the 
Appendix. 

cities of the two republics of Czechoslovakia, Prague and Bratislava, have been approxi- 
mately constant over the last decade and a half. Though net flows towards the capital of 
Hungary, Budapest, fell during the 1960s, there has been no continuation of this trend 
durlng the 1970s (see Figure 3). However, while the level of net migration into the prin- 
cipal cities of the eastern European countries has not declined over the 1970s and even 
shows signs of growing, the level itself, when expressed as a rate, is significantly lower 
than corresponding rates in western Europe and in Japan during their period of rising 
population concentration. Furthermore, the rates of natural increase in the principal core 
regions of the eastern European countries are extremely low relative to the rates in the 
reaons outside the core regions, a fact which has reduced the growth differential between 
core and periphery significantly (Vining and Kontuly, 1978, p. 55). 

Finally, in our fourth category are two countries,Taiwan and South Korea, in which 
net migration towards the core is both very large and possibly still growing (see Figure 4). 
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I7ICURE 4 Annual net internal migration to core regions of countries in category (4): (a) Taiwan, 
1957-1978 (net foreign immigration included; the very large net migration into the Taipei region in 
1969 is due to a change in the regstration system to include moves of armed-forces personnel); 
(h )  South Korea, 1955-1977 (net migration for 1975 unavailabk; annual average net migration of 
1955-1 960, 1961-1965, and 1966-1970 shown in midpoints of these periods). 

a. Taiwan: 1957-1978 b. South Korea: 1955-1977 

Higgins writes. ". . . the enormous problems of regional disparities and urban agglomer- 
ation generated by the rapid industrialization of Korea . . . have led to  a concentrated 
effort to plan the entire urban structure in relation to  the pattern of regional develop- 
ment, and a strategy of decentralization, that holds much interest for other countries 
facing similar problems." (Higgins, 1978, p. 61  1.) Whatever the interest this effort to plan 
the urban structure of South Korea may hold there is no evidence of its having any effect 
on the flow of persons towards South Korea's largest city and its surrounding territory. 
The most recent net flows towards this region have been among the highest in recorded 
history, as were the most recent net flows towards Taipei. 

3 A TENTATlVE EXPLANATION OF THE PATTERNS OBSERVED 
IN FIGURES 1-4 
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How can we explain the patterns observed in Figures 1-4? We submit the following 
tentative "model" of these patterns. During the phase of rapid industrialization there is a 
universal tendency for the population of a country to agglomerate in those regions con- 
taining the largest cities, i.e., for a movement to take place from the sparsely populated 
peripheral regions to the densely populated core regons. This movement is, in the words 
of Weber (1899, p. 417), "mainly in obedience to economic causes. . . Production 
increases with increasing density, and more particularly with increasing concentration." 
All the countries in our sample were in this phase in the 1950s and six (perhaps seven if 
we include Spain) continued to be in it in the 1970s. 

As economic growth proceeds, however, the costs of agglomerating still more popu- 
lation and capital in the high-density core regions rise and eventually choke off the eco- 
nomic advantages of further agglomeration in the core (see the essays in Leven, 1978). 
However, the point at which the returns to location in core and periphery are equalized 
will come sooner in countries whose peripheries offer competitive sites for urban and 
industrial development (i.e., competitive in the absence of agglomeration economies) 
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than in countries where these sites are inherently inferior. In fact in the peripheries of 
some countries the deficiencies of physical geography may be so great as to virtually 
preclude urban and industrial development in any region but the core. We submit that 
what distinguishes the countries of category (1) from those of category (2) is precisely 
the absence of physical barriers to urban and industrial development in the peripheries 
of the former and the existence of these barriers in the peripheries of the latter. 

The countries of category (1) have peripheries that are well endowed with sites 
for urban and industrial development. The climates, soils, and topographies of southwest 
France, Jutland in Denmark, the northern Netherlands, or Bavaria in the FRG (all pre- 
dominantly rural areas which have in the past experienced heavy outflows of population 
towards large cities in other regions) are all perfectly suitable for large-scale urban and 
industrial development. As long as there were productivity advantages in agglomerating 
population and production in the core regions, these regions stagnated and in some cases 
actually suffered depopulation. However, once the agglomeration economies began to 
disappear and even to become diseconomies there was a strong tendency to locate new 
productive facilities in the peripheral regions since the sites for production in these 
regons were the equal of those in the core regions except perhaps for their location, a 
disadvantage largely neutralized through modern transportation and communication 
systems. (An exception here would be Austria where the "peripheral" areas of the west, 
though possessed of a much less ideal terrain for modern settlements than the Vienna 
region, are situated in a much superior location, particularly with respect to traffic and 
trade with western Europe. There has accordingly been a long-term drift of population 
westward in Austria which has gone on since the breakup of the Austro-Hungarian 
empire (see Osterreichischen Statistischen Zentralamtes, 1978, p. 9).) Thus, by this 
theory, the gradual decline in migration towards the core rewons of the countries of 
northwest Europe that is shown in Figure 1 merely reflects the concurrent gradual 
decline in the productivity advantages of agglomerating still more population and 
industry in the core regions, given the competitive sites which exist in the peripheries of 
these countries. Likewise, the provinces to the west of Ontario, and also Quebec, do not 
suffer from any deficiencies of site but rather from deficiencies of location vis-bvis the 
population centers of the USA and Canada. Indeed, the physical resources of these prov- 
lnces(e.g. oil and wheat) give them absolute site advantages over the eastern provinces, and 
the rapidly increasing value of these site-specific resources obviously now exceeds the 
agglomeration advantages of the more densely populated eastern provinces. 

In contrast to the countries of northwest Europe, the peripheries of the countries 
of category (2) are at a clear natural disadvantage relative to the core regions. In the 
Scandinavian countries the regions outside the major urban regions all possess difficult 
topographies and climates: little flat land and what there is broken up into small patches 
by mountains and fjords, and in the northern areas long dark winters and cool damp 
summers. The difficult terrain makes industrial development difficult and unprofitable. 
Flat plains are necessary for the building of cities, the laying down of roads. the construc- 
tion of factories, etc. The poor climate makes it difficult t o  attract and keep labor. 
Northern Nonva: is particularly cursed in both respects. In Italy, the physical limitations 
of tile Mezzogiorno are well known and include a difficult topography and an uncertain 
water supply. Its Mediterranean climate, however, seems to be optimal for humans and 
may work ultimately to its advantage if the other deficiencies in physical geography can 
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be overcome. In Japan the singular lack outside the Tokaido area is flat land for building. 
The plains of central Pacific Honshu, where the largest population concentrations in the 
country are located, are by far the most extensive in Japan. Hokkaido, the northernmost 
island of the Japanese archpelago and still relatively underpopulated, has ample flat land 
but a difficult subarctic climate. Kyushu, the southernmost island, has a warm and rela- 
tively benign climate but a serious deficiency of plain land. The rest of Honshu outside 
the Tokaido area is likewise deficient in plain land. Finally, the southwest corner of 
Iceland and the southern half of England are also clearly much the favored regions 
environmentally in those countries. 

In the light of the greatly inferior natural endowments of the peripheries of these 
countries, the near balance in migration flows between core and periphery in them is 
remarkable. However, it is only a balance, and a precarious one at that. In Figure 2, note 
that there is still a positive net migration into the core regions of Norway, Japan, and 
Italy from their peripheral regions and that Scotland continues to lose population to the 
remainder of the UK, although in all cases net migration to the core has fallen signiti- 
cantly from its levels of the 1960s; in Sweden the decline seems to have bottomed out 
and to be returning to net balance. In none of the countries of category 2 is there strong 
migration away from the core of the kind we find in northwest Europe (and, even more 
prominently, in the USA). Furthermore, in Sweden and Norway there continues to be 
strong migration from abroad into the core regions; this has more than compensated for 
the losses due to internal migration (see Tables 2 and 3). (There is virtually no recorded 
migration into Japan and immigration into Italy now consists mainly of guest workers 
returning to  their homes in the south.) In contrast, in France and the FRC foreign 
migration has been checked, and the core regions of these countries are losing population 
through both internal and external migration (see Chi, 1977; and Vining and Kontuly, 
1978, p. 62). Finally, in a number of the countries of category 2 there have been recent 
upturns in the net migration of persons towards the core regions. All these facts make us 
doubt that a strong movement away from the core regions of these countries will ever be 
observed. The prospects are, at best, for a net balance between core and periphery rather 
than an actual migration away from the core towards the periphery, in contrast to the 
countries in northwest Europe and, of course, most dramatically the USA, where the net 
movement away from the traditional core region of the northeast has become quite sig- 
n~ficant. 

It is not clear why a net balance should occur at all in countries where the physical 
geography so overwhelmingly favors the core regions and where the returns to further 
investment are still higher in the core than in the periphery, even in the absence of 
agglomeration economies. It is possible that at a certain level of economic development 
there is an economic surplus that is sufficient to maintain population levels in the per- 
ipheral areas, despite the inefficiencies involved in doing so. Such policies appear to be in 
response to a widespread, perhaps even universal, drive on the part of the population to 
live in low-density settlements and particularly in the highly valued one-family house. 
(Brox writes as follows of a village in Iceland: "In recent years the community has 
recruited people from Reykjavik and othe. large towns, as young men from these towns 
have been fishing with local boats and eventually become engaged to  local girls. It is 
obviously easier to establish a household in a fishing village than in the capital, especially 
when highly valued goods, such as one-family houses, are taken into consideration." 
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TABLE 2 Net internal migration and net foreign immigration into the metropolitan regionsa of 
Sweden, 1 9 7 3 - 1 9 7 8 ~ .  

Year Net internal Net foreign hletropolitan Metropolitan 
migration immigration regions' share regions' share 

of total net foreign of Swedish 
immiaration population 

1973 --208 -9,732 - 
1974 -2,607 5,944 0.714 
1975 -5,980 12,504 0.768 0.692 
1976 - 4 , 6 0 0  15,914 0.797 
1977 -2,47 7 19,369 0.845 
1978 -1 5 7  1 12,073 0.86 1 

Sce Table I .  
Sources: Belfolkningsforandrirgar 1975 Del Forsarnlingar, Kornmuner och A-regioner, S tatistiska 

Ccntralbyrfln, Stockholm, Table 7,  p. 128; Statistiska meddelanden-Be 1977:2, Statistiska Central- 
byrin, Stockholm, Table 1, pp. 8-9; Statistiska meddelanden-Be 1978:3, Statistiska Centralby&, 
Stockholm, Table 1, pp. 8-9; ibid., 1979, Table 1, pp. 8-9. 

TABLE 3 Net internal migration and net foreign immigration into the @stlandeta region of Norway, 
1 9 7 1 - 1 9 7 8 ~ .  

Year Net internal Net foreign Qstlandet's Bstlandet 's 
migration immigration share of total share of 

net foreign population 
unmigration 

1971 2,22 1 3,883 0.587 
1972 416 2.1 14 0.478 
1973 -397 1 ,5 16 0.440 
19 74 266 2.839 0.577 
1975 1,153 2,877 0.603 
1976 2,899 2.6 14 0.535 
14177 3,219 2.74 1 0.544 
1978 I ,489 2,183 0.549 

" Scc Table I .  
Source: fYlyttestatlstikk 1978, Statistiska CentralbyrP, Oslo, Table 3 ,  p. 18. 

(Brox 1974, pp. 252-253).) This drive, however, has been traditionally frustrated by the 
lack of modem services and facilities (the demand for which may be said to take preced- 
ence over the demand for space) in precisely the areas where space is cheapest and most 
abundant, i.e. in the sparsely populated peripheral areas. Only a wealthy nation is able t o  
accommodate this drive by extending modern urban infrastructure and services into 
virtually all parts of  its territory (see the description of the situation in northern Norway 
given by Brox, 1978). In countries where the economic returns of  maintaining such settle- 
ment systems are low because, for example, the topography requires :hat the settlements 
be dispersed as in the Scandinavian countries, the costs or aoing so are at least partially 
borne by the importation of  foreign workers into the core regions to  take the place of 
native workers who are no longer forced by economic necessity t o  move t o  the core, 



which is the only regon where modern industrial activity is profitable or even possible. 
tIowever, these costs are also reflected in continued erosion of population from the 
peripheries of many of the countries of category 2,  though this erosion is dramatically 
lower now than in the past because of subsidies and transfer payments to  the periphery. 

ACKNOWLEDGMENTS 

The research reported in this paper was supported by a grant from the National 
Science Foundation and by the Office of Population Research, Princeton University. The 
senior author is indebted to  Ottar Brox for stimulating the line of thought adumbrated 
in Section 3 .  l h s  acknowledgment of debt should not be taken to  mean that Professor 
Brox is in agreement with these ideas; in fact, there is little doubt that he would take 
exception to  them. 

REFERENCES 

Alexandersson, G. and Fak, T. (1974). Changes in the urban pattern of Sweden 1960-1970: the 
beginning of a return to small urban places? Geoforum, l8:87-92. 

Beale. C. ( 1  977). The recent shift of the United States population to nonmetropolitan areas, 1970-75. 
International Regional Science Review, 2: 113-122. 

Be~er. G., Churchdl, A., Cohen, M. and Renaud. R. (1975). The task ahead for the cities of the 
developing countries. Staff Working Paper No. 209. International Bank for Reconstruction and 
Dcvclopment. 

Ucrry, R. and Dahman, D. (1977). Population redistribution in the United States in the 1970s. Popu- 
lation and Development Review, 3:443-471. 

Ulumenfeld, H. (1973). Growth rate comparisons: The Soviet Union and German Democratic 
Republic. Land Economics, 49: 122-132. 

Blumenfeld, H. (1974). The effects of public policy on the future urban system. In L. Bourne et al. 
(Editors), Urban Futures for Central Canada. University of Toronto Press, Toronto, pp. 194- 
198. 

Brox, 0 .  (1974). Local and political conditions for the maintenance of marginal communities. In 
E. Bylund, H. Linderhom, and 0. Rune (Editors), Ecological Problems of the Circumpolar 
Area: Papers from the lnternational Symposium at Lulea, Sweden, June 28-30, 1971. 
Norrbottens Museum, Lulea, pp. 245-255. 

Brox. 0. (1978). Phases in the development of north Norwegian settlement structure. Lecture. 
University of Edinburgh, February 27, 1978. 

Chi. D. (1 977). Bilan dkmographique 1976 estimations provisoires. Economie et Statistique, 86 
(February): 69-73. 

Clark, C. (1964-1965). The location of industries and population. Town Planning Review, 35: 195- 
218. 

Coates, B., Johnson, R. and Knox, P. (1977). Geography and Inequality. Oxford University Press, 
Oxford. 

Crowley, R. (1977). Population redistribution: perspectivesand policies. In A. Brown and E. Neuberger 
(Editors), internal Migration - A Comparative Perspective. Academic Press, New York, pp. 
255-274. 

Higgins, R. (1978). Review of "Economic Growth and Structure in the Republic of Korea" bv 
P. Kuznets, Journal of Economic Literature, 16:609-611. 

Jefferson, M. (1939). The law of the primate city. Geographical Review, 29:226-232. 
Lcven, C. (Editor) (1978). The Mature Metropolis. Lexington Books, D. C. Heath. Lexington, 

Massachusetts. 



186 D. R. Vining. Jr., R. Pallone. Chung Hsin Yang 

McCarthy, K. and Morrison, P. (1977). The changing demographic and economic structure of non- 
metropolitan areas in the United States. International Regional Science Review, 3:123-142. 

Usterreichischen Statistischen Zentralamtes (1978). Vienna, p. 9.  
Salvatore, D. (1977). An econometric analysis of internal migration in Italy. Journal of Regional 

Science, 17:395408. 
Scholler, P. (1975). The problems and consequences of urbanization. In R. Jones (Editor). Essays on 

World Urbanization. George Philip and Sons, London (for Commission on the Processes and 
Patterns of Urbanization, the International Geographical Union), pp. 67-92. 

Sternlieb, G. and Hughes. J. (1977). New regional and metropolitan realities of America. Journal of 
American Institute of Planners, 43:227-240. 

Stewart, J. (1947). Empirical mathematical rules concerning the distribution and equilibrium of 
population. Geographical Review. 37:461485. 

Tuckcr. C (1976). Changing patterns of migration between metropolitan and nonmetropolitan areas 
in the United States: recent ev;dence. Demography, 13:435-443. 

van I'raag, P. (1978). Belgium: population policies and demographic evolution in retrospect. Zeitschrift 
fur Beviilkerun~isscnschaft, 4:365-382. 

Vining, D. and Kontuly, T. (1978 3. Population disperal from major metropolitan regions: an inter- 
national comparison. lnternational Regional Science Review, 3 :49-73. 

Vining, D. and Strauss, A. (1977). A demonstration that the current deconcentration of population in 
the United States is a clean break with the past. Environment and Planning A, 9:751-758. 

Weber, A. (1 899). The Growth of Cities in the Nineteenth Century - A Study in Statistics. Volume 11 
of Studies in History, Economics, and Public Law, Columbia University. MacMillan, New York. 
(Reprinted in Cornell Reprints in Lrrban Studies, Cornell University Press, Ithaca, New York, 
1963.) 

APPENDIX: DATA SOURCES FOR FIGURES 1-4 

Belgium 

Annuaire Statistique de la Belgique 1955, Institut National de Statistique, Brussels, 
pp. 9&9 1; ibid., 1956, pp. 88-89; ibid., 1957, pp. 86-87;  bid., 1958, pp. Y&81; ibid., 
1959, pp. 78-79; ibid., 1960, pp. 78-79; ibid., 1961, pp. 78-79; ibid., 1962, pp. 82-83; 
ibld., 1963. pp. 82-83; ibid., 1964, pp. 48-49; ibid., 1965. pp. 54-55; ibid., 1966, pp. 
58-59; ibid., 1967,pp. 58-59; ibid., 1968, pp. 52-53; ib~d. ,  1970, Table 14, pp. 4 8 4 9 ,  
Table 17, pp. 54-55; ibid., 1971, Table 17, pp. 38-39; ibid., 1972, Table 16, pp. 34-35; 
ibid.. 1973, Table 16, pp. 34-35; ibid., 1974, Table 16, pp. 36-37; ibid., 1975, Table 16, 
pp. 36-37; ibid., 1976, Table 16, pp. 36-37; ibid., 1977. Table 16, pp. 36-37; ibid., 
1978. Table 14, pp. 32--33. 

Canada 

International and Interprovincial Migration in Canada 196 1-1962 to 1975-1976, 
Authority of Minister of Industry, Trade and Commerce. Ottawa, p. 15: ibid., 1976 and 
1977, p. 3 1. 

Czechoslovakia 

Statisticka Rocenka Ceskoslovenske SocialistickC Republiky 1966, Federiltlni 
Slaristicky ~ r a d ,  Ceskq Statisticky ~ r a d ,  Slovenskq Statisticky ~ r a d .  Praha, Table 3-15a, 
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p 84; ibid., 1967, Table 3-12a, p. 83; ibid., 1968, Table 3-12a, p. 83; ibid., 1969, Table 
3-12a, p. 92; ibid., 1970, Table 3-12a, p. 92; ibid., 1971, Table 4-7a, p. 106; ibid., 1972, 
'Table 4-7a, p. 106; ibid., 1973, Table 3-8a, p. 89; ibid., 1974, Table 4-9a, p. 105; ibid., 
1975, Table 4-9a. p. 11 1 ; ibid., 1976, Table 3-7, p. 87; ibid., 1977, Table 4-9a, p. 98; 
ibid., 1978, Table 4-9a, p. 98. 

Denmark 

Befolkningens Bevaegelser 1947, Danrnarks Statistik, Copenhagen, pp. 38-40; 
ibld.. 1948, pp. 44-46; ibid., 1949, pp. 46-48; ibid., 1950, pp. 46-48; ibid., 1951, 
pp. 48-50; ibid., 1952, pp. 48-50; ibid., 1953, pp. 56-58; ibid., 1954, pp. 58-60; ibid., 
1955. pp. 68-70; ibid., 1956, pp. 62-64; ibid., 1957, pp. 56-58; ibid., 1958, pp. 54-57; 
ib~d., 1959, pp. 54-57;ibid., 1960, pp. 78-81;ibid., 1961, pp. 78-81; ibid., 1962, 
pp. 80-83; ibid., 1963, pp. 80-83; ibid., 1964. pp. 72-77; ibid, 1965, pp. 72-77; ibid., 
1966, pp. 74-87; ibid., 1967, pp. 74-87; ibid., 1968, pp. 74-87; ibid., 1969, pp. 60-73; 
 bid., 1970, pp. 50-55; ibid., 197 1, pp. 74-75; ibid., 1972, pp. 76-77; ibid., 1973, 
pp. 94-95; ibid., 1974, pp. 94-95; ibid., 1975, pp. 92-93; ibid., 1976, pp. 98-99: ibid., 
1977, pp. 1 0 s  109. 

Federal Republic of Germany 

Statistisches Jahrbuch 1953 fur die Bundesrepublik Deutschland, Statistisches 
Bundesarnt, Wiesbaden, Table 26, p. 70; ibid., 1954, Table 29, p. 68; ibid., 1955. 
Table 28, p. 66; ibid., 1956, Table 27, p. 64; ibid., 1957, Table 28, p. 65; ibid., 1958, 
Table 28, p. 59; ibid., 1959, Table 29, p. 59; ibid., 1960, Table 3. p. 73; ibid., 1961, 
Table 3,  p. 72; ibid., 1962, Table 3, p. 70; ibid., 1963, Table 3 ,  p. 64; ibid., 1964, Table 
3. p. 68; ibid., 1965. Table 3 ,  p. 73; ibid., 1966, Table 3, p. 68; ibid., 1967, Table3,p.61; 
 bid., 1968, Table 3,  p. 55; ibid., 1969, Table 3, p. 55; ibid., 1970, Table 3 ,  p. 55; ibid., 
197 1 .  Table 3 ,  p. 55; ibid., 1972, Table 3, p. 53; ibid., 1973, Table 3 ,  p. 65; ibid., 1974, 
Table 3,  p. 64; ibid., 1975, Table 4.16, p. 79; ibid., 1976, Table 4.17, p. 77; ibid., 1977, 
Table 3.36, p. 78: ibid., 1978, Table 3.33, p. 77; ibid., 1979, Table 3.33, p. 77. 

German Democratic Republic 

Statistisches Jahrbuch 1964 der DDR, Staatlichen Zentralverwaltung fur Statistik. 
Berlin. Table 7, p. 503; ibid., 1965. Table 7 ,  p. 513; ibid., 1966, Table 7, p. 523; ibid., 
1967. Table 7. p. 525; ibid., 1968, Table 7, p. 521; ibid., 1969, Table 9 ,  p. 441; ibid., 
1970, Table 9,  p. 439; ibid., 1971, Table 9 ,  p. 438; ibid., 1972, Table 9.  p. 445; ibid., 
1973, Table 36, p. 473; ibid., 1974, Table 8 ,  p. 424; ibid., 1975, Table 8. p. 396; ibid.. 
1976, Table 8, p. 396; ibid., 1977, Table 8, p. 392; ibid., 1978, Table 8 ,  p. 348; ibid., 
1979, Table 8, p. 350. 



188 D.H. I ' ini~lg, Jr. .  R.  Pallone. Chung Hsin Yang 

Finland 

Suomen Tilastollinen V u o s h  j a  1956, Tilastokeskus Statistikcentralen Helsinlu, 
Table 58, p. 66; ibid., 1958, Table 59, p. 66; ibid., 1960, Table 57, p. 66; ibid., 1962, 
'Table 57, p. 64 ;  ibid., 1964, Table 58, p. 68; ibid., 1965. Table 58, p. 68; ibid., 1966, 
Table 58, p. 68; ibid., 1967, Table 58, p. 68; ibid., 1968, Table 58, p. 68;  ibid., 1969. 
Table 59, p. 68; ibid., 1970, Table 59, p. 68;  ibid., 1971, Table 57, p. 68; ibid., 1972, 
Table 54, p. 76; ibid., 1973, Table 55, p. 77; ibid., 1974, Table 54, p. 76; ibid., 1975, 
Table 57, p. 76;  ibid., 1976, Table 57, p. 76;  Vaestonrnuutokset 1975, Tilastokeskus 
Statistikcentralen, Helsinki, Table 9, pp. 20-21; ibid.. 1976, Table 10, pp. 20-21; ibid., 
1977, Table 1, pp. 8-9; Tilastotiedotus Statistisk Rapport 1979:5, Tilastokeskus 
Statistikcentralen, Helsinki, Table 1, pp. 3-4. 

France 

Annuaire Statistique de la France 1965, Institut National de la Statistique et des 
Etudes Economiques. Paris, Table I ,  p. 61;  Annuaire Statistique de la France 1973, 
lnstitut National de la Statistique et des Etudes Economiques, Paris, Table 1, p. 48: 
Rc~,ional St stistics 1975, Statistical Officc of the European Communities, Luxembourg- 
Icirchberg, 1977, Table 9 ,  pp. 2 16-217. 

Magyarorszag Nepesedese 1959, Kozponti Statisztikai Ifivatal, Budapest, Table 9.3, 
p. 82;  ibid.. 1960, Table 9.12. pp. 134-135; ibid., 1961, Table 9.22, pp. 222-223; ibid., 
1962, Table 8.22, pp. 2 16-217; Demogrhfiai Evkonyv 1963, Kozponti Statisztikai 
Hivatal, Budapest. Table 8.22, pp. 214-215;ibid., 1964, Table 8.22, pp. 204-205; ibid., 
1965, Tables 8.22, 8.24, pp. 236-237,240-247; ibid., 1966, Tables 8.22,8.24, pp. 236- 
237, 240-247; ibid., 1967, Tables 8.20,8.22, pp. 228-229, 232-238; ibid., 1968, Tables 
8.22. 8.24. pp. 240-241, 244-25 1 ; ibid., 1969, Tables 8.20, 8.22, pp. 240-241,244-25 1; 
ibid., 1970, Tables 9.20,9.22, pp. 250-25 1,254-261 ; ibid., 1971, Tables 9.25,9.27, 
pp. 286-287, 290-297; ibid.. 1972, Tables 10.36, 10.38, pp. 358-359.361-368; ibid., 
1973, Tables 10.32, 10.34, pp. 318-319,321-328; ibid.. 1974, Tables 10.33, 10.35, 
pp. 342-344,346353; ibid., 1975, Tables 10.27. 10.29, pp. 310-31 1,314-321; ibid., 
1976, Tables 10.27, 10.29? pp. 3 1 6 3 1 7 ,  320-327: ibid., 1977. Tables 10.29, 10.31. 
pp. 336-337.340-347. 

Private communication from the Statistical Bureau of Iceland. 



Population dispersal from core regions 189 

Annuano Statistic0 Italiano 1959, Istituto Centrale di Statistica, Roma, Table 30, 
p. 27; ibid., 1960, Table 29, p. 27; ibid., 1961, Table 20, p. 24; ibid., 1962, Table 47, 
p. 52; ibid., 1963, Table 52, p. 61 ; ibid., 1964, Table 49, pp. 50-5 1 ; ibid., 1965, Table 
23, p. 39; ibid., 1966, Table 27, p. 34; ibid., 1967, Table 28, p. 37; ibid., 1968, Table 25, 
p. 22;ibid., 1969, Table 24, p. ?l;ibid., 1970, Table 25, p. 23;ibid., 1971, Table 22, 
p. 20; ibid., 1972, Table 15, p. 23 ; ibid., 1973, Table 16, p. 16; ibid., 1974, Table 26, 
p. 52; ibid., 1975, Table 26, p. 53; ibid., 1976, Table 24, p. 43; ibid., 1977, Table 18, 
p. 28; ibid., 1978, Tables 9,  14, pp. 10, 14. 

Japan 

internal Migration in Japan, 1954- 1971, Bureau of Statistics, Office of the Prime 
Minister, Tokyo, Table 2, pp. 16- 17; Annual Report on the lntemal Migration in Japan 
Derived from the Basic Resident Registers, 1972, Bureau of Statistics, Office of the 
Prime Minister, Tokyo, Table 3,  pp. 34-35; ibid., 1973, Table 3,  pp. 1 0 -  11; ibid., 1974, 
Table 3,  pp. 10- 11 ; ibid., 1975, Table 3, pp. 10- 11 ; ibid., 1976, Table 3 ,  pp. 10- 1 1 ; 
ibid., 1977, Table 2, pp. 8-9; ibid., 1978, Table 2, pp. 8-9. 

The Netherlands 

Statistiek van Binnenlandse Migratie. 1948- 1952, Centraal Bureau voor de Statistiek, 
Utrecht, p. 34; ibid., 1953-1955, p. 16; ibid., 1956-1957, p. 16; ibid., 1958-1959, p. 18; 
ibid.. 1960.- 1961, p. 20; ibid., 1962- 1963, p. 18; ibid., 1964- 1965, p. 16; ibid., 1966- 
1968, p .  36; ibid., 1969, p. 35; ibid., 1970-1971, p. 59; Maandstatistiek van Bevollung 
en Volksgezondlieid 1972, Centraal Bureau voor de Statistiek, The Hague, pp. 154- 155; 
ibid., 1973, pp. 1 8 -  19; Statistiek van de Binnenlandse Migratie 1974- 1975, Centraal 
Bureau voor de Statistiek, Utrecht, p. 34; Maandstatistiek van Bevolking en Volksgezond- 
heid 1978, Centraal Bureau voor de Statistiek, The Hague, pp. 24-25, 500-50 1. 

Flyttingene i Norge 1971 og 1949- 1973, Statistisk Sentralbyra, Oslo, Table 13, 
pp. 42-43; Flyttestatistikk 1974, Statistisk Sentralbyra, Oslo, Table 3, p. 19; ibid., 1975, 
Table 3, p. 19; ibid.,1976, Table 3 ,  p. 19; ibid., 1977, Table 3 ,  p. 17; ibid., 1978, Table 3, 
p. 18. 

Poland 

Zawadzlu, S.M., Ten Years of Polish Interregional Migration Data, Urban and 
Regonal Systems Working Paper WP-75-122, October 1975, International Institute for 



190 D.R. Vining, Jr., R. Pallone, Chung Hsin Yang 

Applied Systems Analysis, Laxenburg, Austria, pp. 9-18; private communication from the 
Central Statistical Office of Poland; Rocznrk Demograficzny 1976, Gldwny Urzad Statys- 
tczny, Warszawa, Table 11, pp, xx-xxi; ibid., 1977, Table 11, pp. xx-xxi; ibid., 1978, 
Table 11, pp. xxii-xxiii 

South Korea 

T a  Hwon Kwon, Estimates of net internal migration for Korea 1955- 1970, 
Bulletin of the Population and Development Studies Center (Seoul National University), 
Vol. 4 (November 1975), pp. 54- 10 1, Table 1, pp. 70-81 ; Korea Statistical Yearbook 
1972, Economic Planning Board, Seoul, Table 18, p. 5 1 ; ibid., 1973, Table 18, p. 5 1 ; 
ibid., 1974, Tables 18,20, pp. 5 1-53; ibid., 1976, Tables 20, 23, pp. 53-55, 57; ibid., 
1977. Tables 20,22, pp. 55-58; ibid., 1978, Tables 20,22, pp. 59-62. 

Spain 

Las Migraciones Interiores en Espana Decenio 196 1- 1970, Instituto Nacional de 
Estadistica, Madrid, 1974, pp. 99- 12 1 ; Anuario Estadistico de Espaiia 1972, Instituto 
Nacional de Estadistica, Madrid, Table 3.3.1, pp. 460-464; ibid., 1973, Table 3.3.1, 
pp. 468-472; ibid., 1974, Table 3.3.1, pp. 475-478; ibid., 1975, Table 3.3.1, pp. 475- 
478; ibid., 1976, Table 3.3.1, pp. 475-478; ibid., 1977. Table 3.3, pp. 475-479; ibid.. 
1978, Table 3.3, pp. 476-480; Anuario Estadistico de Espaiia, edition manual, 1979, 
Instituto Nacional de Estadistica, Madrid, Table 3 ,  pp. 543-544. 

Sweden 

Statistisk Arshok For Sverige 1952, Statistiska Centralbyrln. Stockholm, p. 68; 
ihid.. 1954, p. 6 1 ; ibid., 1957, p. 65; ibid.. 1960, p. 36; Folkrnringdens forandringar, 
196 1 ,  Statistiska Centralbyran, Stockholm, Table 7.4, pp. 88-89; ibid., 1962, Table 6.4, 
pp. 90-91 ;ibid., 1963, Table 6.4, pp. 86-87; ibid., 1964, Table 6.2, pp. 90-91; ibid., 
1965. Table 6.2. pp. 1 10- 11 1; ibid., 1966. Table 6.3, pp. 104- 105; Befolknings- 
forandringar 1967 Del. 3 Hela riket och lanen m m, Statistiska Centralbyrh, Stockholm. 
Table 6.2, pp, 102- 103; ibid., 1968, Table 6.1, pp. 134- 135; ibid., 1969, 
Table 6.1, pp. 138-139; ibid., 1970, Table 6.1, pp. 148-149; ibid., 197 1, Table 6.1, pp. 
144-145; ibid., 1972, pp. 144-145; ibid., 1973, Table 6.1, pp. 144-145; Befolknings- 
forandringar 1975 Del Forsarnlingar, komrnuner och A-Regioner, Statistiska Central- 
byrin, Stockholm, Table 7, p. 128; Statistiska meddelanden, Be 19772,  Statistiska 
Centralbyrh, Stockholm, Table 1, pp. 8-9; Statistiska meddelanden, Be 1978:3, Statis- 
tiska Centralbyrin, Stockholm, Table 1, pp. 8-9; ibid., 1979. Table 1, pp. 8-9. 

Taiwan 

Private communication, Ministry of Interior, Taipei. 



Population dispersal from core regions 191 

United Kingdom 

Annual Report 1977. Part 2 - Population and Vital Statistics, Regstrar General 
Scotland, Edinburgh, Table 01 .l ,  p. 51. 
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1 INTRODUCTION 

Ln a number of recent papers it has been argued that settlement patterns in the 
United States [nay be characterized by a clear "reversal" of past trends, by "significant 
changes", by a "rural renaissance", or by a "clean break with the past". Much less has 
been written about human settlement changes in the other developed countries. This 
paper reviews some of the recent literature on counterurbanization in the USA and also 
looks at data that have been collected within the framework of the Human Settlement 
Systems Task of the International Institute for Applied Systems Analysis (IIASA) to 
describe recent settlement trends in Europe and Japan. Both the literature review and the 
analysis of the new data file cause us to register some scepticism with regard to  the "cIean- 
b r e a k  thesis. Rather, a continued "wave" of urban decentralization as well as renewed 
rural growth seem to be in progress. 

2 BACKGROUND 

While scholars interpret the US evidence with varying certitude, most conclude that 
we are witnessing fundamentally new phenomena and that t l~e  "shift" occurred either in 
t l~e  late 1960s' or the early 1970s. Berry and Dahmann (1977, p. 444) note that 

" . . . for the first time the growth rate of metropolitan areas has dropped below that 
of nometropolitan areas. More significantly, the long-term inflow of persons from 
nonrnetropolitan areas has been reversed; as recently as the 1960s there was a net flow 
of migrants from nometropolitan areas. Since then, however, these areas have added 

* I t  is important to note that Beny and Dahman (1977) do not restrict their analysis to 1970 and 
beyond. They assert that "signs of  a shift away from the long-term trend of  metropolitan growth 
exceeding that o f  nonmetropolitan areas in the United States first appeared during the 1960s" (Berry 
and Dahman. 1977, p. 448). 
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res~dents largely as the result of increased out-migration from metropolitan areas . . . 
While the total population increased 13.3 percent during the 1960s, the number of 
individuals residing in metropolitan areas increased 16.6 percent, a rate of metropolitan 
increase that was 25 times the rate for nonmetropolitan areas. Since 1970, however, a 
reversal has occurred; nationwide statistics for the first half of the 1970s indicate that 
population has increased 6.3 percent in nonrnetropolitan areas and only 3.6 percent in 
metropolitan areas." 

Vining and Kontuly (1977) have suggested that the "new" patterns of settlement 
can also be detected in other economically advanced countries. In documenting declining 
in-migration into core areas, spatial units as large as 20-3076 of each nation's territory 
were chosen. T h ~ s  was done in order to contain most of the effects of spread of the 
populations from central cities within the regions thus defined. However, even this 
approach cannot detect whether intrametropolitan relocations are of increasing length 
and increasingly exurban, as a "wave theory" of development might predict. 

The fact that there are bound to be major measurement problems is significant. It 
suggests that the issue is not really resolved. Zelinsky admts  that "what is abundantly 
clear is that our attempts to  understand the turnaround phenomenon have been straining 
our factual and theoretical resources to  their limits" (Zelinsky, 1978, p. 15). 

The data which we present in this paper contain evidence which supports the wave 
theory as an alternative hypothesis to the clean break. The wave theory has been around 
for some time and it suggests that we might be observing more of some very traditional 
trends: growth take place at the centers of smaller cities and is increasingly removed from 
the center as the city becomes larger. The diseconomies of agglomeration are not simply 
to be associated with bigness but can be located in older central cities. 

We are not the first to suggest that the US data, which most often underline clean- 
break reports, are unable to really test the hypothesis of a reversal against the idea of 
continued spillover growth (Wardwell, 1977). Yet, it is the very ambiguity of the US 
results which underlines our interest in the new data file. We shall argue that, since the US 
data cannot defeat the wave hypothesis and since the new data file does support it, the 
notion will have to stand for a while longer. 

Rural-to-urban population shlfts are a trend of long standing through most of the 
world. Thus it would certainly be intriguing to find that this process has suddenly been 
reversed. Yet, it should be obvious that metropolitan-to-nonmetropolitan movements, 
using the US Census Bureau definitions, (1) do not necessarily imply urban-to-rural move- 
ments and (2) can just as readily reflect a continuation of outward growth. We need only 
imagine that the large metropolitan areas are continuing their longestablished outward 
growth and that this growth has now extended beyond the formally defined current 
boundaries of the Standard Metropolitan Statistical Areas (SMSAs). The growth will 
then show up as nonmetropolitan growth. We must further imagine that urban develop- 
ment continues in the smaller cities and within their metropolitan boundaries. Of course 
the attractiveness of rural areas may be increasing at the same time. 

It must be mentioned that clean-break advocates have entertained the possibility of 
a continued wave effect but have rejected it by noting that the most dramatic net 
migration changes have taken place in those counties in the USA that are nonadjacent to 
the metropolitan areas (Morrison, 1977). However, an arrangement of the US data in 
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TABLE 1 Locational breakdown of population growth in the U S A ~ .  

Population category Rovisional Annual population A ~ l u a l  natural Annual net 
1975 change rate (%) increase rate (%) migration 
population rateb (%) 

(thousands) 1960- 1970- 1960- 1970- 1960- 1970- 
1970 1975 1970 1975 1970 1975 

US A Total 

Metropolitan 
'Total. all SMSAsC 156.098 1.6 0.8 1.1 0.7 0.5 0.1 

> 1.0 million 94,537 1.6 0.5 1.1. 0.6 0.6 -0.2 
0.5-1.0 million 23,782 1.5 1.0 1.2 0.8 0.4 0.3 
0.25-0.5 million 19,554 1.4 1.3 1.2 0.8 0.2 0.5 
< 0.25 million 18.225 1.4 1.5 1 .Z 0.8 0.2 0.7 

Nonmerropolitan 
Total, dl nonmetropolitan 56,954 0.4 1.2 0.9 0.6 - 0.5 0.6 
counties 
In counties from which: 

> 20% commute to SMSAs 4,407 0.9 1.8 0.8 0.5 0.1 1.3 
10-19% commute to SMSAs 10,011 0.7 1.3 0.8 0.5 -0.1 0.8 
3-9% commute to SMSAs 14,338 0.5 1.2 0.9 0.6 - 0.4 0.6 
< 3% commute to SMSAs 28,197 0.2 1.1 1 .O 0.6 - 0.8 0.5 

Entirely rural countiesd 4,661 -0.4 1.3 0.8 0.4 - 1.2 0.9 
not adjacent to an SMSA 

a Source: unpubhshed preliminary statistics furnished by Richard L. Forstall, Population Division. US 
Bureau of the Census, and Calvin L. Beale, Economic Research Service, US Department of Agriculture. 

Includes net immigration from abroad, which contributes newcomers to the USA as a whole and to  
the metropolitan sector, thereby producing positive net migration rates for both. 

Population inside SMSAs or, where def ied ,  standard consolidated statistical areas. Ln New England, 
New England county metropolitan areas are used. 

"Entirely rural" means that the counties contain no town of 2,500 or more inhabitants. Source: 
Morrison ( 1977). 

tcrms of a locational breakdown of nonmetropolitan growth (Table 1) reveals that in the 
most recent years annual growth is greatest in those nonmetropolitan counties which are 
most linked to the metropolitan centers. The annual net in-migration rates diminish 
regularly as we move away from SMSAs (see also Tucker, 1976). Thus the US data do not 
rule out the wave theory and statements such as "clearly the migration reversal cannot be 
explained away as just more metropolitan sprawl or spillover because it is affecting 
distinctly remote and totally rural nonmetropolitan areas, as well as those adjacent to 
metropolitan centers" (Morrison, 1977, p. 6)  are not really conclusive. In fact the most 
compelhg position is probably that of Wardwell who underlines the complexity of 
recent trends as well as our inability to interpret them unequivocally. Wardwell cites the 
fact that 63% of in-migration to nonmetropolitan counties takes place in those non- 
metropolitan counties that are adjacent to metropolitan counties and says that "this 
suggests that the spillover effect of continued deconcentration of metropolitan centers is 
a substantial force in producing the observed patterns of nonmetropolitan county growth". 
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He also reports that the growth rate of counties which were classified as nometropolitan 
in 1970 but were reclassified as metropolitan in 1974 "is substantially greater (10%) 
during this period than that of counties which retained their nometropolitan classifi- 
cation" (Wardwell, 1977, p. 159). Beale (1977, p. 116) counters that "the more impressive 
[act would seem to be the convergence of growth rates of these two classes of counties". 

Berry and Dahmam (1977, p. 450) report that 

"In the South . . . the central cities of metropolitan areas with less than one million 
residents have gained population . . . In the West the largest gains have been occurring 
in central cities of metropolitan areas with less than one d o n  residents." 

All these observations are consistent with the version of the wave theory outlined 
in the foregoing. 

Obviously there is something going on in the nonadjacent counties which demands 
attention. Wardwell suggests that thls growth can be explained by new propensities toward 
retirement and recreation and that these new phenomena can be analyzed on top of the 
wave effect rather than in its place. 

The most stirring of the reversal reports is the one by Vining and Strauss (1 977, 
p. 755) who say that 

"Nonmetropolitan counties well removed from the commuting range of 250 or so 
SMSAs are growing at a significantly higher rate than the SMSAs themselves, though 
a ta  somewhat lower rate than the nonmetropolitan counties adjacent to these SMSAs. 
This fact represents a clear and unmistakable break with past trends of long duration." 

We have added the italics to emphasize a possible non sequitur. Vining and Strauss go on 
to look for evidence from a source other than the migration data; they process population- 
stock data through the well known Hoover index of population dispersion. (The Hoover 
index is given by HI = 4 2: Ip,, --all 100 where p,, refers to the proportion of a country's 
population residing in area i at time t and ai refers to the proportion of that nation's area 
taken up by subarea i .  The index varies from 0 to  100, i.e., from a reading of perfectly 
uniformly distributed population to  perfect concentration.) Interpreting trends in the 
index in a novel way the authors conclude that a wave effect can be rejected and that a 
clean break is in fact observed. 

In describing the pre-1970 US settlement changes the authors note that the Hoover 
index, calculated for various levels of spatial aggregation, moves in opposing directions. 
They view this quirk in the index as a "resource". Previously, for example, the index 
would turn up when the spatial units were US counties, indicating urbanization. At the 
same time, the index would turn down when the units were states, indicating a movement 
of the population to the less populated Midwest and West. Thus a clean break is signalled 
when the index, computed for all levels of aggregation turns down, as it does for the most 
recent years. However, computations of the Hoover index for small spatial units can show 
a downtum and still be consistent with the wave effect. Table 1 underlines this view: the 
small or lightly populated nonmetropolitan counties and the smaller SMSAs are the major 
gainers; looking a ,  where the major nonmetropolitan growth is taking place we are back 
to spulover effects. In other words if we were to compute the Hoover index for US spatial 
units which combine metropolitan areas with only the adjacent counties Table I suggests 
that we might not obtain a downtum after all. 
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That test would consider a subset of spatial units and would be distinct from the 
Hoover-index computations of Vining and Strauss for the State Economic Areas (SEAS) 
defined by the United States Bureau of the Census. Their SEA test deals with a col- 
lectively exhaustive set of spatial units and could be marred by the effect which Vining 
and Strauss describe ul their paper: the Hoover index computed over states may show 
decentralization even while substantial urbanization is taking place because of the move- 
ment (from rural areas) to urban centers which happen to  be in the less populous regions 
of the country. In any event, a different application of the Hoover index which avoids 
some of these difficulties was developed for the Functional Urban Regions (FURS) data 
fde (see later). 

Most of the evidence that has been cited up to this point has been from the works 
of the clean-break advocates. Clearly, neither side has proven its case. The problem lies 
with the way in which the data are reported. The US Census Bureau divides the country 
into two population concentrations: metropolitan and nonrnetropolitan areas. The former 
are made up of a central city and a suburban area. Any additional large cities within the 
metropolitan areas are included as part of the central city. Nonrnetropolitan areas include 
all the area outside metropolitan areas. Unfortunately thls way of reporting data is not 
"functional". Since SMSA boundaries tend to be county boundaries the exact or nearly 
exact limit of the commuting field is usually not adequately approximated. The same 
applies to temporal change in the labor-market area. Thus as the wave of development 
spreads outward and spills over SMSA lines a "reversal" is perceived though none may 
have occurred. 

Cliff and Robson (1978, p. 163) report that since most reporting units 

". . . are defined as distinct physical nucleations rather than in functional terms, then 
in studying changes over time, the researcher is caught on the horns of two dilemmas: 
whether to  use an unchanging areal definition of each town or to  alter the definition 
so as to rnatch most closely the changing form of the town at successive dates, and 
whether to use a fixed or fluctuating number of towns throughout the period." 

The ambiguity of the US data arises precisely because of these two dilemmas. 
Yet, we do not want to  continue to plumb the US data, having maintained that it 

cannot hold the answer. Rather, we propose to examine a new data fde for some indi- 
cation of what has transpired in the recent experience of Europe and Japan. 

3 THE DATA FILE AND DEFINITIONS 

An effort was made. w i t h  the framework of the Human Settlements Systems Task 
at IIASA, to define comparable sets of urban areas for 18 nations in western and eastern 
Europe and for Japan*. Data on population, employment, and area have been stored for 
these countries for the years 1950, 1960, and 1970, with post-1970 data available for five 
of the countries. The actual delinp-'ions have cmphasized urban-core areas, their hinter- 
lands, and the residual rural areas. The core areas and their associated hinterlands make 

The present analysis covers all these countries except Romania. 
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up F U k .  These are defined so that commuting across FUR boundaries is minimal. In 
that sense they are similar to the US Bureau of Economic Analysis regions and represent 
functional labor markets. 

The most useful aspects of this data file are consistency and comparability between 
the various nations. Enough data are avdable to compute a variety of Hoover indexes 
for many regional sets and subsets. For this we adopt the following notation: Hi(t) is the 
Hoover index computed for some nation over the set of regions i for year t; HU(t) is the 
Hoover index computed for a nation over the union of the set of regions i and j for year t. 

It should be noted that the index will be computed for sets of regions whch are 
exhaustive as well as for subsets of regions. Vining and Strauss looked at Hoover indexes 
for a variety of regional delineations for the USA, yet all of these were exhaustive deline- 
ations. If the set of regions for whch we compute the index is exhaustive then the 
proportions of population and area are defined with the national totals as denominators. 
However, if the set is some subset, e.g., the set of all urban areas, then the denominators 
used in computing percentages refer to the total urbun area and population. The reason 
for this convention is that we wish to  observe trends in Hi whch  are not affected 
by trends in other subsets of regions. We hope to show that h s  modified version of the 
Hoover index renders it a more powerful tool. 

We denote u as the set of dl urban-core areas, h as the set of all hinterland areas, 
r 3s rhe set of dl rural areas, and s as the set of all functional urban areas (each of wluch is 
:in urban core plus a hinterland); uhr and sr are exhaustive unions of regional subsets. 

A compact way of representing Hoover-index trends for 18 developed countries 
ovcr the 20-year span 1950- 1970 is the array of index changes, i.e., concentration 
changes, as shown in Table 2. The post-1970 performance is shown in Table 3 for some 
countries. Overall population concentration is measured by considering the behavior of 
the first two indexes which are defined over exhaustive sets of areas. We note that three 
groupings are possible. Since far more data are available for the years up to  and including 
1970 these results are examined first. An obvious grouping of nations can be seen. The 
countries of group A show increasing concentrations of their populations for all spatial 
levels 0faggregation;most growth took place in the most populous spatial units. (Actually 
the index only allows change towards more or less dense settlements to  be detected. How- 
ever, the strong correlation between size and density allows us to use the more useful size 
characterizations.) 

The countries of group B are of interest because they show increasing concentration 
of population except with respect to urban cores. The straight column of minuses for Hu 
(group B) shows that the smaller urban cores are experiencing more of the growth than 
the larger urban cores. This should be linked with the pluses in the next column. In fact, 
across groupings and for as many as 16 of the 18 countries, the larger hinterlands grew 
faster than the smaller ones. If we recall that large urban cores are associated with the 
larger hnterlands then spillover growth is suggested. In fact for the 12 countries which 
have minus signs for the change in Hu together with pius signs for the change in Hh it 
seems that the diminishing importance of the largest urban-core areas and the concurrent 
increasing importance of the large hinterland areas is strong rvidence of a wave effect and 
reinforces scepticism as to the clean break. The cotilltries of group C show deconcentration 
in the light of the signs on Hoover-~ndex changes computed for exhaustive sets of areas; 
i.e.. the overall figures are heavily weighted by the effect noted for the urban cores. 
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TABLE 2 Population concentration trends indicated by direction of Hoover-index changes, 
1950-1970". 

(;roup A 
Spatn 
~ a p a n ~  
Finland 
Italy 
Croup B 
Norway 
Sweden 
Denmark 
Portugal 
France + + - + + 
Ireland + 
~ u n g a r y ~  + 
Federal Republic of Germanyb + 
Croup C 
Great Britain - 
Netherlands - 
Switzerland 
Beburn 
~ u s t r i a ~  
~ o k n d b  

a Except Japan and Hungary (1960-1970) and Finland (1955-1970). 
Delineated in terms of urban cores and hinterlands only; there are no nonhinterland rural areas. 
n.c., not calculated. 

TABLE 3 Post-1970 population concentration trends for those countries for which FUR data are 
availablea. 

Country Period 

Poland 1970-1973 + (R) n.c. + (R) + (R) n.c. 
Japan 1970-1975 + + + + + 
Hungary 1970-1975 + n.c. - + n.c. 
Finland 1970-1974 + + n.c. + + 
Denmark 1970-1975 - (R) - (R) - + - (R) 

- - 

a (R) indicates a reversal from the pre-1970 trends shown in Table 2. n.c., not calculated. 

(A s~rmlar table was computed for the interval 1960-1970. Surprisingly, very little 
changed. Poland and Switzerland changed places between groups B and C. The number of 
countries for which we have a negative change for Hu together with a positive change for 
Hh remained at 12.) 

Of course post-1970 data are more interesting because the alleged reversals are a 
recent phenomenon. Unfortunately, these data are limited to oni:~ five countries. Table 3 
shows that Japan continued to  concentrate at all levelb of aggregation. However, the 
actual numbers show that the rate of increase in Hoover-index values falls for each year 
between 1970 and 1975. Perhaps Japan will soon be in group B. Denmark is the clearest 
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example of transition from group B to group C, suggesting that there may be a natural 
evolutionary sequence. In the case of Poland the raw data suggest that there is a decline in 
the relative importance of the large cities, yet, within that set, growth is skewed towards 
the larger urban cores. 

4 PROBLEMS OF INFERENCE 

As mentioned already, the delineations on which our data f i e  is based for functional 
urban areas are defined by commuting patterns for 1970. The hinterland is usually defined 
as areas from which at least 15% of commuting is to the central city. Obviously areas 
which were functional spatial units in 1970 might not have been so for 1950 or for 1960. 
Thus a bias similar to that which we have discussed with respect to the US data is built 
into our sample. The crucial difference is that the definitional units differ. Hinterlands are 
much more spatially extensive than the US metropolitan suburban areas. Thus our Hoover 
index computed over the set of hinterland areas would be akin to looking at some sub- 
urban and some adjacent as well as some nonadjacent but linked counties for the US 
sample. Also, our use of the Hoover index is somewhat novel in that we have been able to 
look at hinterland and core areas separately. It is these crucial differences whch  cause us 
to believe that our approach permits an analysis that is surely possible with the US data 
but which is not often practiced because of the convenient availability of standard 
reporting units (disaggregated only into metropolitan or nonrnetropolitan). 

We should also consider the extent to which the fmed boundaries of our sample 
have biased our own computations. Loolung at the definition of the Hoover index we 
find that all the p i ,  certainly changed over time while constant values for ai were used. 
Nevertheless, a, should also have a t subscript because the boundaries of the functional 
areas certainly advance with population growth. In fact if the FUR boundaries advanced 
such that areal proportions kept exact pace with population changes then the Hoover 
index would remain constant. This could not occur in a situation such as the investigation 
ot'vining and Strauss because of their use of futed administrative boundaries but it 
is very much a problem when the regional definitions are supposedly functional and 
cncompass a subset of regions. We recognize this problem of possible bias in our futed- 
area regons and counter by asserting that, over the relatively short time span considered, 
it is likely that population changes were much greater than areal changes. Thus the calcu- 
lated indexes should certainly change. although the rate of change may be overstated 
in our results. 

Cliff and Robson suggest the obvious: any sort of functional regions which are 
studied over time must be made up of constituent units for which data are available so 
that recalculations can be made for alternative areal units. Zelinsky does precisely this in 
his study of Pennsylvania settlement systems. Of course t h s  procedure introduces new 
problems of how to reclassify the smaller spatial units. In spite of t h s  Zelinsky gets closer 
to events than many of the other cited studies and comes out on the side of a wave effect. 
Writing about the period 1950-1970, he concludes that what is observed in the US is "a 
reconcentration of people within distances of some 35 to 35 miles of the metropolitan 
center" (Zelinsky 1978, p. 37). 
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5 CONCLUSION 

Our survey of some of the evidence presented for US settlement patterns suggests 
that there is cause for scepticism with respect to the clean-break hypothesis. For the 18 
countries of our sample we have been able to look at developments beyond the metro- 
politan areas and these suggest that a continuing wave effect is taking place rather than a 
clean break. Since there is no reason to expect that settlement patterns in Europe, Japan, 
and the USA evolve in opposite fashions the finding from the FUR fde lend some sup- 
port for the waveeffect conclusion in the US. In that respect, we side with Wardwell's 
judgment that the US record alone is too complex to denote a clean break with the past. 

Yet, the Hoover-index values that have been computed are perhaps also suitable for 
the testing of some demoeconomic hypotheses. Human settlement patterns, it has been 
suggested, change in response to new technologies, a new age structure of the population, 
and new social arrangements especially with regard to pensioning and retirement practices. 
McCarthy and Morrison (1 977) sustain slmilar hypotheses for the US case. An attempt to 
develop similar tests for the FUR data file was less successful. Collinearity hampered 
proper test specifications and generated ambiguous results. 

The standard urban economic models of Alonso and Mills suggest that rising incomes 
and declining travel costs explain flatter bid-rent curves and eventual expansion of the 
metropolis. Other urban and regional economic theories of various degrees of formality 
are available in support of the wave effect. A preference for small-town life has long been 
used to explain suburbanization. The data seem to suggest that this trend is as strong as 
ever and that it is talung place at ever-greater distances from central cities, especially if 
these central cities are large. Wardwell concludes that people are showing "a clear desire 
for living in smaller-sued places withm commuting radius of the metropolitan center, and 
for smaller-sized places beyond that radius in preference to living within the center itself' 
(Wardwell, 1977, p. 176; our italics). 

None of this is really new. Commuting radii are growing as usual. Central-city 
decline, as W. Thompson suggests, is a cause as well as an effect. For example, if we 
detect central-city growth in the smaller cities and peripheral growth in the larger cities 
we may hypothesize that agglomeration diseconomies emerge in cennal locations when 
the metropolis is mature. Wardwell quotes Thompson's detailing of this hypothesis: 
Thompson suggests that large urban areas are the natural incubators of new industrial 
formation and innovation only as long as their industries are centrally located. As soon as 
plants begin to decentralize, as they inevitably do on reaching maturity, the centers of the 
larger cities lose this important function and begin to decline. 

This is related to Vernon's hypothesis (Vernon, 1960). Vernon suggests that central 
cities are hospitable to innovation and new industrial processes because they are the scene 
of external economies. Yet, as plants grow, they seek scale economies rather than external 
economies and therefore seek cheap lands in the peripheral areas. Thus they leave the 
center and add to its decline in two ways: by not being there and by no longer providing 
external economies to newcomers. 

The theory that is available on behalf of a reversal thesis (see for example Friedmam 
1973) is much slimmer. 

Obviously, more theory building and more testing are required. Working across an 
international cross section with the aid of a small sample does not guarantee definitive 
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results. Yet. policy issues such as whether or not planning ought to be done at metro 
politan levels depend in part on whether metropolitan areas are expanding or whether 
they are becoming ever less important. 

REFERENCES 

Ileale. C.L. (1977). The recent shift of United States population to nonmetropolitan areas, 1970-1975. 
International Regional Science Review, 2:113-122. 

Berry, B.J.L. and Dahmann. D.C. (1977). Population redistribution in the United States in the 1970s. 
Population Development Review, 3 :443-471. 

Cliff, A.D. and Robson, B.T. (1978). Changes in the size distribution of settlements in England and 
Wales, 1801-1968. Environment and Planning A, 10:163-17 1. 

Friedmann, J. (1973). Urbanization, Planning, and National Development. Sage Publications. Beverly 
tlills, California. 

YcCarthy, K.F. and Morrison, P.A. (1977). The changing demographic and economic structure of 
nonmetropolitan areas in the United States. international Regional Science Review, 2:123-142. 

Morrison, P.A. (1977). Current demographic change in re@ons of the United States Pd000. Rand 
Corporation, Santa Monica, California. 

Tucker, C.J. (1976). Changing patterns of migration between metropolitan and non-metropolitan areas 
in the United States: recent evidence. Demogaphy, 13:435-443. 

Vernon. R. (1960). Metropolis 1985. Harvard University Re=. Cambridge, Massachusetts. 
Vinmg, D.R. and Kontuly, T. (1977). Population Dispersal from Major Metropolitan Regions: An 

International Comparison. International Regional Science Review, 3:49. 
Vining, D.R. and Strauss, A. (1977). A demonstration that the current deconcentration of population 

in the United States is a clean break with the past. Environment and Planning A, 9:751-758. 
Wardwell, J.M. (1977). Equilibrium and change in non-metropolitan growth. Rural Sociology, 42: 

156-179. 
Lelinsky , W. ( 1978). Is nonmetropolitan America being repopulated? The evidence from Pennsylvania's 

minor civil divisions. Demography, 15(1):13-39. 



APPENDIX A: LIST OF IIASA PUBLICATIONS ON 
HUMAN SETTLEMENT SYSTEMS* 

BOOK 

N. Hansen, Human Settlement Systems: International Perspectives on Structure, Change 
and Public Policy. (Published in 1978 by Ballinger, Cambridge, Massachusetts.) 

RESEARCH REPORTS 

N. Hansen, A Cn'tique of  Economic Regionalizations of the United States. RR-75-32. 

A. Pred, The Intemrban Transmission o f  Growth in Advanced Economies: Empirical 
Findings Versus Regional-Planning Assumptions. RR-76-04. 

RESEARCH MEMORANDA 

P. Hall, N. Hansen, and H. Swain, Urban Systems: A Comparative Analysis o f  Stmcture, 
Change and Public Policy. RM-7 5-3 5. 

N. Hansen, International Cooperation and Regional Policies Within Nations. RM-7548. 

P. Hall, N. Hansen, and H. Swain, Status and Future Directions of the Comparative Urban 
Region Study: A Summary of Workshop Conclusions. RM-76-59. 

N. Hansen, Growth Strategies and Human Settlement Systems in Developing Countries. 
RM-76-02. 

N. Hansen, Systems Approaches to Human Settlements. RM-76-03. 

N. Hansen, The Economic Development o f  Border Regions. RM-76-37. 

P. Korcelli, The Human Settlement Systems Study: Suggested Research Directions. 
RM-76-38. 

P. Nijkamp, Spatial Mobility and Settlement Patterns: An Application of a Behavioural 
Entropy. RM-7645. 

*For further information on r:tC,A publications contact R. Mclmes, Publications Department. IIASA, 
A-2 36 1 Laxenburg, Austria. 



204 Appendixes 

N. Hansen, Alsact. Baden -Basel: Economic Inregrarion in a Border Region. RM-76-5 1 .  

G.O. Kiseleva, Commuting: An Analysis 01' Works by Soviet Scholars. RM-76-64. 

K. Sherrill, Functional Urban Regions in Austria. RM-76-7 1 .  

N. Hansen, Economic Aspects of RegionalSeparatism. RM-77-10. 

K. Sherrill, Functional Urban Regions and Central Place Regions in the Federal Republic 
of Germany and Switzerland. RM-77- 17. 

T. Kawashirna, Chunges in the Spatial Population Structure of  Japan. RM-77-25. 

N.J. Glickman, Growth and Change in the Japanese Urban System: the Experience of the 
1970's. RM-77-39. 

N.J. Glickman, The Japanese Urban System During a Period o f  Rapid Economic Develop 
ment. RM-7746. 

N.J. Glickman, The Management of the Japanese Urban System: RegionaIDevelopment 
and Regional Planning in Postwar Japan. Rh4-7747. 

N. J .  Glickman, Financing the Japanese Urban System: Local Public Finance and Inter- 
governmental Relations. RM-7748. 

P. Korcelli, An Approach to the Analysis of Functional Urban Regions: A Case Study of 
Polrmd. RM-77-52. 

P.  Nijkamp, A Spatid Complex Analysis of Agglomeration and Settlement Patterns. RM- 
78-09. 

P. Gordon, Deconcentration without a "Clean Break". Rh4-78-39. 

COLLABORATIVE PAPER 

L. Lacko, G. Enyedi, and G .  Koszegfalvi, Functional Urban Regions in Hungmy. CP-78-04. 



APPENDIX B: LIST OF PARTICIPANTS 

EXTERNAL PARTICPANTS 

William Alonso 
Director 
Center for Population Studies 
Harvard University 
9 Bow Street 
Cambridge, Mass. 02138 
USA 

Jose Antunes Ferreira 
Technical University of Lisbon 
IST & CESUR 
Avenida Rovisco Pais 
Lisbon 1 
Portugal 

David Batten 
Department of Economics 
Univenity of Goteborg 
Fack 
40010 Goteborg 3 
Sweden 

Dieter Bockemann 
Technical University Vienna 
Institute for City and Region Research 
Karlsplatz 13 
1040 Vienna 
Austria 

Larry S. Bourne 
Centre for Environmental Studies 
62/65 Chandos Place 
London WC2N 4HH 
United Kingdom 

Ulf Christiansen 
Danish Building Research Institute 
Post Box 1 19 
2970 HQrsholm 
Denmark 

Leonid Davidov 
Center for the Study of Population 

Problems 
Moscow State University 
Leninskye Gory 
Moscow 
USSR 

Roy Drewett 
The London School of Economics & 

Political Science 
University of London 
Houghton Street 
London WC2A 2AE 
United Kingdom 

Mircea Enache 
Institute of Architecture "Ion Mincu" 
Academy Street 18-20 
Bucarest 
Romania 

Maria do Ceu Esteves 
Center for Planning Studies 
Av. D. Carlos I, 126 
Lisbon 2 
Portugal 



Appendixes 

Marifred Fischer 
lnstitute of Geography 
University of Vienna 
Universitiitsstrasse 7 
10 10 Vienna 
Austria 

Rolf Funck 
Institute for Political Economy & 

Economic Research 
University of Karlsruhe 
Kollegium am Schloss, Bay N 
Postfach 6380 
7500 Karlsruhe 1 
Federal Republic of Germany 

John B. Goddard 
Regional Development Studies 
Department of Geography 
University of Newcastle upon Tyne 
Daysh Building, Claremont Road 
Newcastle upon Tyne NE1 7RU 
United Kingdom 

Peter Gordon 
Department of Economics 
University of Southern California 
University Park 
Los Angeles, Cal. 90007 
USA 

Nikolai A. Grigorov 
Complex Research & Design lnstitute 

of Regional & Town Planning & 
Architecture 

Kakovsky 134 
Sotia 
Bulgaria 

Peter Hall 
Department of Geography 
University of Reading 
Whiteknights 
Reading RG6 7AB 
Uni.ed kngdom 

Niles Hansen 
Department of Economics 
University of Texas 
Austin, T e x  787 12 
USA 

Dennis G. Hay 
Department of Geography 
University of Reading 
Whiteknights 
Reading RG6 2AB 
United Kingdom 

Joachim Heinmann 
Head of Scientific Secretariat 
Institute of Geography & Geology 

of the Academy of Sciences 
Dimitroff-Platz 1 
701 Leipzig 
German Democratic Republic 

Martti Hirvonen 
Department of Economics 
University of Tampere 
Kalevantie 4 
33 100 Tampere 
Finland 

Allen C. Kelley 
The Esrnee Fairbairn Research Centre 
Heriot-Watt University 
Department of Economics 
Chambers Street 
Edinburgh EHl 1 HX 
Scotland 

Piotr Korcelli 
Institute of Geography & Spatial 
Organization 

Polish Academy of Sciences 
Krakowskie Przedmiescie 30 
Warsaw 
Poland 



Appendires 

Uszld Lacko 
Division for Physical Planning & 

Regional Development 
Ministry of Building & Urban 

Development 
Pf. 613 
13 70 Budapest 
Hungary 

Lurent  & Chantal Leveille 
Technical University of Vienna 
Institute for City & Region Research 
Karlsplatz 13 
1040 Vienna 
Austria 

Elisabeth Lichtenberger 
Institute of Geography 
University of Vienna 
Universitatsstrasse 7 
1010 Vienna 
Austria 

Heinz Liidemann 
Institute of Geography & Geology 

of the Academy of Sciences 
Dirnitroff-Platz 1 
701 Leipzig 
German Democratic Republic 

C. Mancri 
C~~ndwana  Spa 
Comugina Cenerale e lmpianti 
Via Dell'Orso 2 
'30 12 1 Milano 
Italy 

Koichi Mera 
Institute of  Socio-Economic Planning 
University of Tsu kuba 
Sa kura-mura, Niihari-gun 
Ibaraki-ken, 300-3 1 
Japan 

Peter Nijkamp 
Department of Economics 
Free University 
P.O. Box 7161 
Amsterdam 
Netherlands 

Oleg Pchelintsev 
All-Union Institute for Systems Studies 
Academy of Sciences 
29 Rylev Street 
Moscow 1 19034 
USSR 

William C. Pendleton 
Program Officer 
Resources & Environment 
The Ford Foundation 
320 East 43rd Street 
New York, N.Y. 10017 
USA 

Aribert Peters 
Institute for City & Regional Planning 
Technical University of Berlin 
Erkelenzdamm 6 1 
1 Berlin 36 
Federal Republic of Germany 

Pierluigi Raule 
Gondwana Spa 
Comagina Cenerale e Impianti 
Via Dell'Orso 2 
20121 Milano 
Italy 

Uwe Schubert 
Interdisciplinary Institute for Urban & 

Regional Studies 
University of Economics 
Hasenauerstrasse 42 
1 190 Vienna 
Austria 



Appendixes 

Wolfgang Steinle 
Directorate General for Kegonal Policy 
Commission of the European 

Communities 
23-- 27 Av. de la Joyeuse Entrde 
1040 Brussels 
Belgium 

K. Stigelbauer 
Institute of Geography 
University of Vienna 
Universitatsstrasse 7 
10 10 Vienna 
Austria 

Walter B. Stohr 
Interdisciplinary Institute for Urban 

and Regional Studies 
University of Economics 
Hasenauerstrasse 42 
1 190 Vienna 
Austria 

Gunnar Tornqvist 
Department of Social & Economic 

Geography 
Koyal University of Lund 
Solvegatan 13 
1,2362 Lund 
Sweden 

George Usin 
Central Research and Design Institute 

of Town Planning 
Academy of Sciences 
MOSC(JW 
USSR 

Daniel R. Vining, Jr. 
Department of Regional Science 
University of Pennsylvania 
3718 Locust WalkICR 
Philadelphia, Pa. 19 104 
US A 

Frans Willekens 
Mens en Ruimte V.Z.W. 

Froissartstraat 1 18-120 
1040 Brussels 
Belgium 

Helmut Wintersperger 
European Coordination Centers for 

Research & Documentation in Social 
Science 

Griinangergasse 2 
P.O. Box 974 
10 1 1 Vienna 
Austria 

IIASA PARTICIPANTS 

Murat Albegov 
Integrated Regional Development 

U e  Andenson 
Integrated Regional Development 

Gennady Dobrov 
Management and Technology 

Bruce F. Johnston 
Human Settlements and Services Area 

k Karlqvist 
Guest Scholar 

Tatsuhiko Kawashima 
Human Settlements and Services Area, 

and Integrated RegionalDevelopment 

Roman Kulikowski 
Integrated Regional Development 

Agostino Labella 
Integrated Regional Development 

Didier Launay 
Energy SystemsRrogram 



Jacques Lxdcnt 
lluman Settlements and Services Area 

Roger Levien 
Director 

Shoichi Nogushi 
System and Decision Sciences Area 

Lenpart Ohlsson 
Human Settlements and Services Area 

Dirniter Philipov 
Human Settlements and Senices Area 

Andras Por 
Computer Services 

hidrei Rogers 
Hurnan Settlements and Services Area 

Evgenii N. Shigan 
Human Settlements and Services Area 



AUTHOR INDEX 

Bourne, LS., 139 

Enache, M., 107 

Gordon, P., 193 

Hansen, N., 7 
Heinzmann, J., 6 1 
firvonen, M., 89 
Holtier, S., 107 

Kawashirna, T., 21 
Kochetkov, A.V., 159 
KorceUi, P., 1, 41 
Kronert, R., 73 

Lacko, L., 123 

Pallone, R., 171 
Pchelintsev, O.S., 159 

Vining, D.R., Jr., 171 

Yang, C.H., 171 


