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Preface

Cloud computing is fast emerging as a new consumption and delivery model for
IT solutions. Two distinct cloud patterns have evolved. Private clouds are custom
cloud applications that are on premise to companies. Public clouds are owned
and managed by a service provider and are delivered on a pay-per-use basis.
Although the debate between the use of private versus public cloud continues,
the industry is moving ever faster toward a hybrid solution. Hybrid clouds
address the integration of traditional IT environments with one or more clouds,
private and public.

IBM® WebSphere® Cast Iron® along with the IBM Tivoli® Service Management
Extensions for Hybrid Cloud supports the integration of private and public
clouds.The Service Management Extensions for Hybrid Cloud supports the
following scenarios:

Provisioning hybrid cloud resources

Monitoring hybrid cloud resources

Governing and managing workloads that use hybrid cloud resources
Provisioning users from LDAP to IBM LotusLive™

vyvyyy

This IBM Redbooks® publication is intended for application integrators,
integration designers, and administrators evaluating or using IBM WebSphere
Cast Iron. In addition, executives, business leaders, and architects who are
looking for a way to integrate cloud applications with their on-premise
applications are shown how WebSphere Cast Iron can help to resolve their
integration challenges. The book helps you gain an understanding of hybrid
cloud use cases, and explains how to integrate cloud and on-premise
applications quickly and simply.

The team who wrote this book

This book was produced by a team of specialists from around the world working
at the International Technical Support Organization, San Jose Center.

Andre R Araujo is a System Management Information Technology Architect
working with Tivoli Management Product in Brazil. He has fifteen years of
experience in servers and systems support. Andre is an IBM Tivoli Certified
Advanced Deployment Professional. He holds a degree in Telecommunication
Engineering and has an MBA in Network Computer Management. His areas of
expertise include UNIX/Linux support, Cisco networking, networking security,
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Service Oriented Architecture and Cloud Computing, and has contributed to an
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Part 1

Introduction

In this part we introduce the concept of hybrid clouds and the challenges to cloud
adoption. We provide an overview of IBM WebSphere Cast Iron, and discuss
how this product can play a key role in the integration of applications across
public and private clouds.

This part also introduces a scenario that is used in Part 2, “Usage scenarios” on
page 59 to illustrate the management capabilities available when using
WebSphere Cast Iron as an integration solution.

The following chapters are included:

» Chapter 1, “Overview of hybrid clouds” on page 3
» Chapter 2, “Integrating cloud solutions with Cast Iron” on page 15
» Chapter 3, “IBM Cloud Service Management Platform” on page 41
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Overview of hybrid clouds

In this chapter we provide an overview of hybrid clouds and their usage.The
benefits for enterprises to implement cloud capabilities have been well
documented: cost savings, enhanced productivity, and rapid deployment of new
functionalities, to name a few.

Enterprises can use private clouds to scale requirements from lines of
businesses quickly and in a cost-effective manner. The alternative to private
clouds is the use of public clouds that are managed and delivered by service
providers. Both cloud solutions have their advantages and challenges.

Adopting a cloud solution is not simply a smart thing for a business, but is
becoming a necessity because that is where the marketplace is moving.
Cloud services are essentially delivered in three layers:

» Software as a Service (SaaS Applications): Use of applications provided and
supported by vendors over the network

» Platform as a Service (PaaS): Use of vendor-managed and supported
platforms to deploy custom or packaged cloud applications

» Infrastructure as a Service (laaS): Use of basic infrastructure capabilities
such as storage, network, CPU, and memory that is managed and supported
by a vendor

The cloud concept allows businesses to quickly scale IT capabilities to meet a
potential opportunity. The ease and speed of delivery is especially appealing to

© Copyright IBM Corp. 2012. All rights reserved. 3



large enterprises, where a centralized IT department usually takes
disproportionate amounts of time to put together a solution.

Thus, many enterprises find themselves in the situation of having some form of
both private and public clouds within their overall solution. In this chapter, we
provide an overview of hybrid clouds and their usage.

In this chapter we discuss the following topics:

» Integration challenges to cloud adoption

» What is hybrid cloud

» |IBM hybrid cloud solutions

» Hybrid cloud dimensions

» Hybrid cloud scenarios
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1.1 Integration challenges to cloud adoption

One of the basic challenges for cloud adoption has been the struggle to integrate
between the layers of cloud services and the enterprise. The following issues are
some of the major aspects of the integration in a cloud landscape.

» Control issues:

— Lack of centralized control over resources owned and allocated, including
applying centralized security standards across private and public domains

— Lack of a seamless solution to policy based allocation and
decommissioning of resources

— Creation of custom (SaaS) applications in silos that results in:
* No “big picture” of the enterprise
e Component reusability opportunities lost
e Lack of a standardized architecture across the enterprise
» Standards and compliance issues that include:
— Safeguarding confidential data
— Federal standards and privacy law compliance
» Application issues that include:
— Lack of a comprehensive data synchronization solution
— Application management issues with version control, upgrades, and
deploying new functionality
In summary, to fully exploit advantages of the cloud, enterprises must be able to:

» Integrate solutions across private and public cloud domains to scale up or
scale down.

» Integrate on-premise and off-premise applications.

» Monitor and manage resources in a standardized way across on-premise and
off-premise resources.

» Apply resource management governance policies in a consistent manner
across on-premise and off-premise resources.

Those needs can be met with a hybrid approach to cloud adoption.

Chapter 1. Overview of hybrid clouds 5



1.2 What is hybrid cloud

A hybrid solution bridges the gap between the on-premise existing systems and
cloud applications, platform, and infrastructure, providing a rapid and
easy-to-use method of setting up integrated solutions (Figure 1-1).

Which demands integration?

Public Clouds Private Clouds

Packaged

Home-grown
Applications

Applications

-

= e e i e e e i

Figure 1-1 Hybrid cloud

The hybrid cloud theme addresses the integration of traditional IT environments
with one or more clouds, on-premise and off-premise. The individual clouds and
the traditional IT environments remain unique entities but are bound together by
processes and technology. A fully comprehensive hybrid solution provides
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integration capabilities at all three cloud services layers, as illustrated in
Figure 1-2.

[ App Layer Example: 360" View of Customer between CRM and ERP

Salesforce )
Sy
. A
’—| Platform Layer: Connecting custom-built commissions application and Oracle Financials N
S
Custom J
Clou\d—/-) QOracle
*-._/-“_____'_
M "y

e [Infrastructure Layer: Resource monitoring across Cloud and on-premise environments h

Private / Public
Cloud Services
“-—/‘w.__..-.

Figure 1-2 Three cloud services layers

By definition, a hybrid cloud solution provides:

» Integration of traditional on-premise IT environments with one or more clouds,
either on-premise (private) clouds or off-premise (public) clouds

» Composition of two or more clouds that remain unique entities but are bound
together by processes and technology to create a unique integrated
environment, providing users a seamless experience across the individual
clouds

Chapter 1. Overview of hybrid clouds 7



1.3 IBM Hybrid Cloud solution

Before we delve into the IBM Hybrid Cloud solution, we examine the IBM Cloud
Computing Reference Architecture (CCRA). The CCRA (Figure 1-3) covers the
entire spectrum of cloud services, including integration capabilities.

Cloud Service Cloud Service Provider Cloud
Consumer gsg:t%?—
Cloud Services Common Cloud Management Platform
Existing and third .
services, Partner Busm?s?éProt_:ess-
Ecosystems EEREENIES
S%?vL;ge elfiviE-EE-EEEile Operational Business
Integration Support Support
Tools Services Services
Platform-as-a-Service (0ss) (BSS)
Infrastructure-as-a-Service
Consumer Infrastructure
In-house Tt T ' NS | RN | 1
IT | Server : ! Storage : | Network : ! Facilities ! Service
: : ! ! ! : ! i Creation
| ‘ Processor ! | ‘ Drives ‘ 2 Internal 1 ‘ Location Tools
E ¥ !
: ‘ Memory ! . Ephemeral ‘ ' External | ! ‘ Power :
1 1 1 1
: ¥ ¥ ¥ :
1 1 1 1
: ‘ Nodes | ‘ Persistent | i © Inter-site ! I
: 8 ¥ ¥ 5
I_ _____________ 1 I_ _____________ 1 I_ _____________ 1 I_ _____________ 1

Security, Resiliency, Performance and Consumability

Governance

Figure 1-3 IBM Cloud Computing Reference Architecture (CCRA)

The IBM Hybrid Cloud solution consolidates and simplifies the integration and
management of on-premise and cloud computing resources. The IBM Hybrid
Cloud solution includes:

» WebSphere Cast Iron Software

— This software enables companies to seamlessly integrate on-premise and
public clouds. Enhancements to this platform include a complete
multi-tenant cloud service that clients can use to design, run, and manage
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all cloud integrations, and a new virtual appliance that can be installed on
existing servers.

» Service Management Extensions for Hybrid Cloud

— This helps clients to monitor and secure the management of resources on
both public and private clouds. With Tivoli software for the Hybrid Cloud
solution, clients can now manage off-premise resources to the same
standard, and with the same infrastructure, as resources inside enterprise
walls.

This Hybrid Cloud solution (Figure 1-4) provides visibility into off-premise clouds
using the same user interface (Ul) as those on premise, and access to
applications that are enabled across vendors. The result is increased client
confidence in the management of off-premise resources.

Integration of On-Premise simplified, enabled, and
Service Management and controlled by Hybrid
Applications... Cloud connectivity ...for Cloud Service usage.

[ Provisioning ] 7~ IBM.SCE
WebSphere Cast \ g
[ Monitoring ] Iron Cloud Integration Amazon
[ Directory Integration ] L I Web Services
[ Governance ] e n
[« i LV} l.\

+ extensions Service Management)

Extension Plug-in

Figure 1-4 IBM Hybrid Cloud solution

Chapter 1. Overview of hybrid clouds 9




The IBM Hybrid Cloud solution provides application integration capabilities,
allowing clients to integrate application data from an off-premise service site into
an on-premise application (Figure 1-5). As a result, clients can access public
application data using the rapid integration capability of the WebSphere Cast Iron

appliance.
"On-Premise" Data Center Public Cloud -
and private clouds Hybrid Cloud Connectivity Infrastructure and Applications

WebSphere Cast
Iron Cloud Integration

e Salesforce
L - -

CRM

[ Backend Applications ]

Figure 1-5 Application integration with the IBM Hybrid Cloud solution

The IBM Hybrid Cloud solution provides monitoring capabilities that allow clients
to begin monitoring off-premise resources using their existing on-premise
monitoring installation (Figure 1-6). As a result clients gain visibility into their
off-premise “cloud” infrastructure using the same ITM monitoring solution as
those on premise.

"On-Premise" Data Center Public Cloud -
and private clouds Hybrid Cloud Connectivity Infrastructure and Applications

Monitoring
Il

ITM
Dashboard

WebSphere Cast /7 1BMSCE
Iron Cloud Integration .

Amazon

| , I Web Services

€]

Service Management
Monitoring Plug-In

Figure 1-6 Solution monitoring with the IBM Hybrid Cloud solution

With the provisioning capabilities of the IBM Hybrid Cloud solution (Figure 1-7 on
page 11), clients can provision off-premise resources using their existing
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on-premise service automation installation. As a result, they extend service
request automation into their off-premise cloud infrastructure using the same
TSAM service automation management solution as those on premise.

"On-Premise" Data Center

Public Cloud -
and private clouds Hybrid Cloud Connectivity Infrastructure and Applications
TSAM -

+ WebSphere Cast ~ IBMSCE

extensions Iron Cloud Integration .
: smE— Amazon
| _ I Web Services
[ Provisioning ]

€]

Service Management
Provisioning Plug-In

Figure 1-7 Solution provisioning with the IBM Hybrid Cloud solution

The governance capabilities of the Hybrid Cloud solution (Figure 1-8) allow an
enterprise to use off-premise resources with its existing on-premise workload
optimization installation. The result is an extension of the off-premise cloud

infrastructure for workload optimization using the same Tivoli ITM, Omnibus, and
TSAM solution as those on premise.

"On-Premise" Data Center

Public Cloud -
and private clouds Hybrid Cloud Connectivity Infrastructure and Applications
TSAM ==
+ /~ 1BM SCE
. WebSphere Cast 4 -
EXUYEIONG Iron Cloud Integration i
[ Governance ] —— Amazon
Web Services
ITM OMNIbus/ ILOG |— - —l
Dashboard Impact BRMS &
I I ] — == Service Management
Monitoring Plug-In

Service Management
Provisioning Plug-In

Figure 1-8 Solution governance with the IBM Hybrid Cloud solution
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In the subsequent chapters, we describe in detail how the IBM WebSphere Cast
Iron product along with the IBM Tivoli Service Management Extensions can
provide a simplified yet comprehensive Hybrid Cloud solution.

1.4 Hybrid cloud dimensions

The hybrid cloud concept can be discussed within five broad dimensions.

» Application Integration (services and data): This dimension is concerned with
connecting and integrating on-premise applications with off-premise services
and data for spill-over capacity, functionality, and business data mapping.

» Security Integration: This dimension is concerned with integrating on-premise
and off-premise identities, policies, and auditing systems. It includes ensuring
proper security of off-premise cloud workload and securing management and
payload interactions.

» Monitoring and aggregation: This dimension is concerned with the integration
of sensing and monitoring off-premise cloud-delivered services (including
infrastructure, platform, and applications) with on-premise aggregation and
management systems. This dimension is also concerned with enablement of
on-premise sensing services such as monitoring, metering, and event
infrastructure to extend their reach into off-premise cloud-based services.

» Control and management: This dimension is concerned with controlling and
managing access, availability, and enablement of service capacity in the
off-premise cloud.

» Workload governance: This dimension is concerned with governing service
request management of on-premise and off-premise services and resources,
including managing access permission to cloud services.

1.5 Hybrid cloud scenarios

Typically, a hybrid cloud is the combination of public and private clouds that
interoperate, allowing clients to outsource selected information and processing to
the public cloud while keeping private data in their control. On-premise private
clouds store and secure private and confidential data behind the enterprise's
firewall. Public cloud capabilities are enabled through the Internet, without the
need to acquire and maintain additional hardware.

There are also scenarios where public or private clouds are integrated with

resources deployed and managed in traditional environments. A typical example
is a hybrid web hosting scenario where the web server is in a public cloud and
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the database server is in a private cloud or in a traditionally managed on-premise
IT environment.

Another hybrid cloud scenario consists of cloud applications running in a public
cloud and cooperating with partner applications in private clouds of different
enterprises, enabling, for example, cloud-based supply chain solutions.

The following specific business scenarios fit a hybrid cloud solution:

» A retail company plans to move an order processing application onto its new
private cloud, but the sales team has used Salesforce.com for some time.
ClOs want to understand their role in delivering, managing, securing, and
providing business resilience for these new services and service delivery
technologies.

» A large finance company is thinking about building heterogeneous clouds, for
example running Dev/Test x86 workloads on an open source hypervisor such
as KVM, production x86 workloads on VMWare, and with ERP applications
running on a Power-based system. The company wants the ability to manage
and monitor these heterogeneous workloads in a single glass pane view.

» A large telecommunication company anticipates extreme spikes in workload
on several of their business services during a new model launch. They
anticipate several hundred thousand clients to consume business services for
advocation, but the volumes taper down soon after the launch.

» A retail company based in the southeast region of United States acquires a
retail chain servicing the west coast. The company is now challenged to spin
off integration projects for consolidation, and requires additional short-term
hardware and software resources. These resources are thrown away after the
integration projects are complete.

» The IT department of a retail company wants to dynamically define thresholds
for determining workload overflow situations. The department wants a
policy-based spillover capacity, by setting policies determining situations that
qualify the use of an off-premise public cloud under qualified spillover
situations.

» The IT department mentioned in the preceding scenario also has workload
processing that requires access to on-premise data. The data in the
on-premise repositories includes both business-critical, sensitive data and
non-critical, non-sensitive data. Business-critical data must remain on
premise and cannot be replicated to or processed on off-premise resources.
When workload is to be processed off-premise, only non-critical data is to be
replicated and made available on the off-premise public cloud.
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Integrating cloud solutions
with Cast Iron

IBM WebSphere Cast Iron Cloud Integration enables companies to integrate
applications, regardless of whether the applications are located on premise or in
public or private clouds. Now it also includes Service Management Extensions
for Hybrid Cloud, which allows companies to integrate the monitoring,
provisioning, events handling, and automating of service environments located
both on and off premises.

In this chapter we provide an overview of WebSphere Cast Iron, and the
architectural overview of an integrated Hybrid Cloud solution and the usage
scenarios through the Service Management Extensions for Hybrid Cloud.
In this chapter we discuss the following topics:

» An overview of IBM WebSphere Cast Iron

» Examples of Cast Iron implementations

» Architectural overview of the integrated solution

» Installation of the Service Management Extensions for Hybrid Cloud

» Usage scenarios
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2.1 Overview of IBM WebSphere Cast Iron

IBM WebSphere Cast Iron provides a solution that meets the challenge of
integrating cloud applications with on-premise systems, cloud
applications-to-cloud applications, and on-premise-to-on-premise applications,

as illustrated in Figure 2-1.

Cloud Applications and Databases
(Public/Private)

)/ WebSphere Cast Iron
Cloud Integration S&C

Packaged Uk, Home-grown
Applications Applications

Figure 2-1 IBM WebSphere Cast Iron
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The IBM WebSphere Cast Iron environment focuses on business, user, and
application requirements to remove the daunting complexity of integration. Cast
Iron uses a configuration approach instead of a coding approach to reduce the
time needed to integrate systems on the cloud. This ensures there is a quick win
for the business.

Cast Iron provides the following models of implementation:

» An appliance model where the appliance can be either physical hardware or a
virtual machine and where the Integration Appliance is installed on premise,
behind the firewall

» A SaaS model (Cast Iron Live)
Each of the three form factors (physical, virtual, or Cast Iron Live) allows for

cloud-to-cloud, cloud-to-on-premise, and on-premise to on-premise integration.
Each form factor allows for real time, near real time, and batch integrations.

The following section introduces the components of a Cast Iron implementation,
differentiating between the on-premise Integration Appliance and the cloud
model (Cast Iron Live).

2.1.1 Appliance model
An on-premise appliance normally resides behind the firewall and not within a

DMZ. For the development, test, and production life cycles, the runtime
environments are typically separated and each has its own Integration Appliance
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that accesses the endpoints that are necessary for that environment. Figure 2-2
outlines the approach for using an on-premise Integration Appliance.

O Cloud Applications and Cloud Applications and
Cast Iron Databases Databases
Community TIPs (Public/Private) (Public/Private)

A

S B B akeeseal

Publication of
projects to production Integration Integration
Appliance v Appliance

Cast Iron Studio

Applications/
Endpoints

Applications/

Management of
Endpoints

integration
appliance through
web browser

Project Development and Unit Test Test / Production

Figure 2-2 Architecture overview of the Cast Iron appliance model

Integration projects contain orchestrations that provide the logic of the
integration. The integration projects are created and deployed using Cast Iron
Studio. The Cast Iron Community maintains a solutions repository of Template
Integration Projects (TIPs), that can be used as is or can be customized to
orchestrate common integration types. After deployment, you have full control of
projects and their orchestrations on the appliance through a Web Management
Console.

The orchestrations are started through a mechanism that is defined by an activity
in the orchestration. These activities include scheduling, polling, or waiting for an
incoming request, such as an HTTP Receive Request.

The Integration Appliance requires connectivity to the endpoints that are required
by the orchestration. Data flows through the Integration Appliance and is stored
internally as XML variables. The Integration Appliance allows you to control the
logging for each orchestration.
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The Service Management Extensions for Hybrid Cloud will only work with either
the physical or virtual options of the Integration appliance.

2.1.2 Cast Iron Live

The multi-tenant Cast Iron Live service includes the following key components
that allow you to design, run, and manage integration projects, all in the cloud:

» A clustered runtime engine that runs the integration projects and that has
built-in fault tolerance and recovery mechanisms

» A multi-tenant highly available system to store the designed integration
projects

» A load balancer to intelligently manage the loads throughout the various
runtime engines

» Highly available file systems to store and manage logs that are related to the
integrations

The design environment, referred to in Cast Iron Live as Designer, provides the
same design capabilities and user interface as Studio does for the on-premise
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Integration Appliance. Figure 2-3 illustrates the architectural overview of the Cast
Iron Live solution.

Cloud Applications and
Databases
(Public/Private)

WebSphere Cast Iron Live

; [ ]

| Cast Iron Secure Secure Connector
T — Connector (Test) (Production)
= Web browser

4 = wo st o management of
\ X 4 project deployment

and Cast Iron Live
environments

Project development
and unit test in Cast
Iron Studio

=]

Figure 2-3 Overview of the architecture of the Cast Iron Live solution

You can access the Cast Iron Live interface from a web browser by typing in the
following address https://cloud2.castiron.com/Togin

First-time users can trial, for up to 60 days, the Cast Iron Live model through the
following website https://express.castiron.com/express/#

Attention: The Service Management Extensions for Hybrid Cloud will not
work with the Cast Iron Live solution because it is a multi-tenant solution on
the public cloud.
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2.2 Examples of Cast Iron implementations

The following example use cases illustrate where WebSphere Cast Iron provides
a solution for integration:

» Exposing ERP information to sales agents

A company needed to make sales order information that was stored in
multiple ERP systems available to sales agents who used a SaaS-based
CRM system. Integrating the ERP information with the CRM system provides
the agents visibility to the necessary information and avoids the agents
having to sign on to multiple systems. The company had only a small IT
department with no substantial development capability, so they need a tool
that business analysts can use.

The initial project involved using WebSphere Cast Iron to create three
orchestrations that took less than two weeks to develop. The orchestrations
provided real-time integration of the ERP information into the CRM system.
Over time, the integration capabilities were expanded. There are now over
150 orchestrations connecting a multitude of systems that are running both in
batch and on request.

» Integrating separate insurance policy systems

An insurance company has multiple systems that are used to manage new
business. Having one system that provides quotes for policies and another
system that is used to administer policies occasionally resulted in duplicate
data entry and as a result, generated error conditions. In addition, many of the
workflows involved in bringing in new business are manual, and vendors must
provide documents in multiple formats.

The company used WebSphere Cast Iron to provide bidirectional integration
between the two systems. Policy quote information is integrated into the
administrative system and vice versa, making it necessary to enter data only
one time and ensuring the integrity of the data in both systems. Integrating
data through key business systems ensured that files were routed correctly
and that workflow was not interrupted if a user is unavailable. Vendors must
provide data only in one format, with the integration solution making the data
available to the systems where it is needed in the proper format. Finally, the
integration solution eliminates errors that were introduced because of
duplicate data entry.

» Synchronizing e-commerce systems and linking to the SaaS CRM application
to provide a single view of customers

A commercial enterprise had two e-commerce systems that are populated
with customer and order data that is currently not synchronized. The
enterprise also has a CRM application where customer data is kept, and a
fulfillment system with inventory and product data. The enterprise used
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WebSphere Cast Iron to integrate the data in these systems to provide a
more cohesive view of customer data.

The initial implementation included the following orchestrations that provided
the initial population of data throughout the systems and the synchronization
of information between systems:

Data providing a single view of the customer was populated into the SaaS
CRM system from the enterprise’s existing systems using a web services
integration.

An orchestration with a short polling interval pushes account, order,
inventory, and product information to the single view from the e-commerce
and fulfillment systems, ensuring that the customer service staff has the
most current information.

A nightly refresh of all stock keeping units in the e-commerce system
occurs based on information from the fulfillment system. The orchestration
uses secure file transfer to perform the refresh.

Synchronization of customer records between the two e-commerce
systems occurs on a regular basis, ensuring that when customers sign in
to a system, their data is available to them.

2.3 How WebSphere Cast Iron integrates applications
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WebSphere Cast Iron provides an approach to integrating applications that does
not require any programming knowledge. You can build integration flows in
WebSphere Cast Iron Studio, which is a graphical development environment that
is installed to a personal computer (PC).

With WebSphere Cast Iron Studio, you create an integration project that contains
one or more orchestrations. Each orchestration is built with a number of activities
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that define the flow of data. You can define the details of an activity from the
configuration panes within WebSphere Cast Iron, as shown in Figure 2-4.
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Figure 2-4 Cast Iron Studio

A project contains all of the assets that are required for the orchestrations to run,
including any file schemas, WSDL files, and functions. The project also defines
connectivity to the sources of data, the endpoints. Cast Iron contains many
built-in connectors to applications (for example, SAP), databases, and web
services that make connecting to these endpoints straightforward.
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Cast Iron Studio provides easy-to-use tools for configuring properties and for
mapping input data to output data. Cast Iron also provides Template Integration
Projects (TIPs) that encapsulate a specific integration use case between specific
endpoints and that include preferred practices. You can download these TIPs
from the Cast Iron community and modify to fit your precise needs. Figure 2-5
outlines the Cast Iron approach to creating orchestrations.

Preconfigured Templates
N No Coding / Beyond Configuration (TIPs)

Configuration-WizardZ»I_._"i

@ Configuration

1. Introduction

Edit Logi rmation For SAP en

' SAP C Eivity

Figure 2-5 Cast Iron approach

Within Studio, there is a simulated runtime environment to enable unit testing of
the orchestrations with visibility of all data at all points. After you test the project,
you can publish the project to the run time, where you can then manage and
monitor the project. A browser-based interface, the Web Management Console
(WMC), provides the capability to manage all functions on the run time.

As with any tool, there are preferred practices to implement designs. When
processing large amounts of data, a poor design can mean that the integration
takes an extraordinary amount of time or that it simply does not work.

Each endpoint is different in its requirements, and any integration flow must use
the characteristics of the endpoint to its best advantage, for example processing
batches of data to optimize the speed of transactions.
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2.4 Service Management Extensions for Hybrid Cloud

The Service Management Extensions for Hybrid Cloud extends the on-premises
suite of products through integration of public and private clouds, and intra-cloud
environments that involve multiple distributed data centers and distributed
workloads with the following functionalities:

>

»

»

>

Monitor cloud resources and on-premises resources in the same user
interface

Provision cloud resources and on-premises resources in the same user
interface

Govern where resources are used, on-premises or in the cloud
Ensure proper authorization to use services
Synchronize user directories so that on-premises users can access the cloud

The Service Management Extensions for Hybrid Cloud delivers these
functionalities on either the IBM WebSphere DataPower® Cast Iron Appliance
XH40, which is a physical appliance, or the IBM WebSphere Cast Iron
Hypervisor Edition, which is a virtual appliance. It does not run on the Cast Iron
Live or Express editions. The physical and virtual Cast Iron Appliance is referred
to as the “WebSphere Cast Iron Appliance.”

2.4.1 Software components of the solution

The software components of the Service Management Extensions for Hybrid
Cloud solution are listed here:

>

The Provisioning Plug-in enables provisioning of resources into IBM
SmartCloud™ Enterprise and Amazon Elastic Compute Cloud.

The Monitoring Plug-in enables monitoring of resources in the IBM
SmartCloud Enterprise and Amazon Elastic Compute Cloud.

The Directory Synchronization Plug-in enables synchronizing enterprise
LDAP user information with LotusLive user information.

2.4.2 Prerequisites

Table 2-1 on page 26 provides a breakdown of requirements for each usage
scenario of the Service Management Extensions for Hybrid Cloud.
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Table 2-1 Prerequisite products for each scenario

Product

Version

Provision
resources

Monitor
resources

Govern and
manage
workload

Synchronize
directories

WebSphere
DataPower
Cast Iron XH40
Appliance

6.1.0.3

Y

WebSphere
Cast Iron
Hypervisor
Edition

6.1.0.3

IBM LotusLive

Tivoli
Monitoring

6.2.2

Tivoli
Monitoring
Agent

6.2.2 FixPack 2

Tivoli
NetCool/Impact

5.1.1 FixPack 1

Tivoli Service
Automation
Manager

7.2.1 FixPack 4

IBM
WebSphere
ILOG JRules

2.5 Usage scenarios
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Some of the most common scenarios where this hybrid solution is applicable are

listed here and explained in the following sections:

vVvyyvyVvyy

New client

Clients with an existing WebSphere Cast Iron installation

Clients with Tivoli Monitoring

Clients with Tivoli Service Automation Manager
Clients with LDAP
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2.5.1 New client scenario

In the “new client” scenario, a customer wants to extend its network to leverage
the provisioning, monitoring, or both, of public clouds. An IBM WebSphere
DataPower Cast Iron Appliance XH40 or WebSphere Cast Iron Hypervisor
Edition is not deployed and Service Management Extensions for Hybrid Cloud
prerequisite software is not installed.

The solution consists of the following tasks:

1. Install and configure the Tivoli Service Delivery Manager software.

2. Deploy the IBM WebSphere DataPower Cast Iron Appliance XH40 or
WebSphere Cast Iron Hypervisor Edition.

3. Install the Service Management Extensions for Hybrid Cloud product
software.

4. Contact Amazon Web Services (AWS) and or IBM Smart Cloud Enterprise
services to request a user account.

5. Configure each hybrid service. Part 2, “Usage scenarios” on page 59 explains
the details of each usage scenario.

2.6 Clients with a WebSphere Cast Iron setup scenario

In this scenario, a client has deployed IBM WebSphere DataPower Cast Iron
Appliance XH40 or WebSphere Cast Iron Hypervisor Edition, but Service
Management Extensions for Hybrid Cloud prerequisite software is not installed.
The customer wants to provision and monitor resources on public clouds.

The solution consists of the following tasks:

1. Upgrade to Cast Iron firmware version 6.1.0.3.

2. Install and configure the Tivoli Service Delivery Manager software.

3. Install the Service Management Extensions for Hybrid Cloud product
software.

4. Contact Amazon Web Services (AWS) and or IBM Smart Cloud Enterprise
services to request a user account.

5. Configure each hybrid service.
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2.6.1 Clients with a Tivoli Monitoring setup scenario

In this scenario, a customer has deployed Tivoli Monitoring and wants to extend
their Tivoli Monitoring and add provisioning capabilities into public clouds.

The solution consists of the following tasks:

1. Upgrade to Tivoli Monitoring version 6.2.2 or later.

2. Install and configure the Tivoli Service Automation Manager.

3. Install the Service Management Extensions for Hybrid Cloud product
software.

4. Contact Amazon Web Services (AWS) and or IBM Smart Cloud Enterprise
services to request a user account.

5. Configure each hybrid service.

2.7 Clients with a Tivoli Service Automation Manager
setup scenario

In this scenario, a customer has deployed Tivoli Service Automation Manager
and wants to leverage all of Service Management Extensions for Hybrid Cloud
capabilities.

The solution consists of the following tasks:

1. If the current version of Tivoli Service Automation Manager is Version 7.2.0 or
earlier, upgrade to Version 7.2.1.

2. Install and configure Tivoli Monitoring, WebSphere ILOG JRules, and Tivoli
Netcool/Impact.

3. Deploy IBM WebSphere DataPower Cast Iron Appliance XH40 or
WebSphere Cast Iron Hypervisor Edition.

4. Install the Service Management Extensions for Hybrid Cloud product
software.

5. Install the monitoring, provisioning, and LotusLive Service Management
Extensions for Hybrid Cloud plug-ins.

6. Contact Amazon Web Services (AWS) and or IBM Smart Cloud Enterprise
services and Lotus Live services to request a user account.

7. Configure each hybrid service.
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2.7.1 Clients with a LDAP v3-compliant Directory Server scenario

In this scenario, a customer has deployed an LDAP v3 compliant directory server
and wants to manage LotusLive accounts.

The solution consists of the following tasks:

1.

Deploy IBM WebSphere DataPower Cast Iron Appliance XH40 or WebSphere
Cast Iron Hypervisor Edition.

The IBM WebSphere DataPower Cast Iron Appliance XH40 or WebSphere
Cast Iron Hypervisor Edition includes the required version of Tivoli Directory
Integrator preinstalled.

2. Contact LotusLive services to request a user account.

3. Install and configure the LotusLive Service Management Extensions for

Hybrid Cloud plug-ins, which also installs the required Tivoli Directory
Integrator run-time engine.

A Tivoli Directory Integrator Server in a customer site, if available, is not affected.

2.8 Installing the Service Management Extensions for
Hybrid Cloud

The prerequisite tasks to be completed prior to installing the Service
Management Extensions for Hybrid Cloud are listed here:

»

Create a public cloud account at one of the following public cloud providers.

— IBM Smart Cloud Enterprise
— Amazon Elastic Compute Cloud (Amazon EC2
— Lotus Live (only for Directory Synchronization)

Set up the WebSphere Cast Iron system (only the physical or virtual
appliances are compatible).

Install the prerequisite software based on your usage scenario.

— Tivoli Service Automation Manager
— Tivoli Monitoring

Tivoli NetCool/Impact

WebSphere ILOG JRules

The next step is to download the Extensions from the following website:

https://www-304.1ibm.com/software/brandcatalog/ismlibrary/details?catalog.label=
1TW10TSOD
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2.8.1 Installing the extensions through the Cast Iron design console

This process assumes that you have a virtual appliance up and running.

1. Log on to the WebSphere Cast Iron Design Console at
http://hostname/express (replace the histamine with the IP address of your
device) with the admin user account and relevant password (Figure 2-6).

WebSphere. ELTIVE] ‘ Z

WebSphere Cast lron Design

D Console
Lzername

[admin

FPassword

Licenzed Materials - Property of IBM Corp, Copyright by IBM Corp, and other(s] 2001, 2011,
IEM, the IBM logo, and WebSphere are trademarks of International Business Machines
Corporation, registered in many jurisdictions worldwide, Java and all Java-based marks and logos
are trademarks or registered trademarks of Cracle andfor its affiliates, Other product or service
names may be trademarks of IBM ar other campanies,

Figure 2-6 WebSphere Cast Iron Design Console logon through web browser
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2. After you successfully log in to the Design Console, install the plug-ins from
the extracted files that were originally downloaded from the Service
Management Extensions site, as shown in Figure 2-7.

& WebSphere Cast Iron Design Console I E

\ (' 1 & | 10.7.28,198/express | #tab=home

Cast Iron Design Console  Home Integrations

Elmonitoring-bundle_\t Browse... I | Install New Bu“dle|

Bundie Hame Yersion <« Vendor Licence Install Date
Pravisioning Plugin 7.21.0 ibm =] A012-02-23 232116
;'Lﬂ:nD”ecm Imegrator 754 g ibm B 2012-02-23 23:42:45

Figure 2-7 Click the “Install New Bundle” button to start the installation

After the extensions are successfully installed, a window similar to that shown
in Figure 2-8 is displayed.

| [[ Browse.. | | Install New Bundle
Bundle Name Version =« Vendor Licence Install Date
Frovisioning Plugin 7.24.0 i =] 2012-02-23 232106
Hpvoll Dlaciy bggialor. Gt it B 2012-02-23 23:47:45
Flugin
Honitoring 7.240 ibm Ei 2042-02-23 232320

Figure 2-8 All three extensions have been installed and running successfully
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3. Create the integration between the respective plug-ins and your service
environment, as shown in Figure 2-9.

€& {7 107.26.198 | https:i/10.7.20.196/express| #tab=inteqrations

Cast Iron Design Console Home  Integrations
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Integrations
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Figure 2-9 Creating the integration between the plug-ins and your service
environment

Creating the integration between the source and target through the plug-ins is
discussed in more detail in Part 2, “Usage scenarios” on page 59.

2.9 Example scenario

This section provides a high-level look at an example scenario illustrating where
and when this solution can be used. This scenario is explored in more detail in
Part 2, “Usage scenarios” on page 59.

The scenario is based on a fictional, large transnational retail company called
IBM Redbooks Store with 1000 stores. This company acquires another retail
company with 100 stores to add to their portfolio of products.

2.9.1 Provisioning

After the acquisition, the company realized it needed an integrated inventory
management system so that all 1100 stores could sell the complete product line.
To ensure that the new line of products is sold at all 1100 stores, the company
had an immediate need to set up an integration and test environment to support
the new integrated inventory management system.

The company leveraged a Hybrid Cloud model to obtain the additional capacity
needed for the brief period of time during which they will work on integration and

test, as they expanded their capacity of their on-premise cloud resources to host
the production workload.

32 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



As illustrated in Figure 2-10, the company will be able to utilize its existing Tivoli
Service Automation Manager system to create the new testing environment on
the cloud through the Provisioning Bundle installed on its WebSphere Cast Iron
appliance.

Public Cloud -
"On-Premise" Data Center Hybrid Cloud Integration Infrastructure and Applications

WebSphere Cast
E E % % Iron Cloud Integration
[ | I | = >
L1} ‘/ ul [ Provisioning Bundle)

Tivoli Service
Automation Manager Amazon

Figure 2-10 Overview of the Provisioning integration

The end result is an enabled federated service catalog as shown in Figure 2-11
on page 34. This federated catalog will help the administrator to create, manage
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and tear down server resources on the cloud using the same Tivoli Service
Automation Manager that is currently used internally.
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Figure 2-11 Federated service catalog

Chapter 5, “Provisioning scenario” on page 93, provides detailed information
about this solution, and explains the installation and configuration steps.
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2.9.2 Monitoring

During performance testing on its new inventory management system, the
company became aware that the new product line is a seasonal product. That is,
although the product line is sold throughout the year, it sells most heavily during
October, November, and December.

When the company ran its performance tests with simulated data for a year, it
realized that it will need additional CPU capacity in October, November, and
December.

Due to this cyclical period of overload, the company had to utilize the public cloud
providers. As a result, it used its Tivoli Monitoring system to monitor both its
on-premise data center and its off-premise systems residing on the cloud, as
shown in Figure 2-12.
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Figure 2-12 Overview of the Monitoring integration
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Figure 2-13 shows the end result when viewed through Tivoli Monitoring. The
new unified workload monitoring capability ensures that the IT team will be able
to monitor both data centers through one interface, and it enables them to
increase the system resources on demand.
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Figure 2-13 Unified Workload Monitoring through Tivoli Monitoring and Cast Iron

Chapter 4, “Monitoring scenario” on page 61, explains the installation and
configuration steps involved in getting this system up and running.
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2.9.3 Directory Synchronization

In addition to the larger inventory in October, November and December, the
company hires additional staff during these months. This requires the
provisioning of additional users in the company’s internal LDAP directory.

IBM Redbooks Store uses Lotus Live (https://www.lotuslive.com/en/) as the
email system for the temporary staff every year, and it needs to synchronize its
internal LDAP directory with the temporary staff users in LotusLive.

This is achieved using the Directory Synchronization bundle installed on the
company’s existing Cast Iron appliance, and integrating it to the Lotus Live
system on the cloud as shown in Figure 2-14.
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"On-Premise" Data Center Hybrid Cloud Integration Infrastructure and Applications

I WebSphere Cast =
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| | > ‘
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Figure 2-14 Overview of the Directory Synchronization integration

Chapter 6, “Directory Synchronization scenario” on page 153, explains the steps
needed to get the solution up and running.
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2.9.4 Workload Governance and Management

When IBM Redbooks Store implements the new inventory management system
that supports all 1100 stores, the company will use a Hybrid Cloud that supports
the entire workload during most quarters with on-premise resources, and then
leverage public resources during the heaviest months.

In addition, the company will save additional money by decommisioning users
and compute resources after the holiday business season ends and business
returns to normal volumes.

Figure 2-15 gives an overview of the policy-based system that enables the
business to create system resources based on business rules.
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Figure 2-15 Workload Governance and Management overview

This solution provides the business with the following capabilities:

» To create, manage, and tear down server resources based on business
policies

» To optimize resource allocation based on workload
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The WebSphere ILOG Rules engine is used to define the workload placement,
as shown in Figure 2-16.
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Figure 2-16 Using the WebSphere ILOG Rules engine for workload placement

The rule flow determines which cloud to place the workload on. For example, in
Figure 2-16 the “Try to place Workload on IBM Compute Cloud” task determines
whether the workload should be placed on the IBM cloud with the following rule:

PMRDPCLCPR WORKLOADTYPE of the Service Request contains “Linux
OS for TEST”

THEN
set the PMRDPCLCPR PLACEMENT of the Service Request to IBM SCE’;

Chapter 7, “Workload Governance and Management scenario” on page 173,
explains the steps needed to get this solution up and running.
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2.10 Summary

The IBM Service Management Extensions for Hybrid Cloud provides the
following features:

» Monitoring Integration with IBM Tivoli Manager (ITM)

An integrated monitoring dashboard creates a single view for monitoring
on-premise and off-premise resources.

» Provisioning and governance integration with Tivoli Service Automation
Manager (TSAM)

This feature provides the ability to request and provision IBM Smart Cloud
Enterprise and Amazon hybrid resources through TSAM’s graphical user
interface.

» User Directory Integration for Lotus Live with Tivoli Directory Integrator

Automated user account management is possible between enterprise and
Lotus Live.

» Workload Governance and Management

You can set resource overflow and underutilization thresholds on Event
Correlation Service on Impact, TSAM rules on ILOG Business Rules and
TSAM escalations and actions.

Workload resources can be automatically balanced based on the dynamics of
the system load.
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IBM Cloud Service
Management Platform

In this chapter we provide an overview of the IBM Cloud Service Management
Platform (CCMP), which provides both business and operational support
services to service consumer and development portals. This common Cloud
Service Management Platform enables both cloud service consumers and cloud
service creators to use a robust platform to consume or create cloud services. In
addition, we discuss how the roles of cloud service consumer, cloud service
provider, and cloud service creator interact and benefit from a common cloud
service management platform.

Next, we discuss how the Cloud Service Management Platform applies and
supports hybrid cloud environments. Finally, we cover how the Service
Management Extensions help support and extend the Cloud Service
Management Platform.

In this chapter we discuss the following topics:

Cloud computing architecture

Mapping IBM products to the CCMP

Solutions supporting the Business Support Services (BSS)
Solutions supporting the Operational Support Services (OSS)
Cloud Service Management Platform for Hybrid Cloud

vyvyVvyyy
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3.1 Cloud computing architecture

The IBM Cloud Reference Architecture (Figure 3-1) is designed to provide
guidance for cloud computing and provide a blueprint for effective security,
resiliency, service management, governance, business planning and lifecycle
management. These components of the cloud reference architecture enable an
enterprise to control the cloud environment most effectively, optimize
productivity, reduce associated labor costs and ensure a safe environment for
business users.
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Figure 3-1 Cloud Reference Architecture

3.1.1 Key roles in a cloud ecosystem

There are three key roles that support a cloud ecosystem.
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First, the cloud service consumer role represents an organization, a human
being, or an IT system that consumes service instances delivered by a particular
cloud service. The service consumer might be billed for its interactions with cloud
services and the provisioned service instances. A service consumer can also be
viewed as a kind of super-role representing the party consuming services. The
cloud service consumer browses the service offering catalog and triggers the
provisioning and management of cloud services.

Next, the cloud service provider role has the responsibility of providing cloud
services to cloud service consumers. A cloud service provider is defined by the
ownership of a Common Cloud Management Platform (CCMP). This ownership
can either can be realized by truly running a CCMP by the provider itself, or
consuming one as a service. A person acting in the role of a cloud service
provider and a cloud service consumer at the same time is a partner of another
cloud service provider who is reselling cloud services or consuming cloud
services and adding value add functionality on top, which in turn is provided as a
cloud service.

Finally, the cloud service creator role is responsible for creating a cloud service,
which can be run by a cloud service provider and exposed to cloud service
consumers. Typically, cloud service creators build their cloud services by
leveraging functionality which is exposed by a cloud service provider.
Management functionality, which is commonly needed by cloud service creators,
is defined by the CCMP architecture. A cloud service creator designs,
implements, and maintains runtime and management artifacts specific to a cloud
service. Just as with the cloud service consumer and the cloud service provider,
the cloud service creator can be an organization or a human being.

Typically, the operations staff is responsible for operating a cloud service and will
be closely integrated with the development organization that is developing the
service.

3.1.2 Common Cloud Management Platform

The Common Cloud Management Platform (CCMP) leverages four key design
principles to provide a complete service management solution for cloud services.

First, the CCMP supports the ability to design cloud services for scale. This is
known as the “Efficiency Principle” and has the primary objective of driving down
costs and time to response by orders of magnitude by leveraging cloud
characteristics such as elasticity, self-service access, and flexible sourcing.

The second principle is known as the “Lightweight Principle” and supports lean
and lightweight service management policies, processes, and procedures. This
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principle allows for standardization in cloud environments to reduce
management costs.

The next design principle that the CCMP leverages is the “Economies-of-Scale”
principle, which maximizes the sharing of management, infrastructure, and
platform components across cloud services. This sharing of components allows
for a reduction in costs and time to market.

Finally, the CCMP leverages the “Genericity Principle” which allows for service
templates to manage service instances generically along their lifecycle. This
generic design of components allows for a single management platform.

These four key design principles are leveraged to create the Operational and
Business support services that make up the Common Cloud Management
Platform.
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Operational Support Services
The Operational Support Services (OSS) module (Figure 3-2) defines the set of
systems management services that may be used by cloud service developers.
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Figure 3-2 OSS architecture

Many of the management domains specified in the OSS can also be
encountered in traditionally managed data centers such as monitoring and event
management, provisioning, and incident and problem management. Although
these management domains are conceptually the same in both traditional and
cloud IT environments, in a cloud architecture these domains can be

implemented in different ways.

Take, for example, incident and problem management. If a physical server fails
in a traditional IT environment, a trouble ticket is opened and assigned to a
systems administrator for manual intervention and resolution. If the problem is
not resolved in the time specified by service level agreements (SLAs), it may be
escalated until it is resolved.
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However, if a physical server fails in a cloud environment, a new virtual machine
or application is automatically brought up on another physical server where
resources are available, without delay. This approach is typically referred to as
“replace versus repair,” based on the assumption that manually repairing things
is often more complex than replacing them. It is this kind of rules-based response
to hardware failure, which allows operation at a much lower cost, that
characterizes service management in the cloud.

Business Support Services

The Business Support Services (BSS) module (Figure 3-3) defines the
capabilities required to enable the business management of one or more specific
managed cloud services.
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Figure 3-3 BSS architecture

Cloud services represent any type of IT capability that is offered by the cloud
service provider to cloud service consumers. Typical categories of cloud services
are infrastructure, platform, software or business process services. In contrast to
traditional IT services, cloud services have attributes associated with cloud
computing, such as a pay-per-use model, self-service acquisition of services,
flexible scaling, and sharing of underlying IT resources. The CCMP is designed
to enable these cloud-specific capabilities through the OSS, while handling the
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ongoing management of all of the provider’s cloud service instances. The BSS is
responsible for handling all business-relevant aspects of a cloud service.

For example, the billing service component of the BSS must be capable of
performing billing for the consumption of virtual machine resources, a
multi-tenancy capable middleware platform (platform as a service) and a
multi-tenancy application such as collaboration or customer relationship
management (software as a service).

Other components of the BSS address service management and automation at
the user interface level. These capabilities include a user-friendly self-service
interface and service offering catalog through which consumers select,
configure, arrange payment for and discontinue cloud services.

The BSS delivers the functions required to operate a self-service cloud business.
These include automated, rules-based execution of pricing, contracts and
agreements, invoicing, clearing and settlement. The BSS also provides business
management capabilities, including offering, customer, subscriber, order,
fulfillment and entitlement management. This enables the business side of the
cloud services paradigm.

3.2 Mapping IBM products to the CCMP

The IBM Cloud Service Management Platform provides business and
operational support services for the CCMP. In this section we discuss how IBM
products map to the components in the CCMP, including:

» Solutions supporting the Operational Support Services
» Solutions supporting the Business Support Services
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The product mapping is shown in Figure 3-4.
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Figure 3-4 Cloud architecture-to-solution mapping

3.2.1 Solutions supporting the BSS

48

There are two Tivoli products that support the BSS, Tivoli Service Request
Manager® for Service Providers and Tivoli Usage and Accounting. Together
these products provide the BSS functions as defined in the Cloud Service
Management Platform.

Tivoli Service Request Manager for Service Providers

Tivoli Service Request Manager for Service Providers helps service providers
provide service delivery capabilities for multiple customers in a single deployed
instance. This product includes the following key features:

» Reduces TCO by leveraging a single deployed instance to manage multiple
customers
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» Improves efficiency of service delivery with automatic notification and
automatic assignments

» Manages multiple customers in many physical locations and provide unique
customer agreements and rules to define entitlement of services and pricing

» Provides detailed and accurate billing with a review and approval cycle
For more information visit:

http://www-01.ibm.com/software/tivoli/products/service-request-manager-
sp/index.html

IBM SmartCloud Cost Management

IBM SmartCloud Cost Management, previously known as Tivoli Usage and
Account Manager, accurately assesses shared computing resource usage. This
allows organizations to understand their costs by tracking, allocating, and
invoicing by department or user.

This product includes the following key features:

» Collect, analyze, and bill based on usage and costs of shared Microsoft
Windows, UNIX, Linux, IBM i5/0S™ and VMware computing resources

» Deliver detailed information and reports about the intricate use of shared
resources while masking the underlying complexity

» Transform raw IT data into business information for cost allocation that spans
business units, cost centers, applications, and users

» Consolidate a wide variety of usage data with Data Collectors and a powerful
“business rules-driven” capability

» Automate daily cloud and non-cloud collection and billing operations for easy
administration

For more information visit:

http://www-01.7bm.com/software/tivoli/products/usage-accounting/

3.2.2 Solutions supporting the OSS
The CCMP is supported by multiple Tivoli products, each providing a different
solution for functions in the OSS.

» Change and Configuration Management Database and Tivoli Application
Dependency Discovery Manager

» Tivoli Provisioning Manager
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» Tivoli Service Level Advisor and Tivoli Netcool Service Quality Manager
» Tivoli Asset manager for IT

» VMControl and Tivoli Productivity Center

» Tivoli Service Automation Manager

Tivoli Change and Configuration Management Database

Tivoli Change and Configuration Management Database provides automated
impact analysis and enables the quickest access to critical data that might cause
outages due to change. This product includes the following key features:

» Workflow-driven change processes, which reduce costs by making it quick to
process a change, and reduce risk by planning and communicating the
change before it actually occurs.

» Blackout periods identify critical business periods when outages are
expensive. Blackout periods can be restricted or locked down for maximum
flexibility.

» Multi-customer enablement or Service Provider support change and
configuration management for multiple customers in a single deployment.

» Configuration management database accuracy, which is ensured through
complete audit and remediation processes that are ready for immediate use.

» Visualization tooling, which allows for topology viewing, process progress
maps, and work plan maps that maximize user productivity.

» Workbench, which enables drag-and-drop definition of authorized
configuration item space, thereby reducing time to value.

Tivoli Change and Configuration Management Database has been included into
a suite of products, delivered as the IBM SmartCloud Control Desk.
For more information visit:

http://www-01.ibm.com/software/tivoli/products/smartcloud-controldesk/
Tivoli Application Dependency Discovery Manager

Tivoli Application Dependency Discovery Manager delivers automated discovery
and configuration tracking capabilities to build application maps and provide
real-time visibility into application complexity. The features of this product enable
organizations to:

» Understand the structure of interdependent and complex applications

» Rapidly isolate configuration-related application problems, which reduces
troubleshooting time from hours and days to minutes
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» Better understand the impact of component-level events to sort issues based
on application and service impact

» More effectively plan change so that application upgrades and deployments
can occur without disruptions

» Create a shared topological definition of applications for use by other
management applications, such as service level managers and provisioning
tools

For more information:

http://www-01.ibm.com/software/tivoli/products/taddm/

Tivoli Provisioning Manager

Tivoli Provisioning Manager helps organizations optimize efficiency, accuracy,
and service delivery by automating useful practices for data center provisioning
activities, as listed here:

» Help automate best practices for common data center provisioning activities
in support of change and release management processes, thereby helping to
optimize efficiency, accuracy, and service delivery

» Discover and track data center resources to enable highly accurate server
provisioning and software deployments

» Create thousands of virtual machines simultaneously

» Facilitate efforts to consistently follow an organization’s own policies and
preferred configurations, in support of corporate and regulatory compliance
efforts

» Automatically provision software and configurations to Microsoft Windows
servers and clients, and to Linux and UNIX servers

» Help optimize availability by maintaining configurations and managing
changes to resources

For more information visit:

http://www-01.ibm.com/software/tivoli/products/prov-mgr/

Tivoli Service Level Advisor and Tivoli Netcool Service Quality
Manager

Tivoli Service Level Advisor predicts when service level agreement violations are
likely to occur, and then takes corrective actions to avoid an SLA violation.

» It enables organizations to define SLAs easily using an SLA wizard, and
provide SLA evaluations as often as hourly.
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» It utilizes a trend analysis algorithm that enables organizations to take a
proactive approach to service level management.

» It integrates with the Tivoli Data Warehouse to consolidate and report on
systems management data.

» It provides enablement of mainframe and multivendor distributed systems
management data for true end-to-end service level management.

For more information visit:
http://www-01.ibm.com/software/tivoli/products/service-level-advisor/

Tivoli Netcool Service Quality Manager combines service level agreement and
service quality management to help manage telecommunications service quality.
It does this by providing end-to-end views of a service to help service providers
understand quality of service from a customer’s perspective, with the following
key features:

» Monitoring and improving the quality of each customer experience, resulting
in more effective customer care and increased customer satisfaction

» Responding to network issues based on corporate directives such as
revenue, profitability, service, and customer impact

» Providing product differentiation to your enterprise sales team by offering
guaranteed SLAs to attract and retain high-value enterprise customers

» Enabling the successful, rapid introduction of new services that you can offer
with confidence in their service quality

» Identifiying high-priority problems quickly and accurately with powerful
root-cause and impact analysis

» Offering comprehensive data collection capabilities and extensive
pre-established service models with full key quality indicator (KQI) and key
performance indicator (KPI) mapping and reporting

For more information visit:

http://www-01.ibm.com/software/tivoli/products/netcool-service-quality-
mgr/

Tivoli Asset Manager for IT

Tivoli Asset Manager for IT enables effective management of the IT asset
lifecycle to lower cost, mitigate license compliance risk, and better align IT with
business goals with the following key features:

» Optimizing software licenses and reducing the likelihood of overbuying and
fines due to under-licensing
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Helping to control the cost of IT assets with a single solution that tracks and
manages your hardware, software, and related information throughout their
lifecycles.

Optimizing IT asset utilization and IT service levels: deploy not more, not less

Closely aligning IT with business requirements through IT asset cost and
usage information

Reducing time, cost, and risk associated with compliance audits through
comprehensive software license management

Relevant vendor, contract, lease, warranty and license data minimizes
procurement and maintenance expenses and can help negotiate contract
renewals

Improving service desk quality and incident resolution time with accurate IT
asset information

Tivoli Asset Manager for IT has been included into a suite of products, delivered
as the IBM SmartCloud Control Desk.

For more information visit:

http://www-01.ibm.com/software/tivoli/products/smartcioud-controldesk/

VMControl and Tivoli Productivity Center

VMControl is a IBM Systems Director plug-in that decreases infrastructure costs
and improves service levels by providing complete virtual server lifecycle
management with the following key features:

>

Brings together physical and virtual management into a single interface to
reduce complexity.

Offers unmatched cross-platform and cross-operating system management,
which helps improve service delivery by eliminating isolated silos of
virtualization in heterogeneous environments.

Provides faster time-to-value and greater business agility through simplified
virtualization management that allows more effective utilization of virtualized
resources.

Establishes repeatable accuracy and consistency through automation.

Reduces operational and infrastructure costs through increased efficiency
and resource utilization.

For more information visit:

http://www-03.1ibm.com/systems/software/director/vmcontrol/index.html
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Tivoli Productivity Center provides storage infrastructure management tools that
can help improve time to value and reduce the complexity of managing storage
environments by centralizing, simplifying and automating storage management
with the following key features:

» Providing comprehensive visibility and helping centralize the management of
an organization’s heterogeneous storage infrastructure from a single interface
using role-based administration and single sign-on

» Delivering common services for simple configuration and consistent
operations across host, fabric, and storage systems

» Managing performance and connectivity from the host file system to the
physical disk, including in-depth performance monitoring and analysis of the
SAN fabric

» Supporting an organization’s virtualization initiatives by providing insights into
data usage that will help to dynamically move data across alternate tiers of
storage

» Managing the capacity utilization and availability of storage systems, file
systems, and databases

» Monitoring, managing, and controlling (zone) SAN fabric components

» Automating capacity provisioning of file systems

» Monitoring and tracking the performance of SAN-attached SMI-S compliant
storage devices

For more information visit:

http://www-03.ibm.com/systems/storage/software/center/

Tivoli Service Automation Manager

Tivoli Service Automation Manager provides users the ability to request, deploy,
monitor, and manage cloud computing services through traceable approval
processes, with the following key features:

» Lower cost of service delivery through automation and reduced skill
requirements

» Deploy IT services faster to meet the increased need for development, test,
preproduction, and production systems

» Deliver a higher degree of standardization and automation for deployment
and management of IT services, and reserve skilled IT staff member time for
other, higher-value tasks

» Provide traceable processes and approval routings to serve as audit trails,
and integrate with process governance
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» Offer an integrated management capability that addresses the lifecycle
changes of a cloud service

» Provide adaptable and automated preferred practices for building and
managing IT infrastructures

For more information visit:

http://www-01.1ibm.com/software/tivoli/products/service-auto-mgr/

3.3 Cloud Service Management Platform for Hybrid
Cloud

This section describes the Cloud Service Management Platform components
that are enhanced for Hybrid Cloud environments:

» Updated components to support Hybrid Cloud
» New components to support Hybrid Cloud
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Figure 3-5 shows these components and illustrates how they map to IBM
products.
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Figure 3-5 Hybrid Cloud Enhanced Service Management Platform

3.3.1 Updated components to support Hybrid Cloud

For Hybrid Cloud environments, the BSS Offering Management and Service
Offering Catalog components are updated to support services that are offered
both in private and public clouds.

In the OSS, the Service Delivery Catalog, Service Request, Provisioning, Service
Templates and Service Automation Management components are updated to
support the Hybrid Cloud environment.

These updates allow the same CCMP to extend from the private cloud space to
the Hybrid Cloud space. These changes to the BSS and OSS, in conjunction with
the new Policy Management and Policy Enforcement components for the cloud
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service providers, allow for a seamless experience for the cloud service
consumer.

3.3.2 New components to support Hybrid Cloud

Two new components, Policy Enforcement and Policy Management, are added
to the BSS to support Hybrid Cloud.

Policy Management allows for a workload policy to be set for a given cloud
service. For example, if a client wants a particular cloud service to never run
higher than 75 percent CPU utilization, the client can set a policy for that in the
Hybrid Cloud environment leveraging the BSS Policy Management features.

Next, that policy of never allowing a cloud service to use more than 75 percent
CPU utilization needs a mechanism for enforcement. The Policy Enforcement
component is added to the BSS to allow the enforcement of policies set in policy
management. In this example, Policy Enforcement will add additional machines
to a cloud service to keep CPU utilization below 75 percent so the cloud service
stays within the policies set by Policy Management.
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Part 2

Usage scenarios

Integrating applications across clouds can introduce unique management
challenges. The Service Management Extensions for Hybrid Cloud provide the
necessary features that allow companies to integrate the monitoring,
provisioning, events handling, and automating of service environments located
across clouds, both on and off premises.

In this part we introduce the Service Management Extensions for Hybrid Cloud
and focus on the features it provides. The following chapters are included:

Chapter 4, “Monitoring scenario” on page 61

Chapter 5, “Provisioning scenario” on page 93

Chapter 6, “Directory Synchronization scenario” on page 153

Chapter 7, “Workload Governance and Management scenario” on page 173

vVvyYyy
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Monitoring scenario

In Chapter 2, “Integrating cloud solutions with Cast Iron” on page 15, a scenario
is introduced based on a fictional, large transnational retail company called IBM
Redbooks Store with 1000 stores. This company acquires another retail
company with 100 stores to add to its portfolio of products.

In this chapter we detail the monitoring portion of that scenario (2.9.2,
“Monitoring” on page 35). The company plans to use its Tivoli Monitoring system
to monitor CPU use to accommodate the additional capacity needed in the
months of October, November, and December.

In this chapter we discuss the following topics:

>

»

»

Monitoring scenario overview
Installation and configuration
Verifying the installation

Running a CPU monitoring test for the Workload Governance and
Management scenario

Lessons learned
Preferred practices
Summary
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4.1 Monitoring scenario overview

62

The main objective of the monitoring scenario is to provide the ability to monitor
servers deployed in the public clouds using an on-premise deployment of IBM
Tivoli Monitoring. Virtual machines in the cloud are monitored and results are
displayed along with the on-premise machines.

Monitoring in a hybrid cloud environment serves the same purposes as it does in
the traditional enterprise: administrators can monitor availability, resource usage,
problems, and service-level compliance. In addition to visibility, monitoring
provides automation and notification capabilities.

Monitoring has a special importance in a hybrid environment. When the
computing environment capacity can dynamically increase or decrease,
administrators need visibility. Increased capacity and performance are balanced
against increased cost. At one extreme, a solution is too costly if utilization is low.
At the other extreme, performance can suffer if the resources are insufficient.
Administrators need visibility and usage data to make decisions about the
right-sized environment for their needs.

The Monitoring scenario utilizes extensions to IBM Tivoli Monitoring (ITM),
providing the ability to monitor servers within IBM SmartCloud and Amazon EC2.
In the example shown in Figure 4-1 on page 63, IBM SmartCloud is used.
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IBM SmartCloud

_ Cast Iron
Appliance

1T i :
Dashboard | N ©

)

Public Cloud

|

On-Premise Public
: Clouds

Figure 4-1 Monitoring scenario at a glance

IBM Tivoli Monitoring resides on premise. A cloud gateway agent is installed and
configured. It allows traffic to pass through a firewall. Agents are deployed onto
the virtual machines in the cloud.

In this scenario, the IBM Redbooks store experiences peak seasonal usage each
year in October through December. The system is designed to provision into the
cloud for peak needs. The requirement is that both the machines in the cloud and
the on-premise machines need to be monitored. In particular, the CPU usage of
the cloud machines are monitored to detect high utilitization rates. High utilization
rates trigger alerts that can be automated to provision additional resources. The
key role monitoring plays is to detect when the elastic cloud needs expand.
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4.2 Installation and configuration

This section describes how to set up the monitoring scenario. It does not address
the full installation of the products. Only the installation steps that are relevant for
the integration monitoring scenario are discussed.

4.2.1 Install Service Management Extensions for Hybrid Cloud
plug-ins

This section explains the high level steps needed to install the Service
Management Extensions for Hybrid Cloud plug-ins. Plug-ins add the integration
capabilities needed to pass control and data between the monitoring server that
is on premise and the agents in the cloud.

1. The WebSphere Cast Iron integration appliance must be at revision level
6.1.0.2 or higher. To verify the revision level, log on the Web Management
Console using a supported browser. Use the management IP address for the
integration appliance.

http://CIname/10gin/
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2. From the Web Management Console, select System and verify the operating

system level as shown in Figure 4-2.

@ WebSphere Cast Iron web management console - Mozilla Firefox: IEM Edition

@ - 72y | @ http://10.7.28.200/
£, Most Visited || IBM | IBM
| @ WebSphere Cast Iron web manag... X | | | IBM Tiveli Monitoring HTTP Server x| ==

@g WebSphere Cast Iron web management console

Home System Summary
Repository Model Castlron vA3000, Revision A
Logs Version [ Cast lron Operating System 6.1.-12.-3000}!"10” Oct 17 12:38:38 UTC 2011)
Security Serial Number VMWYF7VDEMEP4XSIK
Network Upgrade Operating System  Update Connector Libraries
Upgrade
Staging DB

Hardware Status

Commands

Figure 4-2 System summary in the Web Management Console

3. Log on to the WebSphere Cast Iron Design Console at:
http://CIname/express/

Clname is the host name or management IP address of the WebSphere Cast

Iron integration appliance. The default values are:

— Username: admin
— Password: 'n0r1t5@C
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4. Click the user name in the top right corner of the WebSphere Cast Iron
Design Console application window (Administrator in Figure 4-3).

8 WebSphere Castlronweb ... * | &3 WehSphere Cast Iron Expr... x

Cast Iron Design Console Home Integrations Welcorme hack Administrator
Manage Bundles .
Install new bundies, and upgrade ar remove existing Activity Feed

bundles All Activity 0 Integration Activity 0 Alerts 0

Mo recent activity
0-0of0 Page Previous | Mesxt

Figure 4-3 WebSphere Cast Iron Design Console

5. From the drop-down menu, select Manage Bundles from the list or in the
Cast Iron Design Console window, then click Manage Bundles on the left
navigation panel to open the panel shown in Figure 4-4. Then click Instali
New Bundle.

Cast Iron DESign Console Home T lhtegrations

b

Browse.. Install Hew Bundie

Bundle Hame Yersion « Vendor Licence Install Date

Mo installed hundles found.

Figure 4-4 Manage bundles

6. Click Browse and select a .brcypt bundle file (Figure 4-5 on page 67). Notice
there are different bundles for a physical or virtual WebSphere Cast Iron
Appliance.

Install the monitoring-bundle_virtual.bcrypt plug-in file if you are using the
virtual appliance, WebSphere Cast Iron Hypervisor Edition.

Install the monitoring-bundle_physical.bcrypt plug-in file if you are using the
physical hardware appliance, WebSphere DataPower Cast Iron Appliance
XH40.
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Then click the Upload button. In this scenario, the hypervisor edition is used.

(3 File Upload
@Ov| | = software ¢ hybridCloud?7210 v hybridCloud?210 v appliance
Organize ~ New folder
L Favorites Name Date modified
M Desktop monitoring-bundle_physical berypt 10/7/2011 5:58 AM
i Downloads monitoring-bundle_virtual berypt 10/7/2011 5:58 AM
< Recent Places provisioning-bundle_physical.berypt 10/7/2011 5:58 AM
2 provisioning-bundle_virtual bcrypt 104772011 5:58 AM
- Libraries tdi-bundle_physical berypt 10/7/2011 5:59 Al
-+ Documents tdi-bundle_virtual berypt 104772011 5:59 AM
d Music
= Pictures -
% Videos

Figure 4-5 Manage bundles installation list

7. Click Install New Bundle (Figure 4-6).

Cast Iron DESign CO“SOle Home \lntegrations

.

ClzofwareibwbridClou | Browse.. ! Install New Bundie

Bundle Hame Varsion = Vendor Licence Install Date

Iewe Bundle 100%

Figure 4-6 Install the new bundle

8. The License Agreement is displayed. To install the plug-in, select Accept.
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9. Verify that the installation was successful (Figure 4-7) and click OK.

Information

ﬂ Installation of "ibrm-Monitoring-7.2.1.0" succeeded
Ay

Figure 4-7 Checking the installation status

10. Figure 4-8 shows that the Service Management Extensions for Hybrid Cloud
monitoring plug-in was successfully installed.

Cast Iron DESign Console Home Integrations

F

| Browse. Install New Bundle

Bundle Hame WVersion « Vendor Licence Install Date

Monitoring 7210 ibm B 2012-03-01 21:54:45

Figure 4-8 Version, date, and time of successful installation monitoring plug-in

4.2.2 Install IBM Cloud Gateway Agent on IBM SmartCloud Enterprise

This section explains the function of the IBM Tivoli Monitoring Cloud Gateway
Agent and its installation.

The IBM Tivoli Monitoring Cloud Gateway Agent acts as a proxy for the Tivoli
Enterprise Monitoring Server and listens for connections from the enterprise into
the cloud. The Cloud Gateway Agent integrates the resource metrics for other
cloud agents. This agent is required for the monitoring and workload governance
scenarios.

68 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



In this scenario, the IBM SmartCloud is used. An account on the cloud system is
a prerequisite.

To install the Cloud Gateway Agent, follow these steps:

1. Create an instance of an image in the IBM SmartCloud Enterprise.

For more information, see the IBM SmartCloud Enterprise User's Guide at
https://www-147.ibm.com/cloud/enterprise/dashboard

IBM SmartCloud

Enterprise

Overview Control panel Account

Sign in

Enter your User ID and password, and click Submit to sign in.

User ID: | | (e.0., joe@us.ibm.com)
Password: | |

° Submit

=+ Register — Forgot password?

Figure 4-9 IBM SmartCloud Enterprise welcome panel

2. Install the Cloud Gateway Agent.

In this step, a Linux Tivoli Monitoring agent in the IBM SmartCloud Enterprise
cloud is installed for use as a gateway:

a. Log on the Linux instance at the IBM SmartCloud Enterprise environment
using the default account idcuser.

b. Start a root shell session with the sudo bash command.
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c. Install the Linux Tivoli Monitoring agent into the instance, as described in
http://publib.boulder.ibm.com/infocenter/tivihelp/v15rl/topic/com
.ibm.itm.doc_6.2.2fp2/installation.htm#installation

Example 4-1 shows a typical installation sequence using the ./install.sh
command.

Example 4-1 Installation of the Linux Tivoli Monitoring agent

./install.sh

Enter the name of the IBM Tivoli Monitoring directory
[ default = /opt/IBM/ITM ]:

ITM home directory "/opt/IBM/ITM" already exists.
OK to use it [ 1-yes, 2-no; "1" is default ]?

Select one of the following:

1) Install products to the local host.

2) Install products to depot for remote deployment (requires
TEMS) .

3) Install TEMS support for remote seeding

4) Exit install.

Please enter a valid number: 1
The following products are available for installation:

1) Agentless Monitoring for AIX Operating Systems V06.22.02.00
2) Agentless Monitoring for HP-UX Operating Systems
V06.22.02.00

3) Agentless Monitoring for Linux Operating Systems
V06.22.02.00

4) Agentless Monitoring for Solaris Operating Systems
V06.22.02.00

5) Agentless Monitoring for Windows Operating Systems
V06.22.02.00

6) Monitoring Agent for Linux 0S V06.22.02.00

7) Monitoring Agent for UNIX Logs V06.22.02.00

8) Tivoli Enterprise Services User Interface Extensions
V06.22.02.00

9) Universal Agent V06.22.02.00

10) all of the above
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Type the numbers for the products you want to install, type "b"
to change operating system, or type "q" to quit selection.

If you enter more than one number, separate the numbers by a
comma or a space.

Type your selections here: 6
The following products will be installed:
Monitoring Agent for Linux 0OS V06.22.02.00
Are your selections correct [ 1=Yes, 2=No ; default is "1" ] ?

. installing "Monitoring Agent for Linux 0S V06.22.02.00 for
Linux Intel R2.6 (32 bit)"; please wait.

=> installed "Monitoring Agent for Linux 0S V06.22.02.00 for
Linux Intel R2.6 (32 bit)".

. Initializing component Monitoring Agent for Linux 0S
V06.22.02.00 for Linux Intel R2.6 (32 bit).

. Monitoring Agent for Linux 0S V06.22.02.00 for Linux Intel
R2.6 (32 bit) initialized.

Do you want to install additional products or product support
packages [ 1=Yes, 2=No ; default is "2"] ?

. postprocessing; please wait.

. finished postprocessing.
Installation step complete.

You may now configure any locally installed IBM Tivoli Monitoring
product via the "/opt/IBM/ITM/bin/itmcmd config" command.

3. Configure the Cloud Gateway Agent.

This step will configure the Cloud Gateway Agent in the IBM SmartCloud
Enterprise cloud to connect to the local IBM Tivoli Enterprise Monitoring
Server:

a.

Log on to the Linux IBM SmartCloud Enterprise instance as the default
user idcuser, as described in IBM SmartCloud Enterprise User’s Guide.

Use the sudo bash command to start a shell session as the root user.
Enter the following command:
# /opt/IBM/ITM/bin/itmcmd config —-A 1z
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d. Accept the default values at each prompt, except for the TEMS Host Name
prompt.

When prompted for the TEMS Host Name, enter Tocalhost to ensure that
the configuration remains independent of the actual host name. The agent
connects to itself because it acts as the cloud gateway, and provides
monitoring information about the host where it is installed.

Will this agent connect to a TEMS? [1=YES, 2=No] (Default is: 1):
TEMS Host Name (Default is: vhost1165): localhost

e. Create the /opt/IBM/ITM/gateway directory and change to the gateway
directory using the following commands:

# mkdir /opt/IBM/ITM/gateway
# cd /opt/IBM/ITM/gateway

f. Configure the Cloud Gateway Agent firewall gateway:
i. Create the /opt/IBM/I1TM/gateway/gateway.xml file.
ii. Copy and paste the information shown in Example 4-2 to the file.

Example 4-2 Gateway.xml contents

<tep:gateway xmins:tep="http://xml.schemas.ibm.com/tivoli/tep/kde/" name="sproxy"
threads="32">
<zone name="DMZ2" maxconn="512" error="ignore">
<interface name="uprelay" role="listen">
<l-- Let the on-premises gateway server talk to us over port 10,005. -->
<bind Tocalport="10005"/>
<l--
Ports that we proxy over to the on-premises gateway.
Important: The "service" tag values here must be an exact match with
the services defined in the on-premises side. Keep them in synch.
-
<interface name="serverproxy" role="proxy">
<!-- IP.PIPE Port 1918 is for TEMS, 6014 is for Warehouse Proxy (TDW) -->
<bind localport="1918" service="tems pipe" />
<bind Tocalport="6014" service="whp pipe" />
<bind localport="1918" service="tems pipe" ipversion="6"/>
<bind Tocalport="6014" service="whp_pipe" ipversion="6"/>
<!--IP.SPIPE Port 3660 is for TEMS, 7756 is for Warehouse Proxy (TDW)-->
<bind Tocalport="3660" service="tems spipe" />
<bind Tocalport="7756" service="whp_spipe" />
<bind Tocalport="3660" service="tems spipe" ipversion="6"/>
<bind Tocalport="7756" service="whp_spipe" ipversion="6"/>
</interface>
</interface>
</zone>
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</tep:gateway>

g. Change to the /opt/IBM/ITM/config directory.

# cd /opt/IBM/ITM/config

. Edit the 1z.1ini configuration file. Add or modify the following three

attributes and values:

CTIRA_HEARTBEAT=5
CTIRA_RECONNECT WAIT=5
KDE_GATEWAY=/opt/IBM/ITM/gateway/gateway.xml

CTIRA_HEARTBEAT and CTIRA_RECONNECT_WAIT values are in
minutes. In this case CTIRA_HEARTBEAT=5 indicates five minutes
between heartbeats.

Warning: Modifying these attributes in this way for every agent can
impact performance.

Ensure the firewall ports specified in the gateway.xml file are open.

The gateway.xml file contains a Tocalport attribute. Use this attribute to
specify inbound ports to allow the Cloud Gateway Agent to connect to the
Tivoli Enterprise Monitoring Server. You also need to specify a port of your

choice to connect the Enterprise Gateway Agent to the Cloud Gateway

Agent.

These ports must be open for inbound connections on operating systems

where the agent is installed.

If the Tivoli Enterprise Monitoring Server uses a IP.PIPE connection, open
port 1918 (Tivoli Enterprise Monitoring Server) and port 6014 (Warehouse

Proxy agent). For an IP.SPIPE connection, open port 3660 (Tivoli

Enterprise Monitoring Server) and port 7756 (Warehouse Proxy agent).

You will also need port 10005 opened for inbound connections to enable

the enterprise gateway agent to connect to the cloud gateway agent.

4. Save the image for reuse. You can use this instance as a template to
provision multiple cloud images.

. Start the Cloud Gateway Agent.
To start the IBM Cloud Gateway agent use itmemd command, as follows:

# cd /opt/IBM/ITM/bin

# ./itmcmd agent start 1z

Starting Monitoring Agent for Linux OS ..
Monitoring Agent for Linux 0S started
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6. Configure Cloud Agents to connect to the Cloud Gateway Agent.
a. Use the same process to install the ITM Linux Monitoring Agent.

b. Afterinstallation is complete, using the sudo bash command to start a shell
session as the root user, and run the following command:

# /opt/IBM/ITM/bin/itmcmd config -A 1z

c. Accept all the default value at each prompt except for the TEMS Host
Name prompt.

When prompted for the TEMS Host Name, enter the IP address of the
Cloud Gateway machine. The agent connects to the cloud gateway, which
forwards monitoring information to the TEMS in the private cloud.

Will this agent connect to a TEMS? [1=YES, 2=No] (Default is: 1):
TEMS Host Name (Default is: vhost1165): 170.225.100.145

7. During the Linux IBM Tivoli Monitoring agent install, the
/etc/init.d/ITMAgentsl file is generated. This process enables an autostart
of the Tivoli Monitoring agents as the root user. However, by default, the root
user does not have a login shell in the cloud.

Modifications to the file will be overwritten, and will need to be repeated, if the
/opt/IBM/ITM/bin/itmemd config -A 1z configuration command is executed
again.

To enable the root user to autostart cloud agents, make the following
modifications to the ITMAgents1 file.

The original entry is shown in Example 4-3.

Example 4-3 Original ITMAgents1 commands

start_all()

{

/bin/su — root —c " /opt/IBM/ITM/bin/itmcmd agent start 1z
>/dev/null 2>&1"

}

stop_all()

{

/bin/su — root —c " /opt/IBM/ITM/bin/itmcmd agent stop 1z >/dev/null
2>81"

}

The edited entry is shown in Example 4-4.

Example 4-4 Edited ITMAgents1 commands

start_all()
{
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sudo $CANDLEHOME/bin/itmcmd agent start 1z >/var/log/itmcmd.log 2>&1

}
stop_all()

{

sudo $CANDLEHOME/bin/itmcmd agent stop 1z >/dev/null 2>&1

}

4.2.3 Creating the integration

In this section we explain how to create an integration in the Cast Iron appliance

to monitor Linux on public clouds:
. Log on to the WebSphere Cast Iron Design Console.
2. Select the source and target of the integration:
a. Click Integrations on the main window.
b. Select Tivoli Monitoring Server as the source.
c. Select Off Premise Agent as the target.

Figure 4-10 shows the results.

Castlron Design Console

Create

Fill out basic source and target infarmation belavw, We will find you
any matching templates.

Source

Tivali Monitaring Server -

Targe

Off Premise Agent -

Templates

Tivoli Monitaring Integration Uze @

Cantfind what you're looking for?

Hew Blank Integration

Figure 4-10 Select the source and target of the integration
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d. Click New Blank Integration.

Tip: After installing the monitoring Service Management Extension for
Hybrid Cloud plug-in, if it does not display Tivoli Monitoring Server at
the drop-down box, then refresh your browser.

3. Enter a unique and descriptive name for the integration and save. In this
example, the name is Tivoli Monitoring Server to Off Premise Agent.

B IEM Integrated Service Man.., =

# WebSphere CastIronweb ... = | &2 WehSphere Cast Iron Expr... x

Home  Integrations

Cast Iron Design Console K

Tivall Monitoring Server to Off Premise Agent

1 Source 2 Targe
You have not yet selected any source fields. Please expand and Y e not yet selected any target
complete the target information

complete the source information

Figure 4-11 Unique name for integration
4. Click the Source tab to enter the connection properties for the source; see

Figure 4-12 on page 77.
a. Specify a Name and Hostname (or IP Address)

b. Verify the port configuration and protocol IP.
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Cast Iron DESign Console Home Integrations

s

Tivoli Monitoring Server to Off Fremise Agent

@ Source

Connection Type
Tivoli Monitoring Server -

Existing Connections

~ Details

Name * [l
TEMS Source|

Hostname * (&
192.168.1.104

Port * (i
1018

wWarehouse port © (£
6014

IP.PIPEAP.SPIPE * [i]
ip.pipe -

Connect

Figure 4-12 Source configuration

The default values are:

Port 1918 for TEMS
Port 6014 for ITM Warehouse
Protocol IP is ip.pipe

c. Click Connect to start the connection; see Figure 4-13 on page 78.
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Cast Iron DESign Console Home Integrations

il

Trvoll Monitaring Server to Off Premise Agent

1 Source

CTGHC10291: Cannection

information accepted. OperatiOHS: None selected -

connection bype Available Objects Available Fields

= ¢
Existing Connections -

Tivoli Monitoring Server

~ Details

Hame * (i
TEMS Source

111

Hostname * (&
192.168.1.104

Port * [il
1918

Warehouse port * (&
6014

4| 1l P
Figure 4-13 Source connection accepted

5. Click the Target tab to enter the connection properties for the target of the
integration (Figure 4-14 on page 79):

a. Specify a Name and Hostname (or IP Address).

b. Specify the port number for the outbound connection from the appliance to
the off-premise agent.

c. Click Connect; see Figure 4-14 on page 79.
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Cast Iron DESign Console Home Integrations

rs

Tivoli Monitoring Server to OFf Fremise Agent

©® @ Target
CTGHC1029]: Connection 3
information acceptad. Operatv Hone selected ~
Connection Type & &
]
Off Premise Agent - Available blects

=
Existing Connections

~ Details

Name * (&
Off_Premiss_lz_agent

Hostname * (]

).225.100.14¢
Port * [
10005

Figure 4-14  Target connection accepted

Use the same port: This port must be the same as configured in
gateway.xml on the agent.

<l-- Let the on-premises gateway server talk to us over port 10,005. -->
<bind localport="10005"/>
<!--

Our example is 10005.
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6. Return to the original window and click Save to save the integration
(Figure 4-15).

WebSphere CastIronweb ... = | 5 WehSphere Cast Iron Expr... x

ast Iron Design Console Home Integrations Administrator
Tivali Wonitoring Server to Off Premise Agent Save | | Close
@ Source @ Target
'You have not yet selected any source fields. Please expand and complete You have not yet selected any tarc e expand and complete
the source information the target information

Figure 4-15 Save integration

A message is displayed indicating the integration has been saved
successfully (Figure 4-16).

Information

‘5" Integration "Tivali Monitoring Serser to OFf Pramise Agent”
! 1 successtully saved.

Figure 4-16 Successful integration saved

80 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



7. To start the integration, click the play icon (Figure 4-17).

2 WebSphere Castlronweb .. = & WebSphere Cast Iron Expr... x

Cast Iron Desi n Console Home  Integrations WWelcorme hack Administrator -
g o
=

Create Integrations
Fill out basic source and target infarmation below, e will ind vou | Name + Updated Updated by Status
ar matehing termplates.

TEAM to IBM Compute Cloud March 2, 2012 12:44:34 AM GMT  admin B Running @ x
Source itari

;g’sgt“ﬂ”""””"g Benerto OTFIBMISE | aren 9, 2012 10:28:57 PM GMT  adimin M Stopped B %
Tivoli Monitoring Server -
Target
Off Premise Agent -
Templates
Thali Monitaring Integration Uze @

Can'tfind whatyou're [ooking far?

New Blank Integration

Figure 4-17 Start integration

8. Verify that the integration is running successfully (Figure 4-18).

Integrations

Name & Updated Updated by Status

IT20 Tivoli Monitoring Server to Off

Premise Agent March 14, 2012 1:46:22 PM GMT andre = Running @ X

Figure 4-18 Integration started successfully

4.3 Verifying the installation

Perform the following steps to check monitoring status at server on the IBM
SmartCloud Enterprise.

4.3.1 Log in to IBM Tivoli Monitoring

There are several ways to connect to IBM Tivoli Monitoring. In this example we
use the web application.

1. Open the Tivoli Enterprise Portal Web page:
http://TEP address:1920///cnp/kdh/1ib/cnp.htm]
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2. Use your login and password to connect, as shown in Figure 4-19.

| Tivoli Enterprise Portal@

7.28.152: 1920/ fcrpfldhylibfcrp. Rl

Tivoli.| Enterprise Portal

TEF server: 10.7.28.152

Logonim: [ ]
Passwors [ ]

Figure 4-19 TEP Login panel
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4.3.2 Verifying the new Linux agent is shown in dashboard

Figure 4-20 shows the Tivoli Enterprise Portal dashboard before the monitoring
integration has been started.

Firefox ~

: J Enterprise Status | +

= [} 10.7.28.152:1920{/jcnpfkdhlibjcnp. himl?- 1021 A=R OO TE-S001=MOPHYSICALE:- 1 2006=S7SADMINE- 10

File Edit “iew Help

Al BASBADEH NS

dug
= | [ situation Event Con

It Gewlprysical Qllooasnl

E Severity | Status
= E] Linux Systermns 7 Open
wm100
i wn182168080130

2 Physical ﬂ

-

|ﬁ Open Situation Counts - Last 24 Hours s 2. 0D.BH.8.% ||| ] My Acknowledged
Figure 4-20 Initial TEP dashboard

Chapter 4. Monitoring scenario 83



After the integration is up and running, the SmartCloud Enterprise Linux agent
appears in the Tivoli Enterprise Portal; see Figure 4-21.

:J Enterprise Status | + |

= [} 10.7.28.152:1920{/}crpfkdhlbicnp. HimlE- 1021 A=ROOTE- 5001 =MOPHYSICALE:- 120

File Edit “iew Help

tH HASEADE NS

| Havigator

B’ Wi ey |thsica|

= [Enterprise

B Linux Systems _ﬁé;
& Heizoo
LH vhost1165 <@—
& w100
LH wn182168080130 .

=g Physical |

Open Situation Counts - Last 24 Hours sz M-Bo0o% El !

E || Se
Figure 4-21 TEP Dashboard after integration

4.3.3 Verifying the monitoring scenario is working

Perform the following steps to create a situation monitoring test:

1. On the IBM Tivoli Monitoring dashboard, create a situation. A situation raises
an alert when the monitored condition occurs. Situations can be used to alert
operations staff, but they can also be forwarded to an event handler to trigger

automated responses.
Using the right-click button, click the Linux server icon and select situations
to open the situation editor.

2. Click the second icon at the top of the window to create a new situation.
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3. To verify that monitoring is working properly, create a ping test situation. This
situation, shown in Figure 4-22, raises an alert if the ping process is not
running on the monitored agent.

A situations for - vhost1165

O8> | Jﬁ\?FormuIa| LH Distribution | @) ExpertAdvice | 57 Action
LE vhost1 165
[A[Cinux_Imso_ping Marme

Linux 05

Linux_ITS0_ping

~Description

Testfor ITSO Residency

Farmula
S
Process |
comrmand Marme
1 4 ==1{"ping")
1 2
3

— |

Process Command Name The name of the process comir
alphanurmeric text string, with a maxirmum length of 32 char

Figure 4-22 Ping test situation
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4. Apply the situation and check the ITM dashboard. On the monitored system,
verify that the ping process does not exist. Then verify that an alert is
triggered as shown in Figure 4-23.

[ ivhost116s | + |

-

& 71 10.7.28.152:1920)}{cnpikdhylibjcnp. heml?- 1021 A=NODER:-5001=MOPHYSICALE- 1 2006=51 SADMING- 10105=7d074c99@vhost 1 1 6582400

i |Physica|

il Enterprise This workspace has
= B Linux Systems
HC1200 This is the default workspace for this MNavigator ite
Fl—| | S T ToC RTEaP TR =7= I d ST =Lt L=t MR P=TT ] 1L noont
g
g @ Ccritical
_ﬁ Linux ITS0 ping vhostll65:Lz 03/14/12 10:49:29 ping b
il
KFWITMT01] Select workspace link button to view situation event results.
£
o
= Physical | Dohe

Figure 4-23 Dashboard after enable ping situation

5. This test verifies that the integration between IBM Tivoli Monitoring and
WebSphere Cast Iron is up and running. Just to double-check, create the ping
process by running ping on the monitored system as shown in Figure 4-24.

[root@vhostll65 bin]# ping www.redbooks.ibm.com

PING dispsd-45-redbk.boulder.ibm.com (170.225.15.45) 56(84) bytes of data.
&4 bytes from 170.225.15.45: icmp seq=1 ttl=242 time=7.75 ms

&4 bytes from 170.225.15.45: icmp seq=2 ttl=242 time=7.53 ms

64 bytes from 170.225.15.45: icmp seq=3 ttl=242 time=7.85 ms

64 bytes from 170.225.15.45: icmp segq=4 ttl=242 time=7.85 ms

Figure 4-24  Ping process running

86 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



6. Close the existing alert so the dashboard now looks like Figure 4-25.

File Edit View Help

#H | HEASDAUE | NOFEY LAECHENENEs @@ L0 | 3
¢l Havigator 2 M B | |E] situation Event Console s 20D B B %

E View: [Physical Al |leoacand® | @ @ ® | Q| 00 cactve) | Total Events: 7 | ttem Fitter: Enterprise
M Severity Qwmer Situation Mame Display ltem Source Impact

= B Linux Systems & Critical Linux_Pracess_stopped | iwersion_util | HCI200:.LZ [ Process ~| 03

HCIzo0 Z Critical Linux_Process_stopped | maestro.sh HGl200:L2 [ Process ~ 03

G vhost1185 7 & Critical Linux_Process_stopped | wme.sh HC1200 L7 ] Process RIE

2| vm100 z % Critical Linux_Process_stopped | derbyserver.sh | HCIZ00LZ LI Process RIE

] vn192168080130 z % Critical Linux_Process_stopped | fed_sync HCI200 L7 LI Process - 03

% Critical Linux_Process_stopped | ironhide HCI1200:LZ Q Process > 03

Critical Linux_Systern_Thrashing Wi 00:LZ Q System Infarmation ~| 03]

=& Physical 4 | b

[0 open Situation Counts - Last 24 Hours 4 2 [0 B 0O % |[7]Myacknowledged Events 3 DB O %

3 Severw‘ Status ‘ Owner‘ Namel Display ltem ‘ Source ‘ Impacl‘ Opened ‘ Local Timestamp ‘ Type ‘ UU\Dl Node ‘ Reference ID

oo @. / /

Linux_System_Thrashing

Ui Prisiess, ginpped) Message L s T 0 B O x
Linuc_Process_High_Cpu: Status ‘ Name Display ftem Origin Node Glokal Timestarnp | Local Timestarp
Ocount
Linux_ITSO_ping [#] Closed Linux_ITSO_ping ping whiost! 16512 0314112 10:52:28 | 03M14M210:52:28 TE;I
Linw¢_High_Zombies [ Closed | *STATUS_UNKNOWN whost 165:LZ vhi |
Linux_High_CPU_Overload NN IS NN N [#] Closed FETATUS_UNKNOWK whostl 165:L2 whe
S '8 & 8 B 2 5 2 Zl ninsed [ *OTATIIS |IMKNOWR whnet 1RA| 7 -
= 2 8 3 8 3 i |
g8 B
I

”@ Hub Time: Wed, 0301 4/2012 10:54 A 0 erver Avallable Enterprise Status - 10.7.28.152 - SYSADMIN ‘

Figure 4-25 Dashboard after ping process start

7. Check the message log to verify the alert status is closed (Figure 4-26).

7] My Acknowledged Events S ¥ O H O %

Severiw| Status | Ownerl MHarme | Display tem | Source | Impactl Cpened | Laocal Timestamp | Type | LD | Mode | Feference D |

Message Log S ¥ 0 H O =
Status Hame Display tem Qrigin Mode Global Timestamp | Local Timestamp

__7_| Cloged Linux_ITSO_ping ping vhostl165.LZ 03142 10:82:28 | 03M14M1210:52:28 TE;I

¥| Closed FETATUS_URKNOWN vhost! 165 L7 whi

Closed FETATUS _LURKMNOWN vhost! 165 L7 ki

l?l rincad *OTATIIS | IRKR ORI whnst 1RA1 7 1Lh -

Figure 4-26 Close alert status

Another situation alert will not be shown until you stop the ping process.
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4.4 Running a CPU monitoring test for the Workload
Governance and Management scenario

As part of Workload Governance and Management scenario, CPU monitoring is
used to start the provisioning at the SmartCloud Environment. The concept is to
detect high CPU usage and automatically respond to it by provisioning another
virtual machine to handle the load. This section describes how to configure CPU
monitoring to detect high usage.

First create the situation by selecting System CPU Percent and choosing the
threshold value to generate the alert. In this example, the threshold is higher
than 50. The situation is shown in Figure 4-27.

B situations for - vhost1165

*i P IT =
0D J Jfie Formula || G Distribution | @) Expertadvice || 57 action | © unti
IZE vhost1 165 T R
= [ Linux 0g Mame

(A [Cinw_ITS0_CPU Linw IT50_CPU

[ Linw_ITSO_pina

Linw_ITSO_CPU | Description
| |50 cPu Monitoring

Farmula

£

| systern cPU
(Fercent)

== 50.00

i
L] 2 4‘
3

Situation formula editor

Situation Formula Capacity | 3% Add conditions... Advanced

i Saund State
Sampling interval

lj!’j:lﬂilﬂﬂ [1 Enable critical way m

Figure 4-27 CPU monitoring situation

To test this situation, you can create a stress test on the Linux agent that will
consume more than 50 percent of the available CPU. Alternatively, just to test
the situation, you can monitor for a much lower threshold. After verifying the
situation, raise the threshold to the desired level.
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When a situation is triggered, IBM Tivoli Monitoring can be configured to respond
automatically. In a production system, you would not react to a single spike in
usage as shown in this example. IBM Tivoli Monitoring can be configured to react
to trends rather than to transient behavior.

When high CPU usage is detected, the situation can be forward to Omnibus for
further action. See Chapter 5, “Provisioning scenario” on page 93 for information
about how to configure the response to the alert.

4.5 Lessons learned

This section discusses various lessons learned by the authors while setting up
this scenario:

» After installing the extension plug-in, reload the browser.
» The log files are useful for diagnostics:

a. To access log files from the WebSphere Cast Iron integration appliance
using the Web Management Console, select System > Commands >
Download postmortem (Figure 4-28).

b. Select Go and then Download.

-

(2 WebSphere Cast Iron web managem...

1

r._"F.! WebSphere Cast Iron web management console
A/

Home
Repository
Logs
Security
Metworl
System
Upgrade

Staging DB

Hardware Status

Commands

System Commands
Commands to perform Integration Appliance management tasks.

Choose the command to execute, then click Go.

| Download postmartem ¥ Go

Generates and downloads a postmortem file to the location you specify.

This is equivalent to the CLI commands 'debug postmortem generate fulllogs' and 'debug postmartem export'.

Figure 4-28 Command to download log files from integration appliance

c. Save the file (Figure 4-29 on page 90).
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Cpening postmartem_all.tar.gz Iﬁ

You have chosen to open

|_| postmortem_all.tar.gz
which is a: gzip
from: http://10.7.28.200

What should Firefox do with this file?

"I Open with Browse...

@ Save File

[7] Do this automatically for files like this from now on.

0K J | Eﬂcel T

Figure 4-29 All log files from WebSphere Cast Iron integration appliance

d. The resulting file is postmortem all.tar.gz. Uncompress this file.
The postmortem directory has three subdirectories:

— usr:
— var:
— wip: This directory has installation log files for the plug-ins.

The postmortem/var/Tog directory includes wmc.out, which can be helpful in
finding connection problems (Figure 4-30).

integTEMZPort3tatus value 1s :not connected
integWHPFPOrt3tatus wvalue 13 :not connected
tlooos integbowntream3tatus value 1s :3YN_SENT

Figure 4-30 Example diagnostic information from wmec.out file

The postmortem\wip\omniapps\plugins\install\ibm directory has the
following files and folders that you might find useful:

— M9: monitoring plug-in

postmortem\wip\omniapps\plugins\install\ibm\M9\7.2.1.0\runtime\IT
M\gateway\gateway.xml

— provisioningplugin: provisioning plug-in

— tdi: Tivoli Directory Integrator
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» On the WebSphere Cast Iron integration appliance, use the netspect

>

command to diagnose problems, as shown in Figure 4-31.

c1-192-168-1- 128/Standalone= netspect ping host 170.225.100.145

Pinging host 170.225.100.145 ...

PING 170.225.100.145 (170.225.100.145) 56(84) bytes of data.
64 bytes from 170.225.100.145: 1cmp_seq=1 ttl=128 time=71.9 ms
64 bytes from 170.225.100.145: i1cmp_seq=2 ttl=128 time=73.0 ms
64 bytes from 170.225.100.145: 1cmp_seq=3 ttl=128 time=71.4 ms
64 bytes from 170.225.100.145: 1cmp_seq=4 ttl=128 time=70.9 ms

- 170.225.100.145 ping statistics ---
4 packets transmitted, 4 received, 0% packet loss, time 3015ms
rtt min/avg/max/mdev = 70.904/71.837/73.0290/0.809 ms

Figure 4-31 Using the netspect command

On the virtual machine, the netstat -an command helps identify port issues.

4.6 Preferred practices

This section discusses preferred practices for the monitoring plug-in.

»

When choosing a name for a new integration, choose a unique and
descriptive name.

Identify necessary ports and make sure they are not being blocked by
firewalls. Document which ports you are using, especially if you choose to
change default values. Identify any network address translation (NAT) issues
which impacts the addressing and plan for them.

Identify any dependencies between the monitoring and other scenarios. For
example, if provisioning new virtual machines, what are the monitored
conditions that are to be reported to trigger provisioning? The criterion of
50 percent CPU utilization in this example is probably not adequate for a
production system.

Save and reuse virtual machines that have been properly configured.

If you are planning to run many agents simultaneously, be aware that
heartbeat and timeout values can impact performance. In the 1z.1ini file, the
CITIRA_HEARTBEAT and CTIRA_RECONNECT_WAIT values may need to
be tuned in systems with many agents.
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4.7 Summary

In this chapter, the monitoring plug-in was installed and configured on the
WebSphere Cast Iron integration appliance. A gateway agent was deployed to
facilitate communication between the monitoring server on premises and the
virtual machine operating system agents in the cloud.

A situation was created to verify that virtual machines in the cloud can be
monitored on the same TEMS as local hosts.

The next step is to create a monitor to detect peak usage so corrective action can
be taken.
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Provisioning scenario

In this chapter we detail the Provisioning scenario of the fictitious, multinational
retail company, IBM Redbooks Stores, which recently made an acquisition. As a
result of this acquisition, the company needs to complete the following tasks:

» Integrate the IT systems of the acquired company with its own IT
infrastructure

» Add new features into its existing applications to allow a common set of
applications for both companies

In this scenario, to meet the first requirement, the Chief Information Officer (CIO)
had to decide whether to integrate the new IT infrastructure in the company’s
data center or to deploy it off premise. The IBM Redbooks Stores data center
was full and unable to support additional systems. Because creating new space
takes time and is expensive, the CIO decided to deploy new systems using
SmartCloud Enterprise, which was already in use for other workloads.

To meet the second requirement, the CIO told the development team to make
changes with existing applications. To ensure that new features will not impact
existing applications, the project manager required new environments for
development, functional, and performance tests. The CIO decided to provide
these temporary environments using SmartCloud Enterprise to avoid new capital
expenses.

IBM Redbooks Stores currently has a private cloud managed platform on
premise, based on IBM Service Delivery Management. Users are trained to use
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the IBM Service Delivery Management administration portal, and the CIO does
not want to add a new user experience to provision and release services through
SmartCloud Enterprise. The CIO asked IBM to extend the existing capabilities of
the portal for requesting a cloud service either on premise or through SmartCloud
Enterprise. IBM agreed to add new services to the service catalog and provide
these services through a unique portal.

In this chapter we discuss the following topics:

>

>

>

Provisioning scenario overview

Installing and configuring the Provisioning scenario
Scenario usage

Lessons learned

Summary
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5.1 Provisioning scenario overview

The Provisioning scenario provides the user with a single interface that has the
ability to provision a cloud service either on premise or in a public cloud. So, the
user has only one user experience and learning curve for all places where
services are deployed. The Provisioning scenario uses extensions to Tivoli
Service Automation Manager and provides the ability to provision servers within
IBM Smart Cloud. Figure 5-1 illustrates an overview of this scenario.

- End User
J Service
" Request

IBM SmartCloud Enterprise

S

TSAM Cast Iron : 3
Appliance Public Cloud

E

On-Premise Cloud
"Managed to"

Figure 5-1 Provisioning scenario at glance

In the cloud management environment (Tivoli Service Automation Manager), two
new service definitions are added. Management plans are then implemented to
trigger provisioning and decommissioning.

The following new offerings are available:

» Create Project with IBM Compute Cloud Servers
» Add IBM Compute Cloud Server
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In addition, the following existing offerings now support IBM SmartCloud:

» Remove Server
» Cancel Project

5.2 Installing and configuring the Provisioning scenario

At a high level, you need to complete the following steps to set up the
Provisioning scenario:

» Installing the Service Management Extensions for Hybrid Cloud
» Creating the integration
» Installing the Tivoli Service Automation Manager Hybrid Cloud Extension

Important: The process described here covers only the installation steps that
are relevant for the integration of the Provisioning scenario. It does not cover
the full installation of the products.

5.2.1 Installing the Service Management Extensions for Hybrid Cloud

The first step is to install the Service Management Extensions for Hybrid Cloud.
Refer to 2.8, “Installing the Service Management Extensions for Hybrid Cloud” on
page 29 for installation instructions.

5.2.2 Creating the integration

To create an integration in the Cast Iron appliance that is used during the
provisioning to public clouds, follow these steps:

1. Log in to the WebSphere Cast Iron Design Console using an address similar
to the following, where CIname is the host name of the Cast Iron appliance or
its IP address:

http://CIname/express

Use the following user name and password to log in:
Username: admin

Password: InOrlt5eC

Tip: If you have changed the password, use the new password that you
created.

96 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



| @ WebSphere Cast Iron Design Console

€ @ 10728200/ cxpress/

! Tivoli Self Service Stati.. 8 WebSphere Castlron ...

= [E

[x]

=

c nl[w

[wassphars [

WebSphere Cast Iron Design
Console

Usermname

l

Password

LogIn

Licensed Materials - Broperty of IBM Corp. Capyright by 18M Corp. and other(s) 2001, 2011,
IBM, the IBM logo Intzmational Business Mach
4 marks znd loges

Sphars are trad

and all Ja
its affiliates, Other product or service

I3 Bookmarkg

Figure 5-2 WebSphere Cast Iron Design Console login

2. Select Source and Target. Then complete these steps (Figure 5-3 on
page 98):

a

b.
C.

d

. Click Integrations in the toolbar to show the Create panel.
Select TSAM as the Source.

Select IBM Compute Cloud as the Target.

. Click New Blank Integration.

Important: Do not use the Existing Connection drop-down list. Using this
drop-down list will lead to unusual behavior of the appliance.
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Fietor

('3 WebSphere Cast Iron Design Console | + ‘

(' 5 10.7.28.200/express/Etab=integrations

e

[ Tivoli Self Service Stati... 2 WebSphere CastIron ...

Cast Iron Design Console Home

£

Create Integrations

Fill out basic source and target information below. We N
will find you any matching templates. el

Source /

TSAM =
Target /
IBM Compute C'Ibu'dl '

-

Templates

TSAM to IBMCC Use &

| New Blank Integration '4—

Figure 5-3 Select Source and Target

3. Save the integration.

98 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



4. After the integration is defined, name each endpoint (source and target) and
save it (Figure 5-4).

| m=———| (= [E S
(?2 WebSphere CastIron Desigbrf(:onsole x | (" Created by Camtasia Studio 4 x |T| B
\(' @ | 10.7.28.200/express/#tab=integrations 1 L
i} Tivoli Self Service Stati... (2 Web5Sphere Cast Iron ... 3 Bookmarks

Cast Iron Design Console Home Integrations

ack Administrator =

TSAM to IBM Compute Cloud

Save Close

@ Ssource 3 Transformation 2 Target

'You have not yet
fields. Please expan
the source information

cted any source

You have not yet selected any target
nd complete

fields. Please expand and complete
the target information

Figure 5-4 Finalize the integration
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5. Click the Source tab to open the detail panel. Complete the details, and then
click Connect (Figure 5-5).

Cast Iron Design Console Hor

TSAM to IBM Compute Cloud

@ Source

Connection Type

i q
— Operations

Existing Connections Available C
IBMCCRAL -

+ Details

Hame * (&
IBMCCRAL

TSAM Description (2

Conﬁct

Figure 5-5 Complete the source details
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6. Click the Target tab to open the detail panel. Complete the details, and then
click Connect as shown in Figure 5-6.

Cast Iron Design Consc

TSAM to IBM Compute Cloud

@ @ Target

@ CTGHCO0071: Connection
information accepted.

Connection Type
IBM Compute Cloud - |

Existing Connections

~ Details
Mame * (&

SmartCloud

IBMCC Description i

IBMCC Location* [il

Raleigh -
Proxy Server Host (&

Proxy Server Port (&

Proxy Server User Name [il

Proxy Server Password (il

Co%ect

Figure 5-6 Complete the Target details
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7. Click Save. A message indicates that the save was successful (Figure 5-7).

Cas‘t lron Design CO“SOIe Home Integrations Welcome back Administrator -
TSAM to IBM Compute Cloud —P» | Save | | Close
Information

ﬂ Integration "TSAM to IBM Compute Cloud™ successfully
I saved.

OK

Figure 5-7 Save the integration

8. Click Integrations. The new integration displays in the console window in a
stopped state, as shown in Figure 5-8. To start the integration, click the play
icon. To stop it, click the stop icon. To delete it, click the delete icon.

Cast lron Design Console Home Integr‘hations Welcome back Administrator - £

B

Integrations

Name « Updated Updated by Status

TSAM to IBM Compute Cloud February 28, 2012 11:56:31 PM GMT admin B Stopped P X

Figure 5-8 Start the Integration

5.2.3 Installing the Tivoli Service Automation Manager Hybrid Cloud
Extension

The provisioning of servers in a public cloud is managed by Tivoli Service
Automation Manager and triggered by Tivoli Provisioning Manager workflows.
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The installation of the service automation solution for hybrid cloud is a multistep
process, as explained here:

1.

Add custom Java code to the Tivoli Service Automation Manager to
implement the operational workflow used by the solution.

Add a Dojo GUI to extend the simple Tivoli Service Request Manager user
interface.

Install a new Tivoli Provisioning Manager driver that contains the Tivoli
Provisioning Manager workflows. The Tivoli Provisioning Manager workflow
implements the server provisioning and decommissioning, and the image
discovery processes.

. Add new service definitions. Add the associated actions, operational

workflows, job plans, and topology nodes.

Create offerings and add them to the offerings catalogs. Add the associated
classifications.

Create escalation definitions to implement workload governance and
management of servers that run in a hybrid cloud.

Downloading the Hybrid Cloud extension software
To download the Hybrid Cloud extension software, follow these steps:

1.

Log on to the Integrated Service Management Library, and search for Hybrid
Cloud.

https://www-304.ibm.com/software/brandcatalog/ismlibrary/

When you locate the Service Management Extensions for Hybrid Cloud
offering, click Download, as shown in Figure 5-9.

hybrid cloud [X] t’ M

Show details 2 results Sortby: LastModified

Results per page:10 | 25|50 | Busines
Integrat
= service Management Extensions for Hybrid Cloud Content
= Reviews: %W Provider: IBM IBM prol

Indust
©info % Downloac @ contact Provider o

3 ] Price
CTERA Cloud Attached Storage Service

Provider: CTERANETWORKS LTD

Figure 5-9 Download the Hybrid Cloud extension
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3.

Select the Service Management Extensions for Hybrid Cloud 7.2.1, as
shown in Figure 5-10.

Sownioad wsing bownicsivreco. I

[ select all files

Documentation: Service Management Extensions for Hybrid Cloud 7.2.1
hvbridCloudy210Userinstallguide. pdf (1494KB)

Service Management Extensions for Hybrid Cloud 7.2.1
hybridCloud7210.tar (163120KB)

Figure 5-10 Extensions selection

To download the Tivoli Service Automation Manager Hybrid Cloud extension
software:

1.

Ensure that the Tivoli Service Automation Manager V7.2.1.3 server is
running.

Log on to the Tivoli Service Automation Manager host as the root user.

3. Transfer the hciExtension.tar file from the original media to the /tmp

directory. Then, change to the /tmp directory:
# cd /tmp

Extract the contents of the hciExtension. tar file to create an hci directory
that contains all the necessary files.

# tar xvf hciExtension.tar

Check that the files and folders shown in Figure 5-11 are available.

=3 k Terminal — O X
Fie Edit View Temminal Tabs Help

vm100: /ftmp/tt/hei # 1s -al B

total 96

drwxr-xr-x 8 root rooct 280 Mar 5 19:30 .

drwxr-xr-x 3 root root 104 Mar 5 19:30 ..

|druxr-xr-x 2 root root 240 Mar 5 19:30 config

drwxr-xr-x 2 root root 112 Mar 5 19:30 driwver

~IWXI-XI-X 1 root root 13030 Oct 7 07:43 installExtension.sh

drwxr-xr-x 2 root root 88 Mar 5 19:30 itlm

druxr-xr-x 2 root root 112 Mar 5 19:30 jar

drwxr-xr-x 3 root root 72 Mar 5 13:30 js

-rw-r--r-- 1 root root 81263 Oct 7 07:43 migration packages tsam721.zip

drwxr-xr-x 2 root root 80 Mar 5 19:30 tools

wmloo: Stmpsttshel #

Figure 5-11 Files unzipped
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Installing the Tivoli Provisioning Manager driver
To install the Tivoli Provisioning Manager driver, complete the following steps:

1. Log on to the Tivoli Service Automation Manager host as the root user.
2. Change directory to the /tmp/hci directory:

# cd /tmp/hci
3. Run the installExtension.sh script:

# ./installExtension.sh

4. The installExtension.sh script assumes the following default values:

eWASLogin wasadmin
eWasPasswd password
eWebSphereHome  /opt/IBM/WebSphere
tmpHome /opt/IBM/Tivoli/tmp

If the values are different in your system, use the appropriate command line
arguments to pass the correct values. Use the ./instal1Extension.sh —h
command to display the usage page. For example:

# ./installExtension.sh -1 wasadmin -p mypassword -w /app/WebSphere
-t /app/tpm

A message displays if the installation completes successfully (Figure 5-12).

MyServer is started
Start TPM engines
...waiting
.. .waiting
The lightweight runtime has started successfully.
TFM startup completed.

check the following logs for startup errors:
fusrsibmstiveliscommonsCOPS logs/tio start.log
fusrsibmstiveliscommon/COPS logs/tio start service.log
foptsIBM/tivelistpm/1wis logs
foptsIBM/WebspheresAppserver/profiles/ctgbmgrols logs/dmgr
SoptsIBM/WebSphere/appServer/profiles/ctgappSrvil s logs/nodeagent
foptsIEM/WebSphere/Appserver/profiles/ctgAppSIviel s logs /MMSeIVET
foptsIBM/WehSphere/AppServer/profilesscasprofile /logssserverl
Info: Installaticn completed successfully.

wmlod:Stmpshei # 1

Figure 5-12 Extension Installation complete

Importing the migration packages

Next, you need to import the migration packages for Tivoli Service Automation
Manager 7.2.1 Fix Pack 3.

Chapter 5. Provisioning scenario 105



Prerequisite steps
Before you import the migration packages, complete the following steps:
1. Log on to the server where you run your web browser. Then, extract the

following files from the migration_packages_tsam721.zip file from the
/tmp/hci directory (Figure 5-13):

— HCIArtifact-Base.zip
— HCIArtifact-Additional.zip

Mame D3
. config 16
. driver 16
S itlm 16
. jar
s
| tools 16
| installExtension.sh a7
o migratiDn_packagez_tt\sm?ﬂ.zip

Figure 5-13 Extract the migration package

2. Log on to IBM Maximo® Start Center as described in 5.3.6, “Logging in to the
Maximo Start Center” on page 150.

3. Check your version of Tivoli Service Automation Manager by clicking Help >
System Information. The version displays as shown in Figure 5-14 on
page 107.

Important: You must use Tivoli Service Automation Manager V7.2.1.3.
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System Information

App Server  IBM WebSphere Application Server 6.1

User Name  MAXADMIN

Version Service Desk Integration MEA 7.2.0.00 Build 201004180 DB Build V7200-03
TPM PMP 7.2.0.0-IF00001 Build U3133_40-20100810 DB Buid V7201-05
SRM Service Request Management 7.2.0.1 Build 2010031602 DB Build V7201-01
RDP PWP 7.2.1.3 Build 201012170 DB Build V724-06
IBM Tivoli Change Management Content 7.2.0.00 Build 20091111D DB Build W7200-14
IMBot SEM Service Desk 7.2.0.00 Build 201004190 DB Build V7200-03
SRM Service Desk Content - Best Practices 7.2.0.1 Build 2010031802 DB Build V7201-01
Service Automation Manager - CCMDB Integration PMP 7.2.1.2 Build 201012170 DB Build V723-03
SRM Service Desk Content - Classification 7.2.0.0 Build 201004150 DB Build WF200-05
Service Automation Manager PMP 7.2.1.3 Build 201012170 DB Build W724-05
IBM Tivoli Common Process Components 7.2.0.01 Build 201001080 DB Build V7201-02
Service Automation Manager Configuration PMP 7.2.1.3 Build 201012170 DB Build W7T24-04
SRM Service Desk Content - Best Practice Users 7.2.0.0 Build 2010041590 DB Build VW7200-05
SRM Service Desk 7.2.0.1 Build 2010031602 DB Build V7201-04
SHM Screen Capturer 7.2.0.0 Build 2010041530 DB Build V7200-02
SRM Problem Management 7.2.0.1 Build 2010031602 DB Build %W7201-01
SRK Solution 7.2.0.1 Build 2010031802 DB Build V7201-01
SRM Incident Management 7.2.0.1 Build 2010031802 OB Build W7201-01
SRM Service Catalog Base 7.2.0.1 Build 201002180 DB Build V7201-05
SHKW SLA Hold 7.2.0.1 Build 2010031602 DB Build V7201-03
SR Search 7.2.0.1 Build 2010031602 OB Buid W7201-02
Cl Reservation PMP 7.2.1.0 Build 201012170 DB Buid V7 11e-31
SR Survey Management 7.2.0.1 Build 2010031802 DB Build V7201-01
IBM Tivoli Ul'Widgets 7.2.0.01 Build 201002251642 OB Buid V7201-02
IBM Tivoli Change Management 7.2.0.01 Build 2010021502 DB Build V7201-02
ServiceProvider 7.1.1.1 Build BUILD DB Build V7121-03 HFDB Build HF7121-01
Service Automation Manager WAS PMP 7.2.1.0 Build 201007020 DB Build V721-05
SRM Service Catalog Content 7.2.0.1 Build 201003180 DB Build V7201-05
Base Services 7.1.1.8-LA20100521-0608 Build 20091208-1415 DB Build V71168-173 HFDE Build HF7116-08

Server 05 Linux 2.6.16.60-0 54 5-=mp

License #

(c) Copyright IBM Corp. 2007

s

Figure 5-14 Tivoli Service Automation Manager version

Updating the CLASSUSEWITH domain
To update the CLASSUSEWITH domain, complete the following steps:

1. Log on to Maximo Start Center.

2. Click Go To > System Configuration > Platform Configuration >
Domains.
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3. In the Domain field in the Filter area, specify CLASSUSEWITH and press Enter.
An entry displays in the table.

4. Click Edit Detail icon to the left of the CLASSUSEWITH domain name. Then,
in the Value field in the Filter area of the SYNONYM Domain window, specify
PMSCCRSPEC and press Enter. If the PMSCCRSPEC entry exists, no further
action is required.

5. If the PMSCCRSPEC entry does not exist, create the entry as follows:
a. Click New Row.

b. Then, in the Internal Value field, specify TKTEMPLATE, and in the Value
field, specify PMSCCRSPEC. Refer to Figure 5-15.

c. Inthe Description field, specify Use with Specification display table.
d. Click OK. Click the Save Domain icon.

SYHOHYM Domain

Domain:  CLASSUSEMTI Clazzification Lse Wyith

Domain Type: ENONYM

Length: 30
SYNONYM Domain & 7 Filter = L1 & & 1.1 a1
Internal Yalue = Walue
PMZCCREPEC
~  TKTEMPLATE PMZCCREPEC

¢ Internal Walue: | THTEMPLATE

Walue: | PMSCCRSPEC

Description: | use with Specification display table

Figure 5-15 CLASSUSEWITH domain

Importing the base migration package
To import the base migration package:

1. Log on to Maximo Start Center.
2. Click Go To > System Configuration > Migration > Migration Manager.
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3. Click Select Action > Upload Package.

Migration Manager

i and then press Enter.
For more search options, use the Advanced Search button above.
To enter a new record, select the Insert icon in the toolbar.

Figure 5-16 Upload package

4. In the Upload Package window, select the following file in the /tmp/hci
directory:

HCIArtifact-Base.zip
5. To upload the file to the Tivoli Service Automation Manager server, click OK.
6. Click Select Action > Deploy Package.

7. In the Deploy Package dialog box, select the Do you have a current backup
option. Then, click Deploy (Figure 5-17).

Deploy Package

% Please select a single package for deployment from the available packages. i

Preview? [ | Do you have a current backup? H|

Include Databaze Configuration Commands? |

Rollback Point: [Rolback everv record B3

o (0

Figure 5-17 Deploy package
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To confirm that the package deployed successfully, verify that you receive the
messages shown in Figure 5-18 and Figure 5-19 on page 111.

Please wait...

Processing Complete...

BMXAAS163I - [3/8/12 18:58:14] Successfully deployed configuration =
data for the packege HClArfifact-Base_dev-
tsam_MAXDET1_MAXIMO_20110812082029.

BMXAAB163! - [3/6/12 16:58:15) Package HC|Artifact-Base_dev- E
tsam_MAXDET1_MAXIMO_20110812082029 deployed successfully

Figure 5-18 Successful deployment
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(), = [select Action

THEL@D Ve dH BB

[P |HClArtifact Base_dev-tsam_MAXDB71_MAXIMO_201

[ | Find: |
| List " Package Definition " Package Definition Structure " Distribution " Package " Messages |

Package Defintion Name: |[HClArtifact Bas| |Base Migration Package = Status: [APPR

Source: |dev—tsam_MA)0:lB?1_MA)(IMO Active? [_
Type: [SMAPSHOT (O Change By: | MAXADMIN
Batch Size: | 100 Change Date: | 8/12/11 05:19:12
Change Role: » Processing Action: |Replace @,
Packages - [ Filter > it g o G E&Mg?z_ﬂ
Package File Name Status = Status Date +
DEPLOYED J6M2 16:56:15 ﬁ

[ Manifest " Status History " Distribution Tracking

Create | [ Redistribute | | cmT‘

“UTF-8"7=

<?xml 107 di
<PACKAGEMANIFEST=

<PKGDEFNAME=HCIArifact-Base</PKGDEFNAME=
<S0URCE=dev-tsam_MAXDET1_MAXIMO</SOURCE=
<PACKAGE=HClArifact-Base_dev-tzam_MAXDET1_MAXIMO_20110812062025</PACKAGE=
<BASELANGUAGE-EN</BASELANGUAGE=
<CREATEBY =MAXADMIN=/CREATERY =
<CREATEDATE=2011-08-12T06:20:25-04:00=/CREATEDATE=
<COMPONENTVERSION=
<RDBMS>=DB2/LINUXXBE64 : SQLO0S053</ROBMS=
<COMPONENT NAME="Service Desk Integration MEA™ VERSION="Service Dezk Integration MEA
7.2.0.00 Build 201004150 DB Build V7200-03" />
<COMPONENT NAME="TPM PMF" VERSION="TPM PMP 7.2.0.0-IF00001 Build
U3133_40-20100810 DB Build V7201-05" /=
<COMPONENT NAME="SRM Service Request Management” VERSION="SRM Service Reguest
Management 7.2.0.1 Build 2010031502 DB Build V7201-01" />
<COMPONENT NAME="ROP PMP" VERSION="ROP PMP 7.2.1.1 Build 201008110 DB Build

<PACKAGEHEADER= =

»

m

Figure 5-19 Package deployed

8. Click Go To > Service Automation > Service Definitions.
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9. Verify that the service definitions list contains the GENICC service definition,

as shown in Figure 5-20.

| = Find:| () = [select Action | Tl & @
List ” Service Definition || Management Plans H WMenitoring Information H Service Topology H Ser|
. =1 .
Q Advanced Search @ % Save Query : ¥ l Bookmarks
Service Definitions | & Fiter > O 1 @ 1 L1 D-1ef1
Service Definition I Name Revision Latest Revision Description
| [ T&
GENICC | 1B Comp te Cloud Virtual Server 1+ |B“‘E:C_I'I'I_Nl
L Provisioning Provisioning
[] Select Records

Figure 5-20 New service definition

10.Select the GENICC service definition and then clicking the Management

Plans tab. Verify that the following management plans are listed (Figure 5-21

on page 113):

ADDSERVERICC
CANPROJECT
DELSERVER
NEWICC
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Service Definitions Bulletins: (0} GoTo Reports StartCenter Profle  Sign Out  Help
- g i #F £ £ i
| oo @ v Swocncon =] 1) [ 0D D e
| List || Service Defintion " Management Plans " Monitoring Information || Service Topology || Service Deployment Instances || Service Update Packages ||
Service Definition: |BM Compute Cloud Virtual Server Provisioning IBM Compute Cloud Virtual Server Provisioning f_’}
Status: |Design
Owner: [MAXADMIN b4 %
Management Plans = [ Filter > D R 3 @ P 1-40f4 O
Management Plan ID = Name
[Nl ADDSERVERIC | |Add ICC Server
b [CANPROJECT |Cancel Project
13 DELSERVER [Remove Server
I [NEWICC [Create IBM Compute Cloud Project
< m v

Figure 5-21 New management plan ICC

11.Click Go To > Planning > Job Plans. Verify that the job plans are listed as
shown in Figure 5-22.

Bulletins: {0} GoTo Reporfs StartCenter Profie Sign Out  Help

| -] o Q ~herm e v aRBESS

| »

List " Job Plan " Work Assets " Specifications " Change Template |

Q Advanced Search : ¥ Save Query ' ¥ I Bookmarks
JobPlans | W riter > G F i B 1-40t8
Job Plan Description Duration Supervisor Status Template Tvpe Oraganization
| | » Q| Q|
PMRDPDPICC Deploys IBM Compute Cloud Servers 0:00 ACTIVE ACTIVITY 3
PMRDPDSICE Destroys Deployed IBM Compute Cloud 0:00 ACTIVE ACTVITY
— . Servers
PMROPPPICC gﬁuzmpemes Eiliiepioyed I6M Compute 0:00 ACTVE ACTVITY
PMRDPPRICC Personalizes virtual server nodes for 0:00 ACTIVE ACTVITY
—— — ICC Deployment
[ Select Records
i
< 1 i +

Figure 5-22 Job plan ICC
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Importing the additional migration packages
To import the HCIArtifact-Additional.zip migration package, follow these

steps:

1. Log on to Maximo Start Center.

. Click Go To > System Configuration > Migration > Migration Manager.

2
3. Click Select Action > Upload Package.
4

. In the Upload Package window, select the following file in the /tmp directory:

HCIArtifact-Additional.zip

5. To upload the file to the Tivoli Service Automation Manager server, click OK.

6. Click Select Action > Deploy Package.

7. In the Deploy Package dialog box, select the Do you have a current backup
option. Then, click Deploy as shown in Figure 5-23.

Deploy Package

7?3 Please select a single package for deployment from the available packages

Preview? [

Include Database Configuration Commands? [

Do you have a current backup? [~

Rollback Point: [Roliback every record

Packages 1-10f1

Package Type

HClArtifact-Additional_dev-tsam_MAXDET1

_MAXINO_20110901012736 12

G} Download ?

Create Date

21111 00:27:36 iy

Depioy | [(oos= )

Figure 5-23 Deploy Additional Package
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To confirm that the package deployed successfully, verify that you receive the
message shown in Figure 5-24.

Please wait...

Processing Complete...

BMXAAS1E3] - [30912 20:34:41] Successfully deployed configuration
idata for the package HClArfifact-Additional_dew-
tsam_MAXDBT1_MAXIMO_201108010127386.

BMXAAB162 - [3/8/12 20:34:41] Package HClArtifac-Additional_dev-
tsam_MAXDBT1_MAKIMO_20110201012738 deployed sucoessfully

- I

Figure 5-24 Successful additional deployment
Perform the following steps to verify the Additional migration package
installation:

1. Click Go To > Administration > Classifications. Verify that the
classifications list includes the classifications shown in Figure 5-25.

‘ Bulletins: (0) =~ Go To

| ~| Fing:| (4 = [select Action | W L

List h Clazsifications ‘

Q Advanced Search : v Save Query @ ¥ I Bookmarks

Classifications | “FFiter > (L 1 @@ ¢ i G1-30r3

Classification Description

CLOUT |

PMRDP SR CREATE PROJECT PUBLIC CLOUD SE Create Project with Servers in Public
RVER Cloud

PMROP SR ADD PUBLIC CLOUD SERVER Add Servers in Public Cloud

PMRDP SE CREATE PROJECT HYBRID CLOUD SE Create Project with Servers in Hybrid
RVER Cloud

[] Select Records

Figure 5-25 Classifications
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2. Click Go To > System Configuration > Platform Configuration > Actions.
Verify that the actions list includes the actions shown in Figure 5-26.

| ~ | Find: | ‘¥ [Select Action =

List | Action |

Q Advanced Search @ Save Query ¥ I Bookmarks

Actions | Friter > O ¢ g+ fb D105 0

Action Description Obj
icc | [
PMRDPPPICC ICC Prepare input for deployment PM
FMRDPPRICE ICC Personalize virtual server node for Pl
e Deployment

PMROPICCCP Scheduling extension for ICC Deployments SR
PHRDPASVRICC Add ICC server to project SR
PMROPDSVRICC Delete ICC Server SR
. a

Figure 5-26 Actions
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3. Click Go To > System Configuration > Platform Configuration >
Workflow Designer. Verify that the workflow list includes the workflow
processes shown in Figure 5-27.

~ | Find: (), ~ [select Action i

List h Canvas " Process |

qﬁ«d\’ﬂl’lc&d Search =W Save Query : ™ i Bookmarks

Processes - "7 Filter > L & & 1-30of3
Process = Description
[ i
PMRODPICCCP Scheduling extension for ICC Deployments
PMRDPPRICC CC Prepare input for deployment
PMRDPPRICC CC Personalize virtual server node for
— Deployment

[ Select Records

Figure 5-27 Workflows processes

4. Click Go To > Service Request Manager Catalog > Offerings. Verify that
the offerings list includes the offerings shown in Table 5-1.

Table 5-1 Offerings

Offering Description

PMRDP_0751B Create Project with IBM Compute Cloud Servers
PMRDP_0752B Add IBM Compute Cloud Server
PMRDP_0802B Create Project with Hybrid Servers

Modifying the service definitions

Now you need to modify the service definitions that were installed as part of the
Tivoli Service Automation Manager Hybrid Cloud Extension:

1. Log on to Maximo Start Center.
2. Click Go to > Service Automation > Service Definitions.

3. In the Service Definition ID field in the Filter area, specify GENICC and press
Enter. An entry displays in the table.

4. Select the GENICC entry to open the service definition.
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5. Click the Management Plans tab and select NEWICC (Figure 5-28).

Bulletins: (D) - GoTo Repors Start Center Profie

| - oo Q v fmearem 1 & @D
| List || Service Definition " Management Plans " Menitoring Information " Service Topology " Service Deployment Instances || Service Update Pag
Service Definition: |IBM Compute Cloud Virtual Server Provisioning IBKM Compute Cloud Virtual Server Provisioning "’@
Status: |Design.
Owner: |MAXADMIN >
Management Plans = [p Filter > (/4 i -d4ofd
Management Plan ID = Name
[P [ADDSERVERICC [Add IcC Server
[p |CANPROJECT [Cancel Project
p [DELSERVER Remave Server
7 [NEWICC Create IBM Compute Cloud Project
Management Plan Details
# Management Plan ID;  [[E1EE | Topology Requirements = [p Filter > =

Figure 5-28 GENICC Management Plan
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6.

In the Management Plan Details area, select the initial option (as shown in
Figure 5-29. Then click Save.

~ | Fing: | v ekt Acton ~] 1) ﬁé @ fEy

Preparation Workflow: ,m > r
Pre-processing Extension: W »
Post-processing Extension: ,7 »
Customer Pre-Approve Extension: ,7 >
Pre-Approve Extension: W >
Customer Post-Approval Extension: ,7 >
Approval Accept Extension: ,7 »

Customer Approval Accept Extension: o4 Status Changes
Approval Decline Extension: » Changed Diatq
b 319112 20:20:

Customer Approval Decline Extension: »r

Template Job Plan: >

E=timated Execution Time:

Sy v

Description: |Create an IBM Compute Cloud project and provision vi L__Jr

—

initial? [~ <———

upgrade? |_

Figure 5-29 Initial option

Modifying the offerings

Next, update the offerings that were installed as part of the Tivoli Service
Automation Manager Hybrid Cloud Extension, and add them to the relevant
catalogs:

1.

A A

Log on to Maximo Start Center.

Click Go to > Service Request Manager Catalog > Offerings.

In the Offering field in the Filter area, specify PMRDP_0751B and press Enter.
Select the PMRDP_0751B entry to open the offering definition.

From the Select Action list above the tabs, select Change Status.
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6. From the New Status list in the Change Status window, select Pending
(Figure 5-30), and then click OK.

Change Status 7
tem: [PMRDP_0751B |Create Project with IBM Compute Cloud Servers 1E
* New Status:

Roll New Status to Organizations?

WMemo:

Figure 5-30 Change status

7. From the Select Action list above the tabs, select Add Offering to catalog,
as shown in Figure 5-31.

| Firerox . A N [ESREE—>

J "} Offerings x | &1 Google Traduction x l Service Management Extension for H... l + l =

\ (- 11310728152 | https://10.7.28.152:9443/maximo/ui/tevent=loadappBivalue=pmscofferfiuise 77 7 c | f

i application » [E Bookmarks
Start Center  Profile

Tivoli Self Service Stati... {_| Start Center (7 CastIron Design Cons.. 2 CIWeb M

[ ~ | Fina: () = [select Action IR @@ e S

- EEE— -
List Offering | Specifications | @’ Change Status ’:
View Status History
Offering: [PMRDP_07518 Create aysiaius s = Attachments g0 3
Add ! Modify Image
tem Set. |PMSCS1 Status: |PENDING
= Attachment Library / Folders » atus
# Offering Type: 47 Shipping Info Required?
D VP2 deeppceienst i Duplicate an Offering Sl e |—
Service Group: |SRVAUTOM > Add / Modify Attribute Display Initialy? |—
Service: ’7VSERVER % Add Offerinlq\tu Catalog Offering Uses Quantity? |—
' 123
List Sales Price: 0.00 Keywords: |

# Classification: PMRDP_SR_WS_MTG \ PMRDP_SR_CREATE_PROJEC &

< I 3

Figure 5-31 Add Offering to Catalog
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8. In the Add To Catalog window, click Add to Catalog. Then, in the empty row,
click the Detail Menu icon (Figure 5-32).

Add To Catalog
Offering Existing Catalogs [> 1-1of1 4 Download ?
Catalog Description Offering Catalog Taxonomy Taxonomy Description

t§ > a
| Detail Menu | | oK | Cancsl | Add to Catalog

Figure 5-32 Detail Menu

9. Click Select a Value. In the Select Value window, select
PMRDPCLOUDADMCAT_72. Then, repeat steps 8 — 11 to add the offering
to the PMRDPTEAMADMCAT _72 catalog. Then, click OK. The offering is
added to the two catalogs.

10.In the Service Request Information pane in the Offerings window, select the
Automatic Line Manager Approval option (Figure 5-33).

Validation Scripts

Prepopulation Script: ':{ Add to Cart Script:
Service Request information
4 When Invoke Apply Response Plans Workflow Only is selected, the approval optiens and Ticket Template

Invoke Apply Response Plans Workflow Only? [

Automatic Line Manager Approval?| [~

Automatic Fulfilment Manager Approval? [

Figure 5-33 Automatic Line Manager Approval

11.From the Select Action list above the tabs, select Change Status. Then,
change the status of the offering to Active, and click OK. The offering is
configured.

12.Repeat steps 2 — 17 to configure the following offerings:

— PMRDP_0752B: Add IBM Compute Cloud Server
— PMRDP_0802B: Create Project with Hybrid Servers
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Activating operational workflows

Now enable and activate the operational workflows that were installed as part of
the Tivoli Service Automation Manager Hybrid Cloud Extension:

1. Log on to Maximo Start Center.

2. Click Go To > System Configuration > Platform Configuration >
Workflow Designer.

3. Inthe Process field in the Filter area, specify ICC and press Enter.
4. Select the PMRDPICCCP entry to open the workflow definition.

5. From the Select Action list above the tabs (Figure 5-34), select Enable
Process.

~ | Find: C'\B w |Select Action EJ B & QEI @E‘

List Canvas || Process |
Process: |PMROPICCCP Scheduling extension for ICC Deployments L:l Changed B
Object [SR @, Changed Da
Process Revision: 1 Allow Deletio
GNN (x B Es]| = | o | & | =
» Q = » @
START 1 DUMMY STOP 2

Figure 5-34 Enable Process

Click the Canvas tab, and verify that the Enabled check box selected.
From the Select Action list above the tabs, select Activate Process.
In the Canvas tab, verify that the Active option is selected.

Click the List tab.

0.Repeat steps 4 — 8 for the following workflows:

— PMRDPPPICC
— PMRDPPRICC

= © © N o
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5.2.4 Configure Tivoli Service Automation Manager for a hybrid cloud

You need to update Tivoli Service Automation Manager to enable
communication with the IBM SmartCloud Enterprise cloud through the
WebSphere Cast Iron Appliance.

The provisioning of servers in a public cloud is managed by Tivoli Service
Automation Manager and triggered by Tivoli Provisioning Manager workflows.
The WebSphere Cast Iron Appliance provides the interface between the
enterprise and the public cloud.

Configuring the service automation solution for hybrid cloud is a multistep
process:
» Creating provisioning servers

The provisioning servers store the following information:

— Information about the environment, such as the WebSphere Cast Iron
Appliance

— Information about the public cloud, such as user names and passwords
and access keys.

» Creating and enabling cloud pools

A cloud pool is a representation of a cloud, either a private cloud such as
VMware, or a public cloud such as IBM SmartCloud Enterprise

» Creating and registering images

The Tivoli Service Automation Manager images are the representation of real
images in the public cloud and are used for provisioning

Creating provisioning servers

The provisioning servers are defined in the DCM_objects.xml file. A sample
DCM_objects.xml file is provided in the /tmp/hci/config directory when you
extract the hciExtension.tar file.

Locate on same system: The DCM_objects.xm] file must be located on the
same system as the web browser.

To configure the provisioning servers, follow these steps:

1. Edit the DCM_objects.xml file.

2. Import the DCM_object.xm1 file into Tivoli Service Automation Manager.
3. Verify that the provisioning servers are created correctly.

4. Verify that the device drivers are created correctly.
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5. Verifying that the image discovery configurations are created correcitly.

Editing the DCM_objects.xml file
To edit the DCM_objects.xml file, complete the following steps:

1. Open the DCM_objects.xml file in a text editor.

2. Configure the IBM SmartCloud Enterprise account information by editing the
iccl.ibm.com server entry as follows:

a. Specify the endpoint name to connect to the IBM SmartCloud Enterprise
cloud. The default value is IBMCCRAL.

Note: This is the name you fill in Figure 5-5 on page 100.

<property component="KANAHA" name="name" value="IBMCCRAL" />

b. Specify the name of a security key that is defined in the IBM SmartCloud
Enterprise.

<property component="KANAHA" name="keyname" value="devkey" />

c. Specify the user name and password to access the IBM SmartCloud
Enterprise account.

<sap name="csbh" protocol-type="unknown" app- protocol="UNKNOWN"
context="NOCONTEXT" port="0" auth-compulsory="false" role="host">

<credentials search-key="csb" is-default="false">
<password-credentials username="yourNameHere"
password="yourPasswordHere" is-encrypted="false" />
</credentials>

</sap>

3. Configure the WebSphere Cast Iron Appliance information by editing the
hci.appliance server entry as follows:

a. Specify the WebSphere Cast Iron Appliance host name.
<property component="KANAHA" name="hostname" value="" />

b. Specify the port number to connect to the WebSphere Cast Iron
Appliance.

<property component="KANAHA" name="port" value="8088" />
4. Save and close the DCM_objects.xml file.
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Importing the DCM_object.xml file into Tivoli Service Automation
Manager

To import the DCM_object.xml file into Tivoli Service Automation Manager,
complete the following steps:

1. Log on to Maximo Start Center.

2. Click Go To > Service Automation > Cloud Pool Administration.
3. Click Import DCM Objects.
4

. In the Select Input File window, click Browse to find the DCM_object.xml file
that you modified in the earlier steps, and then click Open.

5. Click OK to import the Data Center Model objects. A message indicates that
the import completed successfully (Figure 5-35).

@ System Message

CTJZH2012]1 - DCK import file DCM_objects xml load has completed
successfully.

[oc)

Figure 5-35 Import successful

Verify that the provisioning servers are created correctly

To verify that the import completed successfully and that the provisioning servers
were created correctly:

1. Log on to Maximo Start Center.

2. Click Go To > IT Infrastructure > Provisioning Inventory > Provisioning
Computers.

In the Compuiter field in the Filter area, specify iccl.ibm.com and press Enter.
Select the icc1.ibm.com entry.

Click the Variables tab, and verify that the information is correct.

Repeat steps 2 - 5 to verify the hci.appliance entries.

N o o kMo

Click Go To > Administration > Provisioning > Resource Pools.
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8. Verify that the IBM Compute Cloud Resource Pool is listed as shown in
Figure 5-36.

Provisioning Computers Bulletins: (0) GoTo Reports Start Center Profie  Sign Out  Help

[ ~ Find:| = [Select Acton ""eEL@PER

| List || Computer || Hardware || Software || Compliance || Recommendations ” CredentiEE || Workflows " ariables
Computer: |icc1.ibm.onm Operating System: |
Variables © [p Fiter > (1 5 20 b b mq-7ef7
ariable Component Value
[» appliance Entire system |hci.applianoe
3 name Entire system IBMCCRAL
[ type Entire system cc
I kevname Entire system devkey
[ vianid Entire system 0
) bootServer Entire system IBM Compute Cloud Boot Server
13 resourcePoolid Entire system

Figure 5-36 ICC1 computer

Figure 5-37shows the HCI computer.

Provisioning Computers Bulleting: (0} To Reporis Start Center Profile  Sign Out  Help

List " Computer || Hardware " Software || Compliance ” Recommendations || Credentials || Workflows ” Variables Deploymi

=)o Q v -0 E S @D KD

Computer: |hci appliance Operating System: | »

Variables | [p Fiter > | I 20 b i 54-30f3

ariable ‘Component Walue
[ protocol Entire system |nttp
[ hostname Entire system 10.7.28.200
[ port Entire system 3088

Figure 5-37 HCI computer
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Verifying that the device drivers are created correctly
To verify that the device drivers were created correctly, follow these steps:

1. Log on to Maximo Start Center.
2. Click Go To > Administration > Provisioning > Device Drivers.

3. Verify that the IBM Compute Cloud Discovery Device Driver is listed, as
shown in Figure 5-38.

~ | Fina: (), [select Action -1 ]

4| 1 b

List || Device Driver || References ” ariables |

Q Advanced Search Save Query = ¥ I Bookmarks

Device Drivers . 7 Fiter > O & & ° & @1-303 i ST T )
Device Driver =
Discover Computers using RXA e x
Discover Devices (computers, switches -/-¥ X
routers) using SMMP
IBM Compute Cloud Discovery Device ‘ 2
Driver * X

[ Select Recoras

Figure 5-38 Device driver

Verifying that the image discovery configurations are created
correctly

To verify that the image discovery configurations were created correctly:
1. Log on to Maximo Start Center.

2. Click Go To > Discovery > Provisioning Discovery > Discovery
configurations.
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3. Verify that the IBM Compute Cloud Image Discovery configuration is listed, as
shown in Figure 5-39.

~ | Find: (), -+ [sekect Action -]

< | 1 |

List h Discovery |

q Advanced Search @™ Save Query =™ I Bookmarks

Discovery Configurations = 7 Filter > @ & 1-10of 1
Discovery Configuration * Description Categery Method
ibm cor
IBM Compute Cloud | Discovery Discover Images from IBM Compute Cloud. Other '::ﬁg:r“mp""

Figure 5-39 Discovery configuration

Creating and enabling cloud pools
The cloud pools are defined in the vrpool.properties file.

Tip: The vrpool.properties file must be located on the same system as the
web browser.

A sample vrpool.properties file is provided in the /tmp/hci/config directory
when you expand the hciExtension.tar file.

Upgrade systems information: You do not need to import the
vrpool .properties file for an upgrade system. Proceed to step 6 to set the
Resource Pool fields.

To import the vrpool.properties file into Tivoli Service Automation Manager:
1. Log on to Maximo Start Center.
2. Click Go To > Service Automation > Cloud Pool Administration.

3. Click the Filter Table icon, next to Filter, to display all the resource pools
available. Make sure you do not specify any filter. If no resource pools are
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displayed, proceed to step 4. If there are resource pools displayed, complete
the following steps:

a. Record the number of resource pools available and also record the Order
number of the last resource pool (n). In this example, it is number 5.

"Cloud Pool Administration ~—  Bulletins: (0) ¥~ GoTo Reporfs Sta

| = | Fing: | (), '~ [select Action -] o O
4| i —|

Cloud Pool Overview H Cloud Pool Details || Cloud Pool Network Settings |

Q Advanced Search = v Save Query - ¥ I Bookmarks

List of Cloud Pools | #Fiter > &L | @ 4+ b <51-60r6 o
Order + Cloud Pool Name Hypervisor Tvpe Computer
| I
0 VMware System x VMware virtualcenter
1 Systemp LPAR LPAR
2 System z pool VM
3 KVM Local Disk KW
4 Xen Local Disk Xen
5] VMC System-p ool PowerHIC
[ Select Recoras

mport DCM Objects... | | Import Virtual Resource Py

Figure 5-40 Existing cloud pool

b. Edit the vrpool.properties file. Change the 0 that precedes all Amazon
EC2 Resource Pool entries to one more (n+1) than the order number of
the last resource pool. Change the 1 that precedes all IBM Compute Cloud
Resource pool entries to two more (n+2) than the order number of the last
resource pool.

c. Save the vrpool.properties file.
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4. Click Import Virtual Resource Pools. In the Select Input File window, click
Browse to find the vrpool.properties file, and then click OK. A message
indicates that the import completed successfully (Figure 5-41).

@ System Message X

CTJZH20111 - Cloud pool properties file vrpool.properties leading
succeeded. Number of pools loaded: 2. The following pools were loaded:

Amazon ECZ Resource Pool
IBM Compute Cloud Resource Pool

Figure 5-41 Import virtual resource pools

5. Verify that IBM Compute Cloud Resource Pool is listed, as shown in

Figure 5-42.
| Cloud Pool Administration — Bulletins: (0) =7 G6To Repdits
| =] Finct: | v [Select Action -1 1) ALY
4 — 1
Cloud Pool Overview ” Cloud Pool Details |i Cloud Pool Network Settings |
Cl Advanced Search =% Save Query : ™ H Bookmarks
List of Cloud Pools | 7 Filter > () @ 4848 ofa
QOrder + Cloud Pool Name Hypervisor Type Computer
| |
0 Miware System x Viware virtualcenter
1 Systemp LPAR LPAR
2 System z pool VM
3 KVM Local Disk KM
4 Xen Local Disk Xen
5 WMC System-p Pool PowerHMC
& Amazon ECZ Resource Pool KW ecZ.amazon.com
| 7 B te Cloud Resource Pool | KVM icet.ibm.com
[] Select Records b
import DCM Objects... | | import Vi

Figure 5-42 New resource pool
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6. Select IBM Compute Cloud Resource Pool and set the following fields:

Resource Pool IBM Compute Cloud Resource Pool
Target Computer jccl.ibm.com

Image Directory /

Image Repository Host iccl.ibm.com

7. Then, click Create New Saved Image Repository and specify the following
fields:

Repository Name IBMCloudRepository
Target System iccl.ibm.com
Saved Image Location /

8. Set the Saved Image Repository and Instance Image Repository field to the
newly created repository name (for example: IBMCToudRepository). Then,
click Save to save the cloud pool details.

9. Finally, click Validate and Enable Cloud Pool.

Creating and registering images

To provision servers in a public cloud, you define a software stack to represent a
“real” image in the cloud. Each software stack must be associated with a master
image that is then registered to a cloud pool.

When you create a project, or add a server to an existing project, you select a
registered image that references an image that is defined in the public cloud.

The Image Discovery automatically discovers images that are available in the
public cloud and creates corresponding software stacks.

Provide a filter condition: Because the discovery can potentially return
hundreds of images, it is mandatory to provide a filter condition to narrow the
search to the images that you need.

The example in this section refers to the Red Hat Enterprise Linux 6
(32-bit)(RTP) with the ID 20025200 and the Red Hat Enterprise Linux 6
(64-bit)(RTP) with the ID 20025206.

Defining a filter for IBM Compute Cloud Image Discovery

To define a filter, you need to edit the Discovery configuration for the IBM
Compute Cloud:

1. Click Go To > Discovery > Provisioning Discovery > Discovery
configurations.
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2. Enter IBM Compute Cloud Image Discovery in the Discovery configurations
field. Click IBM Compute Cloud Image Discovery to open and edit the
parameters.

3. Enter the filter that you want to apply to the images.

Filter string: A filter is a string. Criteria are defined between square
brackets ([ ]) and separated by the ampersand (&) character.

The following attributes are supported:

IMAGE_ID

IMAGE_NAME

DESCRIPTION

VISIBILITY (for IBM Compute Cloud, values are “PUBLIC” or “PRIVATE”).
OWNER

ARCHITECTURE

PLATFORM

YyVVyVYyVYVYYVYY

For example:

» To get the private images owned by a person named “steve”, you can add the
owner to the filter [VISIBILITY=PRIVATE]&[OWNER="steve’].

» To specify the exact list of images you want the discovery process to discover
and add to the Tivoli Service Automation Manager database, set the attribute
IMAGE_ID with a comma-separated list of IDs [IMAGE_ID=
20025200,20025206] .

Images to avoid: Do not use any Windows operating system images.
Those image types are not supported.

4. Specify the maximum number of images that you want the discovery to import
into Tivoli Service Automation Manager. The default value is 10.

5. Save the configuration.

6. Click Run Discovery. The Run Discovery window opens. In the Selected
Targets panel, click Select and choose Computers.

7. Select icc1.ibm.com and click OK.

8. Click Submit to start the discovery process
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After the discovery is completed successfully, the software stacks that represent
the discovery images are available in Tivoli Service Automation Manager, as
shown in Figure 5-43.

*
To see status updates on this page, click the Refresh icon L on the toolar.

Provigioning Task: |IEM Compute Cloud Image Discovery 3/14M2 2:21 AN 2 Start Date: 31412 02:21:43

Type: |Disoul.rer_v End Date: |3/M4M1202:22:13
Created By: |MA)(ADMIN Status: |Success
Provisioning Workflows [P Filter > R T TR -
Provisioning Workflow Workflow Status % Completed
3 Discovery.OnDevice Succeeded 3> qm

?g The Status information represents the overall task status.
The % Completed information represents the progress of the provisioning task that is running on the targets.

Figure 5-43 Discovery successful

Verifying that the software stacks are created correctly
To verify that the software stacks were created correctly:

1. Click Go To > IT Infrastructure > Software Catalog > Software Stacks.
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2. Verify that the filtered software stacks are listed as shown in Figure 5-44.

~| Fina: (), ~ [sekect Action - ]
List h Software Stack ” Targets " Credentials " Workflows ” Variables |
Q Advanced Search = Save Query =% l Bookmarks

Software Stacks | FFiter > (L 0 0 ¢ o 0 mq_q10m1
Software Stack * Version Wendor
| -
AWSPoolStack AMAZON
CDS Depot Stack 7200 IBM
Cloud Lab Base Agent W2.1 BYOL unknown 1B
ESXPoolStack 1B
ICCPoolStack IBM
Red Hat Enterprise Linux 6 (32-bit)(RTP} unknown 1B
Red Hat Enterprise Linux & (84-bit)(RTP) unknown 1B
Tivoli Commen Agent Stack 7.2.0.0 1B
Tivoli Commen Agent Stack Wersion 7.2.0.0 7200 1B
Tivoli Commen Agent and CDS Depot Stack Wersion 7.2.0.0 7.2.0.0 1B
WMilware Template — sles11 vs01 unknown Vilware

Figure 5-44 Verify software stacks

Creating a master image
Next, create a master image for the software stack:

1. Click Go To > IT Infrastructure > Image Library > Master Images.
2. Click the Add Master Image icon.
3. Go to the Master Image tab. Then, specify the following information:

— In the Master Image field, specify the real image name, for example Red
Hat Enterprise Linux 6 (32-bit)(RTP).

— In the Description field, specify the real image name, for example, Red
Hat Enterprise Linux 6 (32-bit)(RTP).

— In the Version field, specify 2.1.

— In the Software Stack field, specify the real image name, for example,
Red Hat Enterprise Linux 6 (32-bit)(RTP).
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4. Click the Save icon to save the master image (Figure 5-45).

e L= |
8 WehSphere Cast Iron Express | i MasterImages x Iﬁ]BM SmartCloud Enterprise - Co... = I +
€= 10728152 | https://10.7.28.152:9443/ maximo/ui/Pevent=loadapp®: | fr

I} Tivoli Self Service Stati... | | Start Center (2 CastIron Design Cons... 2 ClWeb Management ... » [E3 Bookn

~ | Find: Q w [Select Action ~| © J =

| List ” Master Image h Instances " Versions ” Wariables
# Master Image: Cloud Lab Base Agent V2.1 BYOL loud Lab Base Agent W2.1 BY D
* Version: (2.1
Hypervisor: >
Guest Operating System: >

Created By: |MAXADMIN

Date Created: |3/14/112 02:53:21

Figure 5-45 Create the master image

Registering the master images with the cloud pools

Register the new master images with the cloud pools to make the images
available for selection in the Tivoli Service Automation Manager Self-Service
user interface:

1. Log on to Tivoli Service Automation Manager as described in 5.3.5, “Logging
in to the Tivoli Service Automation Manager” on page 150.

2. Click Request a New Service > Virtual Server Management > Manage
Image Library.

3. Register the master images as follows (Figure 5-46 on page 136):
a. Click Register KVM Image.

b. In the Name of Virtual Server Image field, specify Red Hat Enterprise
Linux 6 (32-bit) (RTP) for IBM SmartCloud Enterprise.

This value is displayed in the Create Project interface and the Add Server
interface. For consistency and ease of deployment, specify the name of
the real image to avoid confusion.

c. From the Resource Pool list, select IBM Compute Cloud Resource Pool.
d. From the Discovered Image list, select the associated master image.
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Image requirements: The selected master image must be associated
with a real image. The real image must be available in the selected
cloud pool, and must be accessible by the account specified by the
resource cloud.

Register KVM Image
r‘ Reaqister a new K\WVM server image in the Image Library
¥ |

)

General

*Name of Virtual Server Image
Cloud Lab Base Agent V2.1 BYOL

Description of Virtual Server Image

*Resource Pool
IBM Compute Cloud Res ~

*Discovered Image
Cloud Lab Base Agent V2.1 BYOL |~

Resources

Minimum Recommended
*MNumber of Virtual CPUs 1 = 1 =
#Amount of Physical CPUs 0.1 = 0.1 =
*Amount of Memory (in GBs)  [0.051 0.051

LI

*Disk Space Size (in GBs) 1

LI

Cancel

Figure 5-46 Registering the master image
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4. Click OK. When the registration is complete, the request is marked as
Resolved in the My Requests pane, as shown in Figure 5-47.

My Requests

L f (' 1\ 1 1 1 1 J | [ [ | 2
B Resolved (18) W Failed (2) Total (20)

Recent Activity

Create Project with IBM Compute Cloud Servers HCI Resolved
Proiect
Register KVM Image Red Hat Enterprise Linux & Resolved
{22-bit)(RTE)
Register KVM Image Red Hat Enterprise Linux & Resolved
{64-bit)(RTE)
Create Project with IBM Compute Cloud Servers HCI Failed
Project
Create Project with IBM Compute Cloud Servers HCI Failed
Project

Show all requests Manage Reguests__.

Figure 5-47 Registering successfully

Creating a team to manage server provisioning
To create a team to manage server provisioning:

1. Log on to Tivoli Service Automation Manager.

2. Click Request a New Service -> Virtual Server Management -> Manage
Users and Groups. Then, follow these steps:

a. Click Create Team.
b. In the Name field, specify the name of the team.

c. From the Available Users list, select a user and add the user to the
Selected Users list, as shown in Figure 5-48 on page 138. Repeat this
step until all team members are added.

d. Click OK.
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Create Team
Create a new team.
@ A team may include up to 15 users per request. To add more users to a team, create additional Modify Team requests.
*Name Project Account
HCITEAM
Description
Available Users Selected Users
=
- CLOUDADMIN -
= PMRDPCAUSR
TESTADMIN
TESTUSER
QK |  Cancel

Figure 5-48 Create a Team

When the team is created, the request is marked as Resolved in the My
Requests pane.

5.3 Scenario usage

The project manager of IBM Redbooks Stores in our scenario had to create new
features in applications to support the new stores. The project manager
completed the functional tests described in this section to provision servers on
the IBM SmartCloud Enterprise.
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5.3.1 Creating a project with servers in the IBM SmartCloud
Enterprise

To create a new project with one server on the SmartCloud Enterprise Cloud and
to create the initial project, follow these steps:

1.
2.

Log on to Tivoli Service Automation Manager.

From the Tivoli Service Automation Manager self - service user interface, click
Request a New Service -> Virtual Server Management.

Click Create Project with IBM Compute Cloud Servers as shown in
Figure 5-49.

Tivoli. Service Automation Manager

)

L

[ .

Home © Reguest @ Mew Service © Virtual Server Management

Backup and Restore Server Image Manage Image Library

Manage Users and Teams . Modify Project

Modify Server

Create Project from Saved Image
Provision one virtual server from a saved image in a new project.

-

Cancel Project

Use this task to cancel a proj
de-provisioned and would no |
images will also be deleted.

s

Create Project with Hybrid Se
Provision Servers from any of
Private) based on Enterprise A

Create Project with IBM Compute Cloud Servers
Provision one or moremytual servers from the IBM Compute Cloud
containing a specified Thage

Create Project with POWER LA
Provision one or more POWER

Figure 5-49 SmartCloud Provisioning Service

4.

In the Create Project with IBM Compute Cloud Servers dialog box, shown in
Figure 5-50 on page 140, complete the following mandatory details:

— Enter a Project Name and Project Description
— Select a Team to Grant Access to the project

Select IBM Compute Cloud Resource Pool from the Resource Group
Used to Reserve Resources drop-down menu.

Select an image to be deployed.
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7. Select an instance from the Select an Instance Type drop-down menu.
8. Choose the number of servers to be provisioned.
9. Click OK to submit the request.

Create Project with IBM Compute Cloud Servers

L4

S

General

*Project Name *Team to Grant Access

ITSO Redbook project HCITEAM -

Project Description
Create a project for functional tests

* Start Date #Start Time *End Date
3/14/2012 4:09 PM Indefinite | ¥

Requested Image

Resource Group Used to Reserve Resources
IBM Compute Cloud Res - Monitoring Agent to be Installed

*Image to be Deployed

'Q Provision one or more virtual servers from the IBM Compute Cloud containing a specified image

Select Name CPUs Memory Storage

Red Hat Enterprise Linux 6 (64-bit){l

# Select an Instance Type # Number of Servers to be Provisioned

1 S

Copper 32 bif [~]

4 Cancel

©] Red Hat Enterprise Linux 6 (32-bit)(l 1 2 GB 60 GB

Figure 5-50 SmartCloud provisioning details
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The project manager receives an email when the request is in the queue, as
shown in Figure 5-51.

¥l New~ /=] Reply~ <ElReplytoAl  [Z Forward~ [~ [*~ fJ Displayr () ~ More~
f ! ' Maximo Service Request has been accepted
L " root@localhost o Loic Marsollier 14/03/2012 13:29

ot .
Default custom expiration date: 14/03/2013 Show Details

Dear Loic Marsollier

Your Service Request 1029 'Create Project with IBM Compute Cloud Servers ITS50
Redbook Project' has been (auto-) approved and QUEUED for processing.

Please do not reply to this message as it was auntomatically generated.

Regards,

Your Service Automation Team

Figure 5-51 Request approved and in the queue

The status of the request is displayed on the My Request panel on the right side
of the user interface. The project is created successfully. One or more servers
are provisioned and are running in the IBM Compute Cloud when the status
displays as Resolved, as shown in Figure 5-52.

My Requests

) N N Y N N N e (N [N (O N
B resolved (18] [ Failed (2] Total {20)

Recent Activity
Create Project with IBM Compute Cloud Servers HCI Resalved
Proiect
Fegister EVM Image Red Hat Enterprise Linux & Resolved
(22-bit){RTE)
Register KWVM Image Red Hat Enterprise Linux & Resolved
(64-bit){RTE)
Create Project with IBM Compute Cloud Servers HCI Failed
Project
Create Project with IBM Compute Cloud Servers HCI Failed
Project

Show all requests Manages Reguests__.

Figure 5-52 My Requests panel
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The project manager can view the project status from the My Projects panel on
the right side of the user interface. The project manager receives an email with
the connection details, as shown in Figure 5-53.

¥] Mew~ /=] Reply = ElReplytoAl =~ [Z Forward~ [~ [~ [ Displayr () ~ More~

o

' “" Your request to start a new Project has been processed

root@localhost to: Loic Marsollier 14/03/2012 1347
—_—

Cco cloudadmin, testadmin, testuser )
Show Details

Default customn expiration date: 14/03/2013

Dear Loic Marsollier

You have started a new Project IT50 BRedbook Project with the following
topology:

T T T rrrouor T - R %1 =

rerr—rrre———————————r i g  parameters:
Hostname of Server: vhost(041l4.sitel.compute.ihost.com

RALEmRIN L e D LE] -

Number of tenths of physical CPUs: O
Amount of Memory: 2048 MB

Swap Size: 0 GB

Disk Space Size: &0 GB

Admin Pasaword:

The users of group HCITEAM have been notified.

Regards,

Your Service Automation Team

Figure 5-53 SmartCloud Enterprise server ready
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The first time that the Project Manager goes to the SCE Site, the new server is
running and shows as Active(Figure 5-54):

https://www.ibm.com/cloud/enterprise

Welcome Loic Marsollier | Sign out

IBM SmartCloud

Enterprise

Overview Control panel Account
Instances Images Storage Service Instances View asset catalog 9
My instances
Fiter: | | Add instance
Current filters: \ . .
0 You are currently using 2 of 4 available instances
Instance name = IP Address & | Created on & Running & Data center & Total Pricefur Status =
Andre 170.225.100.145 March 7, 2012 8 Days Boulder1, U.S.A S0.125/UHR | Active
Workload VM 170.224.161.158 March 14, 2012 1 Hour Raleigh, U.S.A S0.125/UHR | Active

Figure 5-54 Server provisioned from Tivoli Service Automation Manager
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You can click the project to view its content. You can modify the project when the
project status is Operational, as shown in Figure 5-55.

Project Details Operational
Project Name ITSO Redbook Project

Project Description HCI Redbook

Project Type ROP

Start Date 3/14/12 1:29 PM

End Date Indefinite

Team Access HCITEAM

Total Server(s) 1

Active Server(s) i

| Management Name Hypervisor ECPU (o6) Memory (%) | Disk (%)

Hypervisor

Provisioning Status

Figure 5-55 ITSO Redbooks Project Details panel
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To use this new Linux server, the project manager had to use a client, such as
Putty, and the default security certificate that was used when creating the server
(Figure 5-56).

My instances

Filter: [ |

Current filters: i
Instance name 2 IP Address Created on Running Data center

Andre 170.225.100.145 MWarch 7, 2012 8 Days Boulder1, U.S.A
Workload VM 170.224.161 1589 Warch 14, 2012 2 Hours Raleigh, U.5.A

Waorkload VM | change name

€ Rebootinstance

Instance id : 205002 Logs: Instance tags
05 : Red Hat Enterprise Linux vé = Viewlogs
IP: 170224 161.159 Security key pairs :

Secondary IP(s) : MiA = Instructions \
Server configuration : Copper- 32 bit (vCPL: 1, RAM: 2 GiB,

Figure 5-56 Security instructions

5.3.2 Adding one or muitiple servers to a project

After a period of time, the first server was not enough to ensure quality tests for
the IBM Redbooks Stores. The project manager decided to add a new and larger
server to its existing project.

To modify an existing project, follow these steps:

1. From the Tivoli Service Automation Manager self-service user interface, click
Request a New Service -> Virtual Server Management.

2. Click Modify Project.

3. Click Add IBM Compute Cloud Server to provision servers on the IBM
Compute Cloud.
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4. Select a project from the drop-down list. Only projects with the status as
Operational are listed.

5. Select a Resource Pool, an Image, and an Instance Type, and the number of
servers to be provisioned.

6. Click OK to submit the request.

Refer to Figure 5-57.

Add IBM Compute Cloud Server

o Add one or more IBM Compute Cloud server to the project

&

General

*Project Name
ITSO Redbook Project| ™

Project Details Operational
Project Name ITSO Redbook Project
Project Description HCI Redbook
Project Type RDP |
Start Date 3/14/12 1:29 PM
End Date Indefinite
Team Access HCITEAM
Requested Image
Resource Group Used to Reserve Resources
IBM Compute Cloud Res ~ Monitoring Agent to be Installed
*Image to be Deployed
Select Mame CPUs Memory Storage
Red Hat Enterprise Linux 6 (32-bit)({l 2 4 GB 410 GB
L Red Hat Enterprise Linux & (&4-bit){l 2 4 GB &0 GB =
4 nr 3
_C‘]K,]_ Cancel

Figure 5-57 Add servers details panel
The status of the request is displayed on the My Request panel on the right side

of the user interface. One or more servers are provisioned and running in the
IBM Compute Cloud when the status displays Resolved.

146 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



5.3.3 Removing a server from a project

When the quality tests were finished, the second server was no longer required.
To save money, the project manager decided to release this server on the IBM

SmartCloud Enterprise.

To remove a server from a project:

1. From the Tivoli Service Automation Manager self-service user interface, click
Request a New Service -> Virtual Server Management -> Modify Project.

2. Click Remove Server. Select the project from the drop-down list. Only
projects with the status Operational are listed.

3. Select the server from the list of servers of the project (Figure 5-58), and click
OK to submit the request.

Remove Server

X

*Project Name
ITSO Redbook Project| ™

Project Details
Project Name
Project Description
Project Type
Start Date

End Date

Team Access
Total Server(s)

Active Server(s)
Select a server to remove
7

Select Server Name

vhost0414.sitel.compute.ihost.com

0K Cancel

o This task allows you to remove a server from a project.

Operational

ITSO Redbook Project

HCI Redbook

ROP

3/14/12 1:29 PM

Indefinite

HCITEAM

2

2
Hypervisor Status CPU Memory Disk
ICC Created 1 2 GB 60 GB
1CC Created 2 4 GB 60 GB

Figure 5-568 Remove Server Details panel
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The status of the request displays on the My Request panel on the right side of
the user interface. One or more servers is removed from the IBM Compute Cloud

(¢

loud when the status displays Resolved.

Removing the last server: You cannot remove a server from a project that
contains only one server, as shown in Figure 5-59. To remove the last server

in a project, cancel the project as described in 5.3.4, “Cancelling a project” on
page 149.

Remove Server

E This task allows you to remove a server from a project.

ﬁ CTIZH2356I: The last serverin a project cannot be removed.

*Project Name

Project Details

0K Cancel

ITSO Redbook Project ™

Operational
Project Name ITSO Redbook Project
Project Description HCI Redbook
Project Type RDP
Start Date 3/14/12 1:29 PM
End Date Indefinite
Team Access HCITEAM
Total Server(s) 1
Active Server(s) 1
Select a server to remove

£ o
Select  Server Name Hypervisor Status CPU Memory Disk

@) vhost0414.sitel.compute.ihost.com ICC Created 1 2 GB 60 GB

Figure 5-59 Last server
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5.3.4 Cancelling a project

After the development team qualified the new features of applications, the project
manager decided to delete the project environment on the IBM SmartCloud
Enterprise.

To cancel a project, follow these steps:

1. From the Tivoli Service Automation Manager self-service user interface, click
Request a New Service -> Virtual Server Management.

2. Click Cancel Project. Select the project to be cancelled from the drop-down
list (Figure 5-60).

3. Click OK to submit the request.

Cancel Project
| Use this task to cancel a project. All of its virtual servers will be de-provisioned and would no longer will be available. Any saved images will al=o be deleted.

-

ey

*Project Name
ITSO Redbook Project| ™

Project Details Operational
Project Name ITSO Redbook Project

Project Description HCI Redbook

Project Type RDP

Start Date 3/14/12 1:29 PM

End Date Indefinite

Team Access HCITEAM

The following servers will be returned and made available to other users.

Server Name Hypervisor Status CPU Memory Disk
vhost0414.sitel.compute.ihost.c ICC Created 1 2 GB 60 GB
O!”'q Cancel

Figure 5-60 Cancel the project

The status of the request is displayed on the My Request panel on the right side
of the user interface. All servers are removed from the IBM SmartCloud
Enterprise when the status displays as Resolved.

From the My Projects panel on the right side of the user interface, the project
status is updated to Decommissioned.
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5.3.5 Logging in to the Tivoli Service Automation Manager

To login to the Tivoli Service Automation Manager self-service user interface:
1. Open the Tivoli Service Automation Manager self-service user interface:
https://hostname:9443/SimpleSRM/T1ogin.jsp

2. Log in as the Tivoli Service Automation Manager user. The default user name
is PMRDPCAUSR and the default password is maxadmin.

Browser configuration: Your browser must be configured to accept
cookies. Otherwise, you will not see any action.

5.3.6 Logging in to the Maximo Start Center

To login to the Maximo-Administrative user interface:
1. Open the Maximo-Administrative user interface:
https://hostname:9443/maximo/ui/login

2. Log in as the Maximo admin user. The default user name is maxadmin and the
default password is passwOrd.

5.4 Lessons learned

When considering this type of scenario, keep in mind the following points:

» The Tivoli Service Automation Manager version must be 7.2.1.3 instead of
7.2.1.4 as written in the HCI extension documentation.

» In the Cast Iron Integration, the source name must be identical in the
DCM_object.xm] file, for example, IBMCCRAL.

» You must have a SmartCloud valid user ID with the ability to create instances.

5.5 Summary

The IBM Redbooks Stores company realized the following business benefits and
cost savings of the hybrid provisioning implementation:

» One learning curve
» One user interface
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» One maintenance point
» A unique services catalog

IBM Redbooks Stores also realized an improvement in the time to value of its
acquisition without increasing its capital expenses by using, on demand, the IBM
SmartCloud Enterprise resources and private Cloud Computing Platform.

The development team increased its efficiency with application upgrades and
integration in the common applications set. The quick time to market gave IBM
Redbooks Stores a competitive benefit over its competitors and made this
acquisition more successful.
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Directory Synchronization
scenario

In this chapter we continue the IBM Redbooks Store scenario introduced in
Chapter 2, “Integrating cloud solutions with Cast Iron” on page 15. Here we detalil
the directory synchronization portion of that scenario (2.9.3, “Directory
Synchronization” on page 37).

In the scenario, the company hires additional people during three months of the
year, requiring synchronization of their on-premise user directory with the cloud
user directory.

In this chapter we discuss the following topics:

>

>

>

Scenario overview

Implementing the directory synchronization
Running and testing the scenario

How the integration works

Lessons learned

Summary
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6.1 Scenario overview

In this chapter we show how to synchronize an enterprise Tivoli Directory Server
to the public LotusLive. The objective of this scenario is to provide the ability to
synchronize user directories from an existing standard enterprise directory
service, such as an LDAP server or a compatible directory server like Tivoli
Directory Server to a supported public cloud service provider. The result is that
on-premise users can access the applications or services both on premise and
deployed in the public clouds using on-premise enterprise directories.

Figure 6-1 shows the relationship between all the components across the
on-premise and public cloud service provider LotusLive.

"On-Premise" Data Center Public Cloud -
and private clouds Hybrid Cloud Connectivity Infrastructure and Applications

WebSphere Cast
Iron Cloud Integration

[ Directory Integration ] k

Service Management
TDI Sync Plug-In

IBM Value: Client can leverage Lotus Live quickly using the same TDI user registry synchronization
solution as those on premise.

Figure 6-1 IBM Hybrid Cloud integration solution - Directory Synchronization

As previously mentioned, the IBM Redbooks Store has acquired another retalil
company. After the acquisition the store leveraged a hybrid cloud model to obtain
the additional capacity needed for its busy season. During this season, the store
will also hire additional staff. Getting the newly hired workers up and running in
short period of time requires the provisioning of these additional users in both the
on-premise systems and the cloud messaging system.

IBM Redbooks Store uses Lotus Live as the email system for the temporary staff
and needs to synchronize its internal LDAP directory, with the temporary staff
users, to LotusLive. This synchronization is achieved using the Directory
Synchronization bundle installed on the existing Cast Iron appliance and
integrating it to the Lotus Live system on the cloud.

154 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron




In this scenario, the source is an internal LDAP-based server and the target is
LotusLive. Both servers are external to the Cast Iron server. Groups and
members are defined on the LDAP server.

The general flow of the synchronization process is to take group members from
LDAP and add or delete them as subscribers from the LotusLive account. After
the members have been added to LotusLive, the new subscribers will receive
welcome mail from LotusLive with a URL to set up their new LotusLive account
password and other personal details.

Subsequent changes and modifications to member details in the LDAP directory,
such as address and phone number, will be synchronized to the LotusLive
address book. When a member is removed from an LDAP group, the
corresponding user account is also deleted from LotusLive along with any
information that is associated with that user.

There are basically two updates going on in the background of LotusLive. One is
the update of the address book. The other is the addition and deletion of
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accounts under a particular customer of LotusLive. A process flow chart is shown
in Figure 6-2.

f ‘{Lotus Live ’ﬁ '

__End User " 4
“Service /
Request -

IBM SmartCloud

ILOG/JRules
ILOG/JRules  RES
Rule 1dio #

4
4

_-Netcool/
~  Impact

Cast Iron
/’Applia nce

ITM LDAP
Dashboard

Amazon EC2

N

— Provisioning —» Governance
—» Monitoring — Synchronization

On-Premise Public

Figure 6-2 Flow chart of the Cast Iron directory synchronization

6.2 Implementing the directory synchronization

This section describes how to set up the directory synchronization between the
on-premise and cloud directories. It does not cover the full installation of the
products. Only the installation steps that are relevant for the scenario are
explained.

The IBM products that are used in this scenario include:

» IBM Service Delivery Manager

» Tivoli Service Automation Manager

» IBM Service Management Extensions for Hybrid Cloud 7.2.1
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The Service Management Extensions are available at no cost from the IBM Tivoli
Software product library. You can download the Service Management
Extensions for Hybrid Cloud at the IBM Tivoli Integrated Service Management
Library at the following URL:

https://www-304.ibm.com/software/brandcatalog/ismlibrary/details?catalo
g.1abel=1TW10TSOD

6.2.1 Install Service Management Extensions for Hybrid Cloud
plug-ins
In this section, we illustrate and explain in detail the steps needed to install the
Service Management Extensions for Hybrid Cloud Plug-ins.

1. Log on to the WebSphere Cast Iron Design Console at the URL:
http://hostname/express/. The default administrator user name is admin and
the default password is 'n0r1t5@C.

After you are logged in, you will be presented with a window as shown in
Figure 6-3 on page 158. In the left navigation pane is the link to Manage
Bundles. Clicking this link will start the sequence to install new bundles and
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upgrade or remove existing bundles. The right pane lists the WebSphere
Cast Iron server events that took place recently.

Cast IronDesign Console

Manage Bundles

Install new bundles, and upgrade or remove existing
bundles.

Home Integrations

Y

<«

Activity Feed

1-80f33 Page 1] 2| 3| 4|5

All Activity j Integration Activity

Integration "BP2LL" updated by sean

Thursday, March 15, 2012 4:40:17

Integration "BP2LL" updated by sean.

Thursday, March 15, 2012 4:10:45 PM

Integration "BP2LL" updated by sean

Thursday, Marc 2012 4:02:03 PM

Integration "BP2LL" created by sean
Thursday, March 15, : 43 PM

Integration "LDAP Group Members to LotusLive" deleted by sg
Thurs March 15, 2012 3:42:18

Integration "LDAF Group Members to LotusLive" updated by s
Thursday, March 15, 2 39:06 PM

Integration "LDAP Group Members to LotusLive" updated by s
day, March 15, 2012 3:32:29 PM

Integration "LDAP Group Members to LotusLive" updated by s
Thursday, March 15, 2012 2:49:44 PM

Figure 6-3 Cast Iron Design Console

2. To install the Service Management Extensions for Hybrid Cloud Plug-ins,

click Manage Bundles.

3. Browse to the folder where the installation package was downloaded, select
the Tivoli Directory Integrator Plugin bundle, and click Upload.

4. The License Agreement is displayed. To install the plug-in, select Accept.
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5. At the completion of the bundle installation, you will see a list of all bundles
that have been installed in the Cast Iron Design Console Figure 6-4).

Cast IronDesign Console Home Integrations
ry

| Browse... | Install New Bundle o
Bundle Name Version « Vendor Licence Install Date
Tivoli Directory Integrator 7 5 4 ibm B 2012-03-09 20:30:31 x
Plugin
Provisioning Plugin 7.21.0 ibm =] 2012-03-09 20:27:08 x
Monitoring 7210 ibm B 2012-03-09 20:28:40 x

Figure 6-4 Tivoli Directory Integrator Plugin has been successfully installed on the Cast Iron server.

6.2.2 Create directory entries for WebSphere Cast Iron integration

In this section we detail the steps needed to create user entries on the Directory
server for WebSphere Cast Iron integration. Any LDAP standard compatible
servers, such as Tivoli Directory Server (TDS), can be used for the integration
with WebSphere Cast Iron Directory Synchronization Plug-in. We used the Tivoli
Directory Server for this integration scenario.

1. Log on to the Tivoli Directory Server Web Administration Tool at the URL:
http://<hostname>:12100/IDSWebApp/. Log in with the directory entry
credential that has the authority to create and modify the directory entries, for
example, cn=root as we used here, and type in the password (Figure 6-5).

Tivoli Tiveoli Directory Server Web Administration Tool

Directory server login

Enter user.name and password
LDAP Server Name: [TDS |
User DN: |cn=n:|0t
Password: [eesecned
Loqgin to Console admin

Figure 6-5 Log in to the Tivoli Directory Server Web Administration Tool
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2. Click Users and Groups in the left navigation pane (Figure 6-6).

Tivoli Tivoli Directory Server Web Administration Tool

= B+ 10.7.28.153:389 (TDS) User DN: cn=root "'E
[3 Introduction
» E3User properties Introduction

» (B3 Server administration

» (21 Proxy administration Welcome to the IBM Tivoli Directory Server 6.3 Web Administration Tool. This tool enables you to

manage servers, both locally and remotely.
» (23 Schema management

» (3 Directory management Click an item to perform a task.
» (3 Replication management
Monitor ) "
Configuration Actions
3 Realms and templates . X
& :—l View Status Manage Server Properties
+ S Users and groups = W View Root DSE & Manage Security
o View Logs = Manage Password Polic
[2) Add user L View Cache Status Manage Replication
[ Manage users
@ Add group
Content Management
[ Manage aroups I
L]
[3] Logout @: Manage Entries

Figure 6-6 Tivoli Directory Server Navigation Pane, Users and Groups

3. Click Add user and then select the realm from the drop-down menu
(Figure 6-7). Then click Next.

Tivoli Tivoli Directory Server Web Administration Tool

[ Introduction B+ 10.7.28.153:389 (TDS) User DN: cn=root 3 (%)
Add user Logfiles Help
Step 1

»+ (E3User properties

» (B3 Server administration
AddUser

= Step 1 Select the realm of the new user.
plep 2 Realm:

“{1BM =

» (53 Proxy administration
b (Z3 5chema management

»+ (E3Directory management

} (Z3Replication managemen
» (ZdRealms and templates
» (3 Users and groups

[A Add uses

@ Manage users

[A Add aroup

@ Manage groups

[3 Logout

Figure 6-7 Add user and select a Realm

160 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



4. Fill'in the user information for the entry you are going to create (Figure 6-8).

Tivoli Tivoli Directory Server Web Administration Tool

Jlen]|

[3 Introduction B+ 10.7.28.153:389 (TDS) User DN: cn=root ¥9 (2
» E3User properties Add user Lodfiles Help

» [E3 Server administration

Step 2
» (E3 Proxy administration AddUser
» (3 Schema management v Step1 Realm: ||5

=» Step 2
» E3Directory management Naming attribute

} (3 Replication managemen
sn

b (Z3Realms and templates e
Loic Marsollier

» (3 Users and groups

[A Add uses

+Required gn

User groups Marsollier lultiple values

@ Manage users

[A Add aroup
@ Manage groups En -
Loic Multiple values

[3 Logout

Figure 6-8 Fill in all the required information to create a new user entry in TDS

5. After all information required as tagged with an asterisk is filled in, click
Finish at the bottom of the page.

6. You now have the new user entry successfully created in the LDAP directory
server. Click Manage users in the left navigation pane to see the newly
created user entry listed on the right-side information pane (Figure 6-9).

Tiwoli Tivoli Directory Server Web Administration Tool

[ Introduction = 10.7.28.153:289 (TDS) User DN: cn:root“?la ?
» EUser properties Manage users Lodfiles Help
} (Z Server administration Select realm:
» (23 Proxy administration I|BM =l [ view use
» (£ Schema management Users

» [E3Directory management

Add... | Edit.. | Copy.. | Delete || %+ | & (2| (= (@ | [— Select Action— =] |Go]| (~]
Select | User name

» (ZAReplication management

» [E3Realms and templates

+ &y Users and groups s Loic Marsollier
[ Add user Page 1 of 1 Total 1 Filtered: 1 Displayed: 1
@ Manage users Close
@Add aroup

[ Manage groups

[3 Logout

Figure 6-9 A new user entry has been successfully created and listed on TDS directory
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7. Repeat the process to create all the user entries you need for integration with
the WebSphere Cast Iron Directory Synchronization Plug-in.

8. When you are finished, verify the users have been added by clicking Manage
users again (Figure 6-10).

Tivoli Tivoli Directory Server Web Administration Tool

[3 Introduction B+ 10.7.28.153:389 (TDS) User DN: cn=root ¥ (7
» EAuser properties |Manage users Lodfiles Help
» (33 Server administration Select realm:
» (E3 Proxy administration IlBM lJ View users
» (23 5chema management Users

» (53 Directory management - z
Add... | Edit.. | Copy.. | Detete || % | [§] (@ (=] | | [-Select Action— =] co|| (-[Filter

Select | User name
«  Andre Araujo

» (Z]Replication management
» (E3Realms and templates
+ SUsers and groups

3 Add user ©  Chris Rayns
[3 Manage users «  David Kwock
[3) Add aroup ¢ Jag Dhillon
[ = ceris ¢ Karen Durston
(3 Logout ©  Loic Marsollier
©  Seanliu
«  Sunil Joshi
Page 1 of 1 Total: 8 Filtered: 8 Displayed: 8
| Close |

Figure 6-10 All new user entries are listed and verified in TDS LDAP server

6.2.3 Create the WebSphere Cast Iron Directory sync integration

In this section we detail the steps needed to create the integration of WebSphere
Cast Iron Director Synchronization with LotusLive public cloud services. The
integration relationship needs to be set up and created first on the WebSphere
Cast Iron Design Console, before the Directory Synchronization with LotusLive
features can become operational.

1. Logon to the WebSphere Cast Iron Design Console at the URL:
http://hostname/express/. The default administrator user name is admin and
the default password is !n0r1t5@C.

2. After you are logged on, click the Integrations link at the top of the page. This
will take you to the Cast Iron Design Console Integrations page (Figure 6-11
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on page 163). The pane on the right side will display a list of existing
integrations and their current status.

Cast IronDesign Console  tHome Integrations
)
Create .
Integrations
Fill out basic source and target information below. We will find you
any matching templates. Name « Updated Updated by Statu
ITSO Tivoli
Monitoring
Source Se =
Serverto 5043 1-4F-57 BM M N |
- off March 14, 2012 1:46:22 PM GMT andre R
Premise
Agent
Target TSAM to
IBM A 2012 6:05:13 A ¥ ai !“"
- Compute March 14, 2012 6:05:13 AM GMT loic R
Cloud
Figure 6-11 Cast Iron Design Console Integrations pane

3. In the left pane, under Create, click the Source drop-down menu and select
LDAP Group Members.

In the Target section, select LotusLive.

After LotusLive is selected, a template for LDAP to LotusLive integration will
be available for use. Click the Use link next to the template (Figure 6-12).

Home

Cast IronDesign Console

Integrations
'y

<«

LDAP to LotusLive

Can'tfind what you're looking for?

MNew Blank Integration

Create e
Integrations
Fill out basic source and target information below. We will find you W
any matching templates. W Updated Updated by Status
ITSO
Source A
Monito
LDAP G Membs -
s = Server March 14, 2012 1:46:22 PM GMT andre pa—
to Off
Premi:
TarQEt Agent
LotusLive - TSAM
10 1BM 1arch 14, 2012 6:05:13 AM GHT laic
Comp! ' R Runnir|
Templates Cloud

Figure 6-12 The LDAP Group Members Source and LotusLive Target selected for Integration Creation
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6. With the LDAP to LotusLive template selected for integration, the window is
split into two halves. The left side is for the source information and the right
side is for the target information.

7. We work on the source information entries first:

a. Click the blue box on the left side of the window where the number 1 is
located.

b. Enter the information required to connect to the enterprise LDAP server
(Figure 6-13).

Cast lron Desig n Console Welcome backAdministrator
LDAP Group Members to LotusLive Save || Close
1 2

Connection Type

viEmbers -

LDAP E’

~ Details

Name* [l
TDS

LDAP name * [
TD3_LDARP

LDAP Description (il
Tivali Directory Server

LDAPURL* (&
Idap#10.7.28.153:389
LDAP User [
cn=root

LDAP Password  [il

LDAP Group* (il
cn=IBM cn=ibmpolicies,o=ibm.com

Figure 6-13 Fill int all the required information for enterprise LDAP connection

c. Click Connect. If the input is correct you will see a message box at the top
of the form confirming that the connect is successfully established with the
LDAP server (Figure 6-14 on page 165).
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Cast IronDesign Console Home  Integrations

r

LDAP Group Members to LotusLive

@

CTGHCZ20071: Connection

infarmation accepted Operatlons.

M lected «
Connection Type 006 SSeCE

B ~| Available Objects

e

=

- Details

Hame* [il
TDS

LDAP name* (i
TDS_LDAP

Figure 6-14 Connection to LDAP server has been established successfully

d. Click Done at the bottom right corner of the window to exit from the
Source form.

8. Now we move to the Target side.

a. Find the orange box at the top the right side of the window where the
number 2 is shown, and click anywhere within the orange box.

b. A detailed connection information form is presented. Enter the LotusLive
account information and the network transfer connection details.

LotusLive uses secure FTP as the network transfer protocol running on
port 990.

You will need your LotusLive account name and password for login, along
with the customer ID. The LotusLive customer ID is an ID that is assigned
to the owner of the account, and which serves as an umbrella of all the
users within the group created under this account. It is essential that you
enter the correct LotusLive customer ID.
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The target information is shown in Figure 6-15.

Cast lronDesi gn Console Welcome backAdministrator~

Home  Integrations

LDAP Group Members to LotusLive Save || Close

(] 2

- m i

Connection Type

LotusLive -
[
Name * (&
LotusLive

LotusLive name * (@
TDS_LotusLive

Description G
LotusLive Connection

FTP Hostname * (i
fom.mail lotuslive.com

FTP Port= [
990

FTP Username * (&
ccie@notes lotuslive.com

FTP Password i

LotusLive CustomerID* [
20435264

Al =1

Connect

Figure 6-15 Provide LotusLive account and connection details in the Target form

c. Verify that all the required items are correctly entered, then click Connect.
If everything is correct, a message will be displayed at the top of the form
confirming the connection to LotusLive has been established (Figure 6-16
on page 167).
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Cast Iron Design Console Welcome backAdministrator=

Home Integrations

LDAP Group Members to LotusLive Save || Close

@ 2
b PR §
CTGHC20071: Connection

information accepted Operatlons.

- ) Mone selected =
Connection Type

LotusLive

Available Objects Available Field

LotusLive name * [ =
TDS_LotusLive

Description ([
LotusLive Connection

I
Figure 6-16 The connection to the LotusLive is successfully created

d. Click Done at the bottom right corner of the window to exit from the Target
form.

9. Now, with both Source form and the Target form of the integration completed,
we need to save them under a single integration. Click Save at the top of the
Cast Iron Design Console page to save the integration information. You will
receive a confirmation box displaying the following statement:

Integration "LDAP Group Members to LotusLive" successfully created.
Click OK to accept.

Click OK.
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10.Click Close to exit the integration. An overall list of all the integrations that
have been defined on the Cast Iron server, including the new Directory
Synchronization integration (selected in Figure 6-17), will be displayed.

Cast IronDesign Console

Welcome backAdministrator 2

Home Integrations

¥
Integrations
Name « Updated Updated by Status
I;rSO Tivoli Monitoring Server to Off Premise March 14. 2012 1-46:22 PM GMT andre d o
Agent Running [@
- A ; -
" e .
LDAP Group Members to LotusLive March 25, 2012 7:30:07 AM GMT admin Stopped
5042 F-0E- ; »
AR T, oud T 513 AM 0 [
TSAM to IBM Compute Cloud March 14, 2012 6:05:13 AM GMT loic Running ® X

Figure 6-17 List of currently defined integrations with status

6.3 Running and testing the scenario

In this section we explain the steps needed to test and run the integration
scenario:

1. In the Cast Iron Design Console, go to the integrations window by clicking the
Integrations link. A list of the current integrations defined on the server and
their status (Figure 6-17) will be displayed.

The integration we are going to test and run is called LDAP Group Members to
LotusLive. Notice the current status of this integration is Stopped.

2. Activate the integration by clicking the triangle play button next to Stopped.

3. If things are all working properly, a pop-up box displays a confirmation
message:

Started integration: LDAP Group Members to LotusLive”.
Click OK to confirm.
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4. Verify that on the Integrations window, the integration now displays a status of
Running with the triangle play button turning green (Figure 6-18).

Cast IronDesign Console

Home  Integrations

>

Integrations

Name « Updated Updated by Status

ITS0 Tivoli Monitoring Server to Off Premise ¥ B9 1-AF-99 PM M 4 o

Agent March 14, 2012 1:46:22 PM GMT andre Running @ X

LDAP Group Members to LotusLive March 25, 2012 7:30:07 AM GMT admin Running B X
SAM to IBM C oud ! 2012 6:05:13 AW GN oic

TSAM to IBM Compute Cloud March 14, 2012 6:05:13 AM GMT loic Running *

Figure 6-18 The “LDAP Group Members to LotusLive” integration status shows Running

The integration will start to run immediately after the integration has been
activated. It will take some time for the Cast Iron Directory Synchronization
plug-in to scan the LDAP directory for any addition or deletion updates and
transfer the newly created group users to the LotusLive public cloud servers.

A LotusLive process is scheduled to run periodically to process these uploaded
directory updates and then populate them into the related LotusLive account.
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After the group users are successfully transferred and created within LotusLive
account, log on to our LotusLive account for verification (Figure 6-19).

IBM My Dashboard Mail Calendar People ~ Apps ~ Administration > Seanliu~  Help~  LogOut
= Personal
My Account Settings User ACCOUntS
- IBM
You have 17 of 25 bundled subscriptions available
Qrganization Account Settings Add User Account Resend All Expired Invitations Export User Account List
Subscriptions Hame v
Announcements 1-20f3 Jump to page:
Integrated Third-Party Apps Name~ Role Status Subscription
memaliops Andre Araujo User Pending IBM SmartCloud Engage
IBM SmartCloud Labs Advanced Trial
Order Histary Chris Rayns User Fending IBM SmartCloud Engage
Qrganization Extensions Advanced Trial
David Kwock User Active IBM SmartCloud Engage
~ System Settings Advanced Trial
5
Security Jag Chillan User Pending IBM SmartCloud Engage
Theme Advanced Trial
Profile Custamnization Karen Durston User Pending IBIM SmartCloud Engage
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Figure 6-19 Users within LDAP server have been transferred and synchronized to the LotusLive account

6.4 How the integration works

When the synchronization integration is saved and published, a Tivoli Directory
Integration (TDI)-specific configuration file is generated “behind the scenes” that
represents the details of that particular integration. It contains the connection
parameters and data flow of a user account between LDAP and LotusLive.

After the integration process is activated and starts running, the Directory
Synchronization plug-in will constantly check for new updates and changes by
comparing the information it receives from LDAP server with a local database it
maintains on the server.
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Every 15 minutes, it will generate a set of command files that contain all the
changes and updates it has detected and upload them to the LotusLive's server
by FTP. On the LotusLive server, an integration service will scan its FTP
directory every 15 minutes for new command files, and then execute the
command files after they are found. When a command file has been processed,
a response file is generated by LotusLive and placed in a response directory on
the FTP server

At the end of an integration run, the response files are collected and printed to
the plug-in’s runtime log by the synchronization plug-in. These response files are
also downloaded to the Cast Iron server for trace and troubleshooting purposes.

LotusLive provides many services, including email, conferencing, and
scheduling. The Directory Synchronization Plug-in does not provision the
subscriptions for each individual. These have to be managed by the customer
administrator of the LotusLive accounts after the user account have been
created or synchronized from the LDAP server. The Directory Synchronization
Plug-in will take care of lifetime creation and deletion of LotusLive user accounts
based upon an LDAP group.

6.5 Lessons learned

In this section, we list common issues you might encounter when implementing
the Directory Synchronization Plug-in and the solutions we discovered.

One of the most common problems is not being able to connect to either the
LDAP or LotusLive servers. This is usually a connection-oriented problem, which
can be the user names and passwords, port numbers, or host IP addresses. A
firewall sitting in between the Cast Iron server, the LDAP server, and LotusLive
can also create network connectivity issues. If you have a connectivity problem,
check the runtime logs. Look for error messages that show unknown host,
connection refused or connection timed out. If you cannot resolve the host
name of the LDAP server, try using the IP address of the LDAP server. For
connection refused messages, make sure you use the correct port number and
there is no firewall in between blocking your access.

Another common problem is being unable to find the group name of an LDAP
object. The problem can be that the fully distinguished name (DN) of the LDAP
group object is typed incorrectly on the integration form, or the URL to access the
object is inaccurate. Unknown LDAP object messages or not found messages
are typically seen when an LDAP group object you try to read from does not exist
in the LDAP directory, or you do not have access to it. You might have provided
the wrong user name and password to access an object that is password
protected.
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6.6 Summary

The Service Management Extensions for Hybrid Cloud extends the on-premises
suite of products to provide the functionality of unifying user IDs between an
enterprise directory and LotusLive.

Customers who want to manage access to off-premise resources and data by
using the same enterprise user directory maintained on premise are now able to
accomplish and use LotusLive quickly using the same TDI user registry
synchronization solution as before. This capability provides better security and
control of user access by synchronizing the user directories of on-premise with
cloud applications. The automated synchronization means users will be able to
gain entry to the information that they have already been authorized to access
without human intervention.
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Workload Governance and
Management scenario

In this chapter we discuss the Workload Governance and Management scenario
that is supported by the IBM Service Management Extensions for Hybrid Cloud.
First, we address the functionality of workload governance. Next, we provide the
detailed installation and configuration information for the required components
for the scenario. Finally, we run the scenario based on a customer use case and
provide our results.

In this chapter we discuss the following topics:

» Scenario overview

» Installation and configuration

» Scenario walk-through

> Lessons learned

» Summary
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7.1 Scenario overview

This chapter demonstrates the ability of a hybrid cloud to govern and manage
workload. This is done by leveraging several IBM Hybrid Cloud components to
create a complete solution that gives a business the ability to apply a business
policy to a cloud service and have it enforced. The following IBM components are
used to demonstrate this scenario

» Tivoli Service Automation Manager (TSAM) to administer projects consisting
of servers being monitored for performance.

» WebSphere ILOG JRules for implementing a strategy to provision or
decommission resources in the proper location based upon a set of business
rules

» IBM Tivoli Monitoring (ITM) to collect monitoring data (CPU utilization %) of
both on-premise and cloud instances

» Netcool/Impact and Event Correlation Service (ECS) to analyze CPU
utilization, detect and correct abnormal situations
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Figure 7-1 shows a high level view of this solution.
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Figure 7-1 Governance Scenario Overview

7.1.1 Tivoli Service Automation Manager

The Workload Governance and Management scenario leverages Tivoli Service
Automation Manager (TSAM) to offer a new TSAM service catalog offering called
“Create Project with Hybrid.” This offering allows for a project that creates
resources both with on-premise and public cloud resources based on business
rules loaded in the ILOG Rules Execution Server.

7.1.2 ILOG JRules Execution Server

After TSAM creates the request, it passes the service request information to a
Transparent Decision Service on the ILOG JRules Execution Server, which
invokes the business rules to determine where to provision the requested
resources. The resource location is returned to TSAM and TSAM continues to
process the request in the cloud as indicated by the Decision Service.
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7.1.3 Tivoli Monitoring

After the resources are provisioned Tivoli Monitoring continues to monitor the
resources that are part of the request project and sends data to the Netcool
Impact (Event Correlation Service). Impact will determine if resources need to be
moved based on business rules.

7.1.4 Netcool Impact

After Tivoli Monitoring Data is received about the different components of the
hybrid service, the data is processed in Netcool Impact to determine if any
additional resources need to be provisioned to stay within business policy. The
Event Correlation Service in Netcool determines whether resources need to be
allocated or deallocated. If any action is needed for a given cloud service,
Netcool Impact puts in a service request to TSAM to perform the action.

7.2 Installation and configuration

In this section we explain the prerequisites, installation, and configuration of the
workload governance and management scenario. In addition, we cover the
environment architecture of our lab scenario.

7.2.1 Prerequisites and installation

Table 7-1 shows the software components that are required for the workload
governance and management scenario.

Table 7-1 Products needed for Workload Governance and Management scenario

Product Version Description
Cast Iron Operating 6.1.0.2 Enables companies to
System rapidly connect their hybrid

world of public clouds,
private clouds, and
on-premise applications

176 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron




Product Version Description

Tivoli Monitoring 6.2.2 FixPack 3 Manages system and
network applications,
tracks the availability and
performance of your
enterprise system, and
provides reports to track
trends and troubleshoot
problems

Tivoli Netcool/Impact 5.1.1 FixPack 1 Streamlines event and
alert management,
business service
management, and incident
and problem management

processes
Tivoli Service Automation 722 Helps to automate the
Manager provisioning, management

and de-provisioning of IT
resources, hardware
server, networks,
operating systems,
middleware, and
application-level software

WebSphere ILOG JRules 711 Provides functionality to
build and deploy
rule-based applications for
Java, mainframe and
service oriented
architecture-based
environments

To support the solution, the following steps are assumed to have taken place:
1. Install and configure the Tivoli Service Automation Manager software.
Deploy the IBM WebSphere Cast Iron Appliance.

Install the Service management Extensions for Hybrid Cloud.

Contact IBM SmartCloud Enterprise service to obtain a user account.

ok~ 0D

Configure each hybrid service.

To demonstrate this scenario an IBM x3550 and an IBM LS42 Blade, each with
32 GB of RAM, was used. Each server had 1 TB of Disk storage to host the
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images required for this scenario. Figure 7-2 is a logical diagram of the
configuration.
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Figure 7-2 Lab environment used to demonstrate Workload Governance scenario

The remaining configuration steps discussed in this section are specific to the
Workload Governance and Management scenario. We assume that you have
already completed the configuration documented in Chapter 4, “Monitoring
scenario” on page 61 and Chapter 5, “Provisioning scenario” on page 93. The
configuration documented in this section builds on top of the work that is done in
the Monitoring and Provisioning scenarios.

7.2.2 TSAM additional configuration

In this step, you will reactivate the PMRDPSIVIEW:
1. Stop the TSAM Server.
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2. On the administrative system, log on as root (for UNIX) or as an
administrative user (for Windows) and open the command window.

3. Change directory to the Maximo home directory.
4. Run the following script to import the PMRDPSIVIEW configuration:

./importObject.sh
-input=../en/rdp_pmp/V750 06.content/RDP_pmrdpsiview _chg.xm]

5. Run the following script to import the PMRDPSIVIEW object:

structure./importObject.sh
-input=../en/rdp_pmp/V750 06.content/NBAPITSAM maxintobject change.xml

6. Run the following script to commit the changes to the database:
./configdb.sh

7. Restart the Tivoli Service Automation Manager server.

7.2.3 Deploying the Event Correlation Service on the Tivoli
Netcool/Impact server

In this section we explain the process used to deploy the event correlation
service on the Tivoli Netcool/Impact server. The Event Correlation Service is
delivered as a single compressed file called EventCorreelationService.tar,
which is part of the download from the IBM Service Management Library.

1. Log on to the Tivoli Netcool/Impact host as the netcool user.

2. Transfer the EventCorrelationService.tar file from the original media to the
/tmp directory.

3. Change to the /tmp directory.

4. Extract the contents of the EventCorrelationService.tar file to create an ecs
directory that contains all the necessary files.

5. Change to the ecs directory.

6. Define and export the NCHOME Environment variable to specify the location of
the Tivoli/Netcool products. The default vale for Tivoli Netcool v5.x is
/opt/ibm/netcool

7. Run the installation script: ./setupEcs.sh T

7.2.4 Editing the Event Correlation Service configuration file

The next step is to edit the event correlation service configuration file.
1. Log on to the Tivoli Netcool/Impact host as the netcool user.
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2. Change directory to the ecs directory.

3. Editthe ecs.properties file to replace each of the following variables with the

correct value for your system.

Table 7-2 Parameters to modify in ecs.properties

Variable Description Example
<TSAMHOST> The host name or IP sdmsam.dlk.local
Address of the Tivoli

Service Automation
Manager Server

<TSAMPORT> The port used for REST 9443
APIs by Tivoli Service
Automation Manager

<TSAMUSER> The user ID to connectto | maxadmin
Tivoli Service Automation
manager

<TASAMPWD> The password for the password

Tivoli Service Automation
Manager user ID

7.2.5 Installing the WebSphere ILOG JRules Ruiles Execution Server

Use the following steps to install the ILOG Rules Execution Server:

1.

= © © N o o

Log on to the proposed Rules Execution Server host as the user who will run
the Rules Execution Server.

Ensure that the Java Virtual machine is in your execution path. The Rules
Execution Server requires an IBM 32-bit JVM.

Download the JRules V711 _CZLX6ML.bin file from IBM Passport Advantage®.
In our case we downloaded it to the /software directory.

Change to the /software directory and start the ./JRules_V711 CZLX6ML.bin
file.

In the installation wizard, select the appropriate language and click OK.
In the Introduction window, click Next.

Accept the terms of the license agreement and click Next.

Select the Rules Execution Server for Java check box. Click Next.
Choose the installation location. Click Next.

0.Select the JVM to be used by the Rules Execution Server and click Next.
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11.Review the pre-installation summary and click Install.
12.Click Done to exit the installer.

7.2.6 Verifying the installation of the Rules Execution Server

To validate the Rules Execution Server is installed correctly, follow these steps:
1. Change to the Rules Execution Server Installation directory.
2. Start the Rules Execution Server by launching the sales console.
3. Connect to the Rules Execution Server:
http://server:8080/res
4. Login with the resAdmin user ID.

7.2.7 Deploying the hybrid cloud RuleApp

In this section we explain the deployment of the hybrid cloud ruleapp.
1. Copy the hciRuleapp.jar file to the /software directory.

2. Login to the Rules Execution Server at http://server:8080/res with the user
resAdmin.

3. In the Rules Execution Server console, click the Explorer tab.
4. In the RuleApps View pane, click Deploy RuleApp Archive.

5. In the Deploy RuleApp Archive window click Browse, specify the location of
the ruleapp file, select Increment RuleApp major version, and click Deploy.

7.2.8 Additional Tivoli Monitoring configuration

You cannot govern and manage workloads on cloud instances that have only
been configured for monitoring. You also cannot migrate projects to support
workload governance after projects have been created. Currently, we are using
cloud instances only configured for monitoring. The following steps are required
to support the workload governance scenario:

1. Log on to the Linux IBM SmartCloud Enterprise instance as the default user
idcuser.

2. Use the sudo bash command to start a shell session as the root user.
3. Change directory to the operating-system startup directory.

4. Modify the /etc/init.d/ITMAgents1 file that was generated during the
installation process to enable the workload governance scenario to be
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deployed. You need to enable the root user to start the Tivoli Monitoring
agents and change the host name reported by the cloud interface.

The original entry is shown in Example 7-1.

Example 7-1 ITMAgents1 file before update

start_all() {/bin/su — root —c " /opt/IBM/ITM/bin/itmcmd agent start
1z >/dev/null 2>&1" }stop_all() {/bin/su - root —c "
/opt/IBM/ITM/bin/itmcmd agent stop 1z >/dev/null 2>&1" }

The edited entry is shown in Example 7-2.

Example 7-2 Edited ITMAgents1 file

start_all() { configFile=$CANDLEHOME/config/1z.ini myName="hostname
-f> cp $configFile /tmp/1z.ini.bck cat /tmp/1z.ini.bck | sed
"s/~CTIRA_HOSTNAME=.*/CTIRA_HOSTNAME='$myName'/g" | sed
"s/~CTIRA_SYSTEM_NAME=.*/CTIRA SYSTEM NAME='$myName'/g" >
$configFile if [ “id -u”™ -eq 0 ]; then $CANDLEHOME/bin/itmcmd agent
start 1z >/var/log/itmemd.log 2>&1 else sudo $CANDLEHOME/bin/itmcmd
agent start 1z >/var/log/itmemd.log 2>&1fi }stop all() { if [ ~id
-u” -eq 0 ]

$CANDLEHOME/bin/itmemd agent stop 1z >/dev/null 2>&1 else sudo
$CANDLEHOME/bin/itmemd agent stop 1z >/dev/null 2>&1 fi }

7.3 Scenario walk-through

In this scenario, a retail company has an inventory system that leverages two
application servers. One application server runs at 80 percent CPU utilization
and the other application server runs at 20 percent utilization. This produces a
system that averages 50 percent CPU utilization. To handle peaks in workload,
the company has implemented a policy that ensures that CPU utilization for the
application servers should stay between 42 and 75 percent. This means that
during normal workload, the two application servers are adequate because
between the two application servers they average 50 percent CPU utilization.

During the holiday season, though, the two application servers start running at
100 percent CPU utilization. This would normally cause customers not to be
serviced. However, because this retail company has implemented the policy that
CPU utilization should stay between 42 percent and 75 percent, an additional
server is automatically provisioned. With the addition of this third server, the CPU
utilization drops from 100 percent CPU utilization between the two application
servers to 67 percent CPU utilization between the three application servers. This
allows all customers to be serviced.
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After the holiday season, the first application server drops back down to

80 percent CPU utilization. The second application server drops back down to 20
percent CPU utilization. The third application server drops to 0 percent CPU
utilization. This causes the overall CPU utilization to drop to 33, which triggers
the automatic de-provisioning of the third application server based on the policy
of CPU utilization should stay between 42 and 75 percent. After the third
application server is de-provisioned, the CPU utilization drops back to 50 percent
between the two application servers and within the policy of CPU utilization
should be between 42 and 75 percent.

7.3.1 Resources added to cloud project to support business policy

In this section we demonstrate a resource being added to an application based
on peak season load. As you will see in this scenario, the two servers that make
up the cloud service can no longer handle the workload based on the policy that
CPU usage must stay between 42 and 75 percent. To enforce this policy, the
workload governance and management scenario triggers the deployment of
additional resources (a third compute resource) to ensure the cloud service stays
within the business policy.

First we look at the cloud resource project resource details (Figure 7-3) in TSAM
to see the details of the cloud resource that has been provisioned to support the
retail application.
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Figure 7-3 Project details
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Then, from TSAM, we see the hybrid project has been successfully deployed
(Figure 7-4).
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Figure 7-4 Hybrid Cloud Project successfully deployed

Next, we see the resources that are part of the project are being monitored
(Figure 7-5). Initially one of the two compute resources that are part of this cloud
service is loaded to 100 percent. The other is idle.
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Figure 7-5 CPU utilization is 100 percent on one node
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Next we login to the event correlation service in Netcool to see the details of the
cloud service performance (Figure 7-6).
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Figure 7-6 Event Correlation Service Conso/e
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In the event correlation service log (Figure 7-7) we see that the cloud service is
only 50 percent utilized. This is true because one node is at 100 percent and the
other is idle.
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TNFEO Duorum (= 86%) 15 met. checkin
Figure 7-7 Event Correlation Service log

Next we add load to the second compute resource. This simulates what would
happen during peak retail season. As you can see in Tivoli Monitoring
(Figure 7-8) now both nodes are at 100 percent CPU utilization.
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Figure 7-8 CPU Utilization on second node is increased to 100 percent
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Next we login to the Service Request Manager to see if the alert has triggered a
service request (Figure 7-9).
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Figure 7-9 Service Request Manager Console

We see that a Workload Overload service request has been generated
(Figure 7-10).
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Figure 7-10 Workload Service Request created in Service Request System
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Next, we look at the details of the service request and see that an automated
Workload Overload ticket has been generated and the details of the situation are
automatically populated (Figure 7-11).
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Figure 7-11 Service Request details
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We see that based on our business management policy an automatic ticket has
been created to add another compute resource to the cloud service to enforce
our policy (Figure 7-12).
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Figure 7-12 Service Request created for cloud resources to be allocated

In the TSAM interface, we now see the additional resource is in the process of
being created (Figure 7-13).
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Figure 7-13 Additional compute resource in the process of being allocated
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Then, we see that the additional compute resource has been successfully
allocated through the TSAM interface (Figure 7-14).
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Flgure 7-14 Add New Server has been resolved

Next, we look in the Service Request system and see that the same status that
the additional compute resource has been successfully added (Figure 7-15).
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Figure 7-15 Service Request shows as resolved

190 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



Next, we look in Tivoli Monitoring and see the third node as part of the cloud
service and the other two compute nodes still running at 100 percent
(Figure 7-16).
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Figure 7-16 Tivoli Monitoring Console showing all three compute resources
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Finally we look at the project details in TSAM and see that there are three
compute resources are part of the project (Figure 7-17).
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Figure 7-17 TSAM project details

7.3.2 Resources decommissioned from the cloud project to support
business policy

In this section we walk through the Workload Governance and Management
scenario after peak retail season is over. We see that CPU utilization on the
second compute resource returns to idle and the business policy of keeping CPU
utilization between 42 and 75 percent is violated. We then demonstrate the
process as the system enforces the policy by decommissioning the unneeded
compute resource.
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First we see in Tivoli Monitoring that overall utilization for the cloud service has
dropped below 42 percent because two of the nodes are not being utilized
(Figure 7-18).
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Figure 7-18 Tivoli Monitoring CPU utilization of the nodes that make up the cloud service

Next, we look in the correlation service log and see that the underutilization
scenario has been triggered (Figure 7-19).
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Figure 7-19 Event correlation service Log
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Next, we look at the service request to see that a service request has been
generated for the underutilized resources (Figure 7-20).
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Figure 7-20 Going to Service Details from the Go-To Menu

Next, we see the service request for the underused resource is resolved. and
look at the details (Figure 7-21).
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Figure 7-21 Underused resources service request
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Figure 7-22 shows the Service Request ticket details.
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Figure 7-22 Service request ticket details
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Next we see a Service Request to the provisioning service is generated to
de-provision the unneeded resources (Figure 7-23).
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Figure 7-23 Ticket created for provisioning service to decommission the unneeded
resources

The Self Service Interface in TSAM shows that the decommissioning of the
resource is in progress (Figure 7-24).
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Figure 7-24 Resource decommissioning
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We see that the resource has been successfully decommissioned and the
utilization of the cloud service is back to within the CPU utilization policy

(Figure 7-25).
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Figure 7-25 Event Correlation Service log

Now, the ticket in the Self Service Interface has been changed to Resolved status

(Figure 7-26).
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Figure 7-26 Self Service Interface shows status as resolved
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Looking at the details of the project, we see that there are only two nodes in the
project and that the third node has been decommissioned (Figure 7-27).
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Figure 7-27 Project Details
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Finally, we look at the Tivoli Monitoring portal and see that the third node is
offline because it has been decommissioned (Figure 7-28).
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Figure 7-28 Tivoli Monitoring showing the third node is offline

7.4 Lessons learned

When working through the Workload Governance and Management scenario,
we learned several lessons that make the scenario easier to implement and use.

First, be sure to understand the network connectivity and firewall requirements
between the enterprise and the public cloud environment. We ran into this issue
in the lab where we had used two layers of network translation and did not
forward all the proper ports. This caused the environment to not work until we got
the issue resolved.

We also found that all workload governance and management scenario projects
must start with “HYB” in the project name. This is because the Event Correlation
Service uses this prefix for all its actions. This was an important lesson learned
during the usage of this scenario because for the Provisioning and Monitoring
scenarios, this was not necessary. This became an issue when we started trying
to build on top of the projects that we used for those scenarios, only to realize
that the Workload Governance scenario required the HYB prefix for the other
components of the solution to work.
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7.5 Summary

In this chapter we covered the ability to add resources and de-provision
resources based on business policy. This allows a company to use both their
on-premise resource and public cloud resources effectively to maximize their
compute resource investment.

In addition, we explored the ability of a hybrid cloud to enforce policy based on
business policy. This enforcement was useful in our use case to ensure that
customers were only paying for compute resources they were actually using,
while handling seasonal workload without impacting the business.
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The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this book.

IBM Redbooks

The following IBM Redbooks publications provide additional information about
the topic in this document. Note that some publications referenced in this list
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© Copyright IBM Corp. 2012. All rights reserved. 201


http://www.redbooks.ibm.com/
http://www.redbooks.ibm.com/
http://www-01.ibm.com/software/integration/cast-iron-cloud-integration/
http://publib.boulder.ibm.com/infocenter/wci/v6r1m0/index.jsp

202

Service Management Extensions for Hybrid Cloud

https://www-304.1ibm.com/software/brandcatalog/ismlibrary/details?cat
alog.label=1TW10TSOD

Integrated Service Management Library
https://www-304.ibm.com/software/brandcatalog/ismlibrary/
Tivoli Service Request Manager for Service Providers

http://www-01.1ibm.com/software/tivoli/products/service-request-manag
er-sp/index.html

Tivoli Service Request Manager for Service Providers Information Center

http://pic.dhe.ibm.com/infocenter/tivihelp/v34rl/index.jsp?topic=/co
m.ibm.srm.doc_721/srm_welcome_sp.htm]

Tivoli Service Automation Manager home page
http://www-01.1ibm.com/software/tivoli/products/service-auto-mgr/
Tivoli Service Automation Manager Information Center

http://publib.boulder.ibm.com/infocenter/tivihelp/v10rl/topic/com.ib
m.tsam_7.2.3.doc/ic-homepage.htm]

IBM SmartCloud Cost Management (Tivoli Usage and Accounting Manager)
http://www-01.1ibm.com/software/tivoli/products/usage-accounting/

IBM SmartCloud Cost Management (Tivoli Usage and Accounting Manager)
Information Center

http://pic.dhe.ibm.com/infocenter/tivihelp/v3rl/topic/com.ibm.sccm.d
oc_2.1/welcome.htm

IBM SmartCloud Control Desk

http://www-01.ibm.com/software/tivoli/products/smartcloud-controldes

k/

IBM SmartCloud Control Desk Information Center
http://pic.dhe.ibm.com/infocenter/tivihelp/v58rl/index.jsp
Tivoli Application Dependency Discovery Manager
http://www-01.1ibm.com/software/tivoli/products/taddm/

Tivoli Application Dependency Discovery Manager Information Center

http://pic.dhe.ibm.com/infocenter/tivihelp/v46rl/index.jsp?topic=%2F
com.ibm.taddm.doc_721fp3%2Fwelcome_page%2Fwelcome.html

Tivoli Provisioning Manager

http://www-01.ibm.com/software/tivoli/products/prov-mgr/

Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron


https://www-304.ibm.com/software/brandcatalog/ismlibrary/details?catalog.label=1TW10TS0D
https://www-304.ibm.com/software/brandcatalog/ismlibrary/details?catalog.label=1TW10TS0D
http://publib.boulder.ibm.com/infocenter/tivihelp/v10r1/topic/com.ibm.tsam_7.2.3.doc/ic-homepage.html
http://pic.dhe.ibm.com/infocenter/tivihelp/v34r1/index.jsp?topic=/com.ibm.srm.doc_721/srm_welcome_sp.html
http://pic.dhe.ibm.com/infocenter/tivihelp/v34r1/index.jsp?topic=/com.ibm.srm.doc_721/srm_welcome_sp.html
http://www-01.ibm.com/software/tivoli/products/service-request-manager-sp/index.html
http://www-01.ibm.com/software/tivoli/products/usage-accounting/
http://pic.dhe.ibm.com/infocenter/tivihelp/v3r1/topic/com.ibm.sccm.doc_2.1/welcome.htm
http://www-01.ibm.com/software/tivoli/products/service-auto-mgr/
http://www-01.ibm.com/software/tivoli/products/smartcloud-controldesk/
http://pic.dhe.ibm.com/infocenter/tivihelp/v58r1/index.jsp
http://www-01.ibm.com/software/tivoli/products/taddm/
http://pic.dhe.ibm.com/infocenter/tivihelp/v46r1/index.jsp?topic=%2Fcom.ibm.taddm.doc_721fp3%2Fwelcome_page%2Fwelcome.html
http://www-01.ibm.com/software/tivoli/products/prov-mgr/
https://www-304.ibm.com/software/brandcatalog/ismlibrary/

» Tivoli Provisioning Manager Information Center

http://pic.dhe.ibm.com/infocenter/tivihelp/v45rl/topic/com.ibm.tivoli
.tpm.doc/welcome/ic-homepage.htm]

» Tivoli Service Level Advisor
http://www-01.1ibm.com/software/tivoli/products/service-level-advisor/
» Tivoli Netcool Service Quality Manager

http://www-01.ibm.com/software/tivoli/products/netcool-service-quali
ty-mgr/

» IBM System Director VMControl
http://www-03.1ibm.com/systems/software/director/vmcontrol/index.html

» IBM Tivoli Storage Productivity Center
http://www-03.1ibm.com/systems/storage/software/center/

» IBM Tivoli Monitoring Information Center

http://pic.dhe.ibm.com/infocenter/tivihelp/v15rl/topic/com.ibm.itm.d
oc_6.2.3fpl/welcome.htm

» Social Business IBM SmartCloud
https://www.lotuslive.com/en/

» IBM SmartCloud Enterprise
https://www-147.ibm.com/cloud/enterprise/dashboard

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services

Related publications 203


http://www.ibm.com/support/
http://www.ibm.com/support/
http://www.ibm.com/services/
http://www.ibm.com/services/
http://pic.dhe.ibm.com/infocenter/tivihelp/v45r1/topic/com.ibm.tivoli.tpm.doc/welcome/ic-homepage.html
http://www-01.ibm.com/software/tivoli/products/service-level-advisor/
http://www-01.ibm.com/software/tivoli/products/netcool-service-quality-mgr/
http://www-03.ibm.com/systems/software/director/vmcontrol/index.html
http://www-03.ibm.com/systems/storage/software/center/
http://pic.dhe.ibm.com/infocenter/tivihelp/v15r1/topic/com.ibm.itm.doc_6.2.3fp1/welcome.htm
https://www.lotuslive.com/en/
https://www-147.ibm.com/cloud/enterprise/dashboard

204 Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron



€@ Redbooks Hybrid Cloud Integration and Monitoring with IBM WebSphere Cast Iron

(0.2"spine)
0.17"<->0.473”
90<->249 pages









ML
)

Hybrid Cloud Integration
and Monitoring with
IBM WebSphere Cast Iron  Redbooks.

Integrate cloud Cloud computing is fast emerging as a new consumption and delivery
systgms with model for IT solutions. Two distinct cloud patterns have evolved. Private INTERNATIONAL
on-premise systems clouds are custom cloud applications that are on premise to companies. TECHNICAL

Public clouds are owned and managed by a service provider and are SUPPORT

delivered on a pay-per-use basis. Although the debate between the use ORG ANlZ ATl ON

Use a unified of private versus public cloud continues, the industry is moving ever
interface for on- and  faster toward a hybrid solution. Hybrid clouds address the integration of
off-premise cloud traditional IT environments with one or more clouds, private and public.

systems IBM WebSphere Cast Iron along with the Tivoli Service Management BUILDING TECHNICAL
Extensions for Hybrid Cloud supports the integration of private and INFORMATION BASED ON

Allocate cloud public clouds.The Service Management Extensions for Hybrid Cloud PRACTICAL EXPERIENCE

resources based on supports the following scenarios:

bUSineSS needs > Provisioning hybrid cloud resources IBM RedbOOKS al’e deve|0ped by
»  Monitoring hybrid cloud resources the IBM International Technical
» Governing and managing workloads that use hybrid cloud Support Organization. Experts

resources from IBM, Customers and

Partners from around the world
create timely technical
information based on realistic
scenarios. Specific
recommendations are provided

»  Provisioning users from LDAP to LotusLive

This IBM Redbooks publication is intended for application integrators,
integration designers, and administrators evaluating or using IBM
WebSphere Cast Iron. Ir_1 addition, exeCL_Jtlves, business Iea(_jers_, and _ to help you implement IT
architects who are looking for a way to integrate cloud applications with . : :
thei : licati hown how WebSohere Cast | solutions more effectively in
eir on-premise applications are shown how WebSphere Cast Iron can your environment.
help to resolve their integration challenges. The book helps you gain an
understanding of hybrid cloud use cases, and explains how to integrate
cloud and on-premise applications quickly and simply.

For more information:
ibm.com/redbooks

SG24-8016-00 ISBN 0738437603



http://www.redbooks.ibm.com/
http://www.redbooks.ibm.com/
http://www.redbooks.ibm.com/

	Go to the current abstract on ibm.com/redbooks
	Front cover
	Contents
	Notices
	Trademarks

	Preface
	The team who wrote this book
	Now you can become a published author, too!
	Comments welcome
	Stay connected to IBM Redbooks

	Part 1 Introduction
	Chapter 1. Overview of hybrid clouds
	1.1 Integration challenges to cloud adoption
	1.2 What is hybrid cloud
	1.3 IBM Hybrid Cloud solution
	1.4 Hybrid cloud dimensions
	1.5 Hybrid cloud scenarios

	Chapter 2. Integrating cloud solutions with Cast Iron
	2.1 Overview of IBM WebSphere Cast Iron
	2.1.1 Appliance model
	2.1.2 Cast Iron Live

	2.2 Examples of Cast Iron implementations
	2.3 How WebSphere Cast Iron integrates applications
	2.4 Service Management Extensions for Hybrid Cloud
	2.4.1 Software components of the solution
	2.4.2 Prerequisites

	2.5 Usage scenarios
	2.5.1 New client scenario

	2.6 Clients with a WebSphere Cast Iron setup scenario
	2.6.1 Clients with a Tivoli Monitoring setup scenario

	2.7 Clients with a Tivoli Service Automation Manager setup scenario
	2.7.1 Clients with a LDAP v3-compliant Directory Server scenario

	2.8 Installing the Service Management Extensions for Hybrid Cloud
	2.8.1 Installing the extensions through the Cast Iron design console

	2.9 Example scenario
	2.9.1 Provisioning
	2.9.2 Monitoring
	2.9.3 Directory Synchronization
	2.9.4 Workload Governance and Management

	2.10 Summary

	Chapter 3. IBM Cloud Service Management Platform
	3.1 Cloud computing architecture
	3.1.1 Key roles in a cloud ecosystem
	3.1.2 Common Cloud Management Platform

	3.2 Mapping IBM products to the CCMP
	3.2.1 Solutions supporting the BSS
	3.2.2 Solutions supporting the OSS

	3.3 Cloud Service Management Platform for Hybrid Cloud
	3.3.1 Updated components to support Hybrid Cloud
	3.3.2 New components to support Hybrid Cloud


	Part 2 Usage scenarios
	Chapter 4. Monitoring scenario
	4.1 Monitoring scenario overview
	4.2 Installation and configuration
	4.2.1 Install Service Management Extensions for Hybrid Cloud plug-ins
	4.2.2 Install IBM Cloud Gateway Agent on IBM SmartCloud Enterprise
	4.2.3 Creating the integration

	4.3 Verifying the installation
	4.3.1 Log in to IBM Tivoli Monitoring
	4.3.2 Verifying the new Linux agent is shown in dashboard
	4.3.3 Verifying the monitoring scenario is working

	4.4 Running a CPU monitoring test for the Workload Governance and Management scenario
	4.5 Lessons learned
	4.6 Preferred practices
	4.7 Summary

	Chapter 5. Provisioning scenario
	5.1 Provisioning scenario overview
	5.2 Installing and configuring the Provisioning scenario
	5.2.1 Installing the Service Management Extensions for Hybrid Cloud
	5.2.2 Creating the integration
	5.2.3 Installing the Tivoli Service Automation Manager Hybrid Cloud Extension
	5.2.4 Configure Tivoli Service Automation Manager for a hybrid cloud

	5.3 Scenario usage
	5.3.1 Creating a project with servers in the IBM SmartCloud Enterprise
	5.3.2 Adding one or multiple servers to a project
	5.3.3 Removing a server from a project
	5.3.4 Cancelling a project
	5.3.5 Logging in to the Tivoli Service Automation Manager
	5.3.6 Logging in to the Maximo Start Center

	5.4 Lessons learned
	5.5 Summary

	Chapter 6. Directory Synchronization scenario
	6.1 Scenario overview
	6.2 Implementing the directory synchronization
	6.2.1 Install Service Management Extensions for Hybrid Cloud plug-ins
	6.2.2 Create directory entries for WebSphere Cast Iron integration
	6.2.3 Create the WebSphere Cast Iron Directory sync integration

	6.3 Running and testing the scenario
	6.4 How the integration works
	6.5 Lessons learned
	6.6 Summary

	Chapter 7. Workload Governance and Management scenario
	7.1 Scenario overview
	7.1.1 Tivoli Service Automation Manager
	7.1.2 ILOG JRules Execution Server
	7.1.3 Tivoli Monitoring
	7.1.4 Netcool Impact

	7.2 Installation and configuration
	7.2.1 Prerequisites and installation
	7.2.2 TSAM additional configuration
	7.2.3 Deploying the Event Correlation Service on the Tivoli Netcool/Impact server
	7.2.4 Editing the Event Correlation Service configuration file
	7.2.5 Installing the WebSphere ILOG JRules Rules Execution Server
	7.2.6 Verifying the installation of the Rules Execution Server
	7.2.7 Deploying the hybrid cloud RuleApp
	7.2.8 Additional Tivoli Monitoring configuration

	7.3 Scenario walk-through
	7.3.1 Resources added to cloud project to support business policy
	7.3.2 Resources decommissioned from the cloud project to support business policy

	7.4 Lessons learned
	7.5 Summary

	Related publications
	IBM Redbooks
	Online resources
	Help from IBM

	Back cover

