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Design objectives

• Creating an open-source tool for studying hypersonic turbulence at high 
enthalpies


• Begin able to consider multicomponent reacting gas mixture 


• Perform direct numerical simulations with minimal numerical dissipation


• Achieve high scalability and efficiency to tackle problems with billions of 
degrees of freedom


• Being portable on CPU and GPU based HPC facilities
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Snapshot of an hypersonic high-enthalpy transitional boundary layer 
computed with the HTR solver

The Hypersonic Task-based Research solver
Considered physics 
• Compressible Navier—Stokes solver

• Multicomponent species transport

• Curtiss-Hirschfelder approximation for species 

diffusion

• Arrhenius finite-rate chemistry computed at 

runtime
Numerics 
• Cartesian orthogonal grids

• Sixth-order low-dissipation schemes for Euler fluxes


‣ TENO6-A

‣ Skew-symmetric

‣ Hybrid scheme


• Second-order conservative scheme for diffusion 
fluxes 

• Explicit and semi-implicit time advancement
Further reading: 
Di Renzo, M., Fu, L. & Urzay, J. 2020 “HTR solver: An open-source exascale-oriented task-based multi-GPU high-order code for 
hypersonic aerothermodynamics.” Computer Physics Communications 255, 107262
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HTR solver and the Legion library

Realm

Lassen Summit M100 …. Quartz

Legion

Most of the HTR solver is implemented in Regent

• Very friendly for new users

• Generates CPU and GPU ready binaries from the same sources

• Limited number of available libraries


Some leaf tasks are implemented in C++ and CUDA using Legion C++ API

• Large community and established libraries

• Requires better knowledge of the Legion runtime

HTR solver 

Regent



Scalability and portability of HTR

~4 x 109  grid points

Lassen (@ LLNL) 
4 GPUs per node 

Quartz (@ LLNL) 
40 CPU cores per node

GPU based 
• Lassen (@ LLNL, USA)

• Marconi 100 (@ CINECA, Italy)

• Juwels (Germany)

CPU based 
• Quartz (@ LLNL, USA)

• Galileo (@ CINECA, Italy)

Main tested systems:



Ensamble calculations
• HTR can manage multiple samples in the same 

execution


• The task graphs of every sample are made 
available to the runtime


• The mapper assigns them to the machine 
components taking into account user defined 
priorities

Credit: Thiago Teixeira @ Stanford University

Further discussion at 2:45 pm during   
Gianluca Iaccarino’s speed talk

Sample 1 Sample 2 Sample N…

HTR solver

Legion

CPU 1 CPU 2 CPU 3 CPU N…

GPU 1 GPU 2 GPU N…



Continuous integration and deployment
• The correctness of the solver is tested at every push 

in our repository. We check:

‣ each module of the solver separately

‣ the whole solver with physically relevant setups 


• Compatibility with HPC systems is checked every 
night with builds of executables and unit test 
executions


• Nightly builds are executed on

‣ Lassen (@LLNL)

‣ Quartz (@LLNL)

‣ Yellowstone (@ Stanford HPC center) Credit: Steve Jones, Caetano Melone, Sophie Opferman,          

Paul Mure, Dellarontay Readus 



Studying transitional hypersonic boundary layers

Rex,max Reτ,max Reθ,max Reδ*,max Bq,max Maτ,max

11 × 106 900 3000 3.6 × 104 0.28 0.23



Studying transitional hypersonic boundary layers

XO

|∇ρ | / |∇ρ |max

110−210−410−6

(x
− x 0)

/δ*0Main calculation parameters 
• About 2 billion grid points

• 5 transported species

• About 18 billion DOF  
• Run on 512 GPUs on Lassen at LLNL

Snapshot of the Q-criterion iso-surface colored with atomic 
oxygen molar fraction.  
Side surface of the domain colored with “pseudo-schlieren”



• The concentration of dissociated species tends to increase in the 
laminar boundary layer 


• The increased transport due to turbulence suddenly diminishes the 
concentration of atomic oxygen and nitrogen oxide at the wall 


• Chemical production is much slower than the flow time scales, 
particularly in the turbulent section


• Morkovinian correlation between the species transport and the 
velocity field are observed away from the wall

Main results

Further reading: 
Di Renzo, M. & Urzay, J. 2021 “Direct numerical simulation of a hypersonic transitional 
boundary layer at suborbital enthalpies” Journal of Fluid Mechanics 912, A29

(x − x0)/δ*0

Mean species molar fraction at the wall 
along the streamwise coordinate
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μ

ρτ
w

Wall-normal distribution of the  
normalized air dissociation rates

Studying transitional hypersonic boundary layers



Interaction of turbulent flame with electric fields 

Known benefits of impinging electric fields

• Flame speed augmentation 

• Decrease of pollutant emissions

• Mitigation of flame instabilities

• Electrically-induced flame extinction

• Enhanced jet-flame anchoring

Funded by the European Union’s Horizon 2020 Research and Innovation Programme 
under the Marie S. Curie grant #898458

Credit: GM Whitesides (Harvard)
Credit: Park et al. C&F (2017)

Investigated problem 

This projects aims at computing the effects of electric fields on 
turbulent methane/air flame


The investigation will be carried out performing DNS of a 
reacting temporal mixing layer


A multi-GPU task-based elliptic solver is required to solve the 
Gauss law at during the flow advancement
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Elliptic solver for heterogeneous architectures

Main characteristics of the Poisson solver 
• Uses FFTs along periodic directions, and 2nd order finite differences along 

inhomogeneous directions.


• Compatible with GPUs (CUDA) and CPUs (OpenMP)


• Legion manages the data communications and organization among the 
domain partitions at runtime

Flow Domain  
Decomposition

Flow Domain  
Decomposition

Direct 2D FFT of 
electric charge density

Tridiagonal solution of 
Fourier transformed 

electric potential
Inverse 2D FFT of 
electric potential

Funded by the European Union’s Horizon 2020 Research and 
Innovation Programme under the Marie S. Curie grant #898458

Weak scaling on Marconi100



Integrated Simulations using Exascale Multiphysics Ensemble 
(INSIEME)

Overarching problem 
The prediction of reliability of in-space ignition of cryogenic methane and liquid 
oxygen propellants in a rocket combustor by using pulsed high-energy lasers. 

Integrated Simulations using Exascale Multiphysics Ensembles

1 Scientific Challenges
1.1 Overarching Problem
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Figure 1: Schematics of the proposed configuration high-
lighting relevant flow features and approximate dimen-
sions. Details about the setup are provided in Sec. 5.2.

The goal of the proposed e↵ort is the
prediction of reliability of in-space igni-

tion of cryogenic propellants in a model

rocket combustor. The problem is ad-
dressed computationally through the de-
velopment and deployment of an ensem-

ble of computational tools of di↵erent fi-
delity implemented in a data-centric task-
based programming environment. The cor-
nerstone of the Center is a high-fidelity, high-
performance, simulation tool 6Xty that can
achieve high parallel performance on the
next-generation Exascale systems. The multi-fidelity environment for ensemble calculations includes
a rich variety of low-dimensional models that will enable a physics-based system-level description under
uncertainty and, ultimately the construction of ignition reliability maps. Data science e↵orts will focus
on the construction of low-fidelity models, on data compression and retrieval and on the development
of an innovative Exascale browser for analysis and querying of large simulation ensembles. Finally, a
tailored experimental e↵ort is included for V&V and scientific discovery that consists of a thorough set
of flow measurements involving advanced diagnostics in the rocket combustor.

The configuration consists of a low-pressure combustion chamber with one injector that delivers
subsonic liquid oxygen (LOX) and supersonic gaseous methane (CH4) as shown in Fig. 1. The tem-
peratures of the propellant streams are cryogenic (90 K in the LOX stream, and 200 K in the CH4

stream) and the system is therefore not susceptible to autoignition. Instead, a non-resonant laser beam
that can be arbitrarily focused on the flow field (see schematics in Fig. 2) is used to force ignition of
the system following a two-stage sequence. The primary stage starts at near-vacuum pressures when
the chamber is primed with LOX and later with CH4 and concludes when relatively high pressures are
achieved. At that moment, the laser-induced ignition triggers the secondary stage that includes the
flame propagation and final stabilization in the combustor. The resulting flow field is three-dimensional,
compressible, turbulent, chemically reacting, and multi-phase, with characteristic Reynolds and Mach
numbers exceeding 105 and 3, respectively, and with a broad interval of spatiotemporal scales ranging
from micrometers to tenths of millimeters, and from nanoseconds to tenths of milliseconds (Fig. 3).

1.2 Dominant Physical Processes and Associated Computational Challenges
The overarching problem involves the coupling of a several complex multi-physics phenomena:

1. Liquid oxygen injection. Early in the primary stage, the chamber pressure is below the oxygen
vapor pressure and the LOX jet undergoes flash atomization and vaporization. Bubbles form in the liquid
core and shatter the jet forming a cloud of spray. As described in Secs. 2.1, 2.2, and 4.1.3, this process
is beyond state-of-the-art of multi-phase flow simulations and requires dedicated e↵orts in modeling
equations of state, representing bubbles and interfaces with mass transfer and tracking of droplets.

2. High-speed compressibility e↵ects, turbulence, and turbulent mixing. Gaseous fuel is injected in
supersonic conditions and the resulting shocks interact with the liquid/gas interface separating the CH4

stream from the subsonic LOX jet. The prediction of the mixing and the resulting spray cloud requires
concurrent handling of broadband turbulent motions, sharp phase interfaces and shock waves posing
several challenges to the discretization techniques (Secs. 4.1.1-4.1.2).
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Figure 4: Main events during the ignition sequence (left) an a sketch
of the laser-induced ignition probability map in the combustor (right).

In contrast, in the present sce-
nario ignition is a↵ected by
the presence of shock waves,
spray droplets, flash vaporiza-
tion, primary and secondary at-
omization, turbulence, mixing of
chemical reactants, and liquid-
gas interfaces, as depicted in
Fig. 2 (Sec. 2). In addition, un-
certainties in the injection and
laser parameters play an impor-
tant role in the experiments and
in applications (Sec. 4.3).

The goal of the present in-
vestigation is the determination
of probability of successful laser-
induced ignition in the system.
The desired outcome is the
map of the ignition probability
in a relevant zone of the com-
bustor (upper-right portion of Fig. 4). We investigate how the ignition sequence is a↵ected by the
location and the time instant tL of the laser pulse. When tL is too short, the pressure in the chamber is
low, mixing limited and the laser energy is insu�cient for gas breakdown [1]. When tL is delayed ignition
is likely more successful but a large amount of non-reacting propellants is wasted during the ignition
sequence. Moreover, the flow at this stage is governed by turbulent phase interfaces where atomization,
vaporization, and mixing of propellants are subject to increased intermittency and compressibility ef-
fects thus making achieving stable burning conditions also more challenging. We aim at elucidating the
relevance of these tradeo↵s under realistic conditions. Fully-resolved simulations will push the boundary
of available computing as a result of the wide range of temporal and spatial scale. The target is the
representation of the system dynamics at Kolmogorov scales. Given the detailed estimates reported
in Fig. 3, these high-fidelity simulations would require up to 1 trillion grid points and 1 million time
steps. As a reference, an explicit simulation would be more restrictive (given the estimated acoustic time
scale) even though the laser focal volume and laser pulse would likely be under-resolved. Furthermore
significant uncertainties in the system require a large number of simulations to construct the ignition
probability maps. Critical elements to overcome these severe limitations are (a) adaptivity in space and
time, and (b) multifidelity ensemble computations (Sec. 4).

Di↵erent strategies involving physical, numerical, and data-driven formulations will enable the intro-
duction of hundreds of low-cost low-fidelity surrogate simulations. These will be executed in concert with
high-fidelity simulations within the Legion Exascale runtime environment to enable the determination of
the ignition success statistics. Since validation datasets in the scenario of interest are extremely limited,
we have also designed a tailored experimental campaign (at Purdue University) to provide advanced
diagnostics for both primary and secondary stages of the ignition sequence (Sec. 5.2).

1.4 Integration Plan

The Center’s research is driven by a clear overarching goal: prediction of reliability of in-space ignition of
cryogenic propellants in a model rocket combustor. The combination of computer science innovations,
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Multifidelity 
ensemble 

https://insieme.stanford.edu


Simulation of laser induced ignition

Funded by the Predictive Science Academic Alliance Program III center at 
Stanford University

Credit: Jonathan Wang @ CTR, Stanford

Goals 

• Targeted analysis of early development of ignition kernel in a rocket 
combustor


• Assessment of sensitivity of ignition and flow dynamics to physics modeling

Results 

• Kernel expands supersonically and 
generates a shock wave


• Peak temperature relaxes down to flame 
temperature


• Radical species produced in quantities 
comparable to combustion products


• Products located only along kernel 
perimeter due to high temperature in 
core



Future developments
Handling complex geometries in the HTR solver

Curvilinear coordinates 
We use covariant transformation to transform the 
transport equations from a Cartesian computational 
space to a curvilinear physical space

Multi-block domains 
Computational grids composed of multiple blocks 
are handled in a single region in Legion. The runtime 
will handle the required data communications

I N S I E M E  – P S A A P - I I I  S TA N F O R D

Partitioner: Two steps
1. A Recursive Edge Bisection (REB) 
coupled with a Cut-Combine (CC)* algorithm 
for defining the partitions’ index spaces.
2. Slicing and coloring of the logical regions 
in Legion to obtain the interior partitions.

for i=0,n_Partitions do
C.color_domain(tile_coloring, int1d(i),rect3d{

lo=block[i].ijk,hi=block[i].IJK})
end

Partitioning of multiblock structured grids using Legion presented by Alboreno Voci

Future work: 
1. Assess weak & strong scalability.
2. Compatibility with available 
meshing software.

Motivation: Multiblock grids with curvilinear coordinates 
are essential for CFD simulations of nontrivial geometries 
on structured meshes.

Goal: Development of a  scalable multiblock CFD 
solver leveraging the data management & partitioning 
capabilities provided by the Legion framework.

*Wang, H., & Chandramowlishwaran, A. (2019, June). Multi-criteria partitioning of multi-block 
structured grids. In Proceedings of the ACM International Conference on Supercomputing

†
albovoci@stanford.edu | Department of Aeronautics & Astronautics, Stanford University†

Mesh connectivity: Aliased 
logical regions are used to capture 
the halos of the partitions.
for c in tiles do
var b = p_interior[c].bounds
C.color_domain(ghost_coloring,c,b)
C.color_domain(ghost_coloring,c,b+int3d{1,0,0})
C.color_domain(ghost_coloring,c,b-int3d{1,0,0})
C.color_domain(ghost_coloring,c,b+int3d{0,1,0})
C.color_domain(ghost_coloring,c,b-int3d{0,1,0})
C.color_domain(ghost_coloring,c,b+int3d{0,0,1})
C.color_domain(ghost_coloring,c,b-int3d{0,0,1})

end

Boundary conditions: Extracted 
using logical operations between the 
whole domain and interior region.
var p_bcs = p_all - p_interior
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Conclusions
• The Hypersonic Task-based Research solver is a flexible open-source tool to 

study compressible reacting flows


• HTR is mainly implemented in Regent, though the Legion C++ API is utilized 
to implement some leaf task


• Its implementation has so far shown good portability and scalability of very 
different HPC systems


• New versions capable of handling electric fields and complex geometries will 
be released soon


