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The occurrence and sequelae of disorders that lead to hypoxic spells
such as asthma, chronic obstructive pulmonary disease, and obstruc-
tive sleep apnea (OSA) exhibit daily variance. This prompted us to
examine the interaction between the hypoxic response and the
circadian clock in vivo. We found that the global transcriptional re-
sponse to acute hypoxia is tissue-specific and time-of-day–depen-
dent. In particular, clock components differentially responded at the
transcriptional and posttranscriptional level, and these responses
depended on an intact circadian clock. Importantly, exposure to
hypoxia phase-shifted clocks in a tissue-dependent manner led to
intertissue circadian clock misalignment. This differential response
relied on the intrinsic properties of each tissue and could be reca-
pitulated ex vivo. Notably, circadian misalignment was also elicited
by intermittent hypoxia, a widely used model for OSA. Given that
phase coherence between circadian clocks is considered favorable,
we propose that hypoxia leads to circadian misalignment, contrib-
uting to the pathophysiology of OSA and potentially other diseases
that involve hypoxia.

circadian clock | metabolism | hypoxia | PER2::LUC mice | obstructive sleep
apnea

Hypoxia plays a critical role in various pathologies, including
ischemic myocardial infarction, cerebrovascular accidents,

asthma, chronic obstructive pulmonary disease, and obstructive
sleep apnea (OSA) (1). Intriguingly, the occurrence as well as the
severity of their sequelae often exhibit daily variance (2, 3),
hinting at a potential involvement of the circadian clock in these
hypoxia-related disorders.
The mammalian circadian clock consists of a master clock in

the suprachiasmatic nucleus (SCN) of the anterior hypothalamus
and a multitude of cellular oscillators throughout the body. These
molecular oscillators rely on negative transcription-translation
feedback loops of several genes, so-called core-clock components
and their products (e.g., Arntl [also known as Bmal1], Clock,
Per1,2, Cry1,2, Nr1d1,2 [also known as Rev-erbα,β], and Rorα,β,γ)
(4, 5). Their concerted action drives the daily rhythms of myriad
metabolic, physiologic, and behavioral processes (6–8). Despite
their autonomous and self-sustained nature, circadian clocks need
to be adjusted to the external time as well as synchronized with
each other to be effective. This is achieved through various ex-
ternal and internal timing cues, known as zeitgebers, which convey
the time to all clocks (6).
Recent studies point toward an interaction between circadian

clocks and the hypoxia signaling pathway. Under physiological
conditions, circadian clocks drive daily oscillations in oxygen
levels, which in turn can synchronize clocks through HIF1α (9,
10). Concurrently, clock components physically interact with and
modulate HIF1α levels and activity (11–15). However, to date,
the day-time–dependent effects of hypoxia on different tissues
and their circadian control have not been directly tested in vivo.
To this end, we exposed mice to hypoxic conditions and asked 1)

whether the transcriptional response to hypoxia in different tis-
sues is time-of-day–dependent and clock-controlled; and 2) what
the effect of hypoxia is on clocks of different tissues. We observed
the global transcriptional response to hypoxia to be highly tissue-
specific, time-of-day–dependent, and circadian-clock–controlled.
Moreover, several core clock genes responded to hypoxia in a
tissue-specific manner and consequently elicited intertissue circa-
dian clock misalignment. Importantly, this phenomenon also oc-
curred upon exposure to intermittent hypoxia, a model for OSA,
supporting its potential role in the disease’s pathophysiology.

Results
The Transcriptional Response to Hypoxia Is Time-of-Day–Dependent
and Tissue-Specific.We first examined whether the transcriptional
response to hypoxia differs throughout the day. To this end, mice
were housed under a 12-h light–dark regimen and were exposed
to hypoxia (6% O2) or normoxia (21% O2) for 4 h, during either
the light (zeitgeber time [ZT] 4–8) or the dark phase (ZT 16–20).
Subsequently, animals were killed, selected organs (liver, kidney,
and lung) were harvested, and their transcriptome was analyzed
by RNA-Seq (Fig. 1A) (16). Overall, the response to hypoxia
(hypoxia effect) was more prominent compared to the basal
changes in gene expression between the two time points (basal time
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effect) in each tissue (SI Appendix, Fig. S1A). The extent of the
transcriptional response to hypoxia differed between the tissues,
with the lung exhibiting the highest effect on gene expression
followed by the liver and kidney (2,978, 1,775, and 846 genes,
respectively) regardless of time of day. Furthermore, the tran-
scriptional response to hypoxia was highly tissue-specific with a
relatively small overlap (235 genes) between the different tissues
(Fig. 1B) despite high overlap in detected genes (SI Appendix,
Fig. S1B). Next, we screened for genes that exhibit a significant
interaction between their hypoxic response and time of day,
hence exhibiting a time-dependent response to hypoxia. We
found that a substantial fraction of the transcriptional response
to hypoxia in the different tissues was time-dependent, with the
highest propensity in the liver (≈20%) followed by the kidney
(≈14%) and the lung (≈7%) (Fig. 1C). This time-dependent re-
sponse was tissue-specific as well (SI Appendix, Fig. S1C). In-
triguingly, the lung exhibited the highest transcriptional response
to hypoxia, with the lowest time-dependent fraction. We clustered
the time-dependent responsive genes according to their expression
patterns—that is, genes that responded exclusively at one time
point but not at the other, or responded at both time points to a
different degree or in different directions (e.g., up-regulated at
one time point and down-regulated at the other) (Fig. 1D). The
response of several canonical hypoxia target genes (e.g., Slc2a1
[also known as Glut1], Egln3) to dimethyloxallyl glycine (DMOG),
an HIF1α activator, was previously reported to be more pro-
nounced during the light phase (13). However, we found that the
effect of hypoxia in vivo is far more complex and gene-specific
(Fig. 1D and SI Appendix, Fig. S1D). Additionally, motif analysis
of promoters of the hypoxia-regulated genes showed a significant
enrichment of HIF1-binding sites in the liver (SI Appendix, Fig.
S1E). Other transcription factors were overrepresented on the
genes’ promoters (SI Appendix, Fig. S1E and Dataset S7), hinting
that the response to hypoxia in vivo might not exclusively rely on
HIF1α.
To further characterize this time- and tissue-dependent re-

sponse to hypoxia, we performed a pathway enrichment analysis
and found that some pathways were enriched in all three tissues
at both time points (e.g., HIF- and circadian-clock–related),
while others were enriched exclusively at a specific time or in a
specific tissue (SI Appendix, Fig. S2). Overall, we detected a
functional signature that is time- and tissue-specific. This sug-
gests that a different genetic program is activated in response to
hypoxia at different times of the day, presumably allowing an
adaptive response that addresses tissue-specific metabolic needs
at that particular time.

The Time-Dependent Transcriptional Response to Hypoxia Is Circadian-
Clock–Controlled.The time-dependent response to hypoxia can be a
mere reaction to environmental changes, primarily the light–dark
cycle, or endogenously driven by the circadian clock. To discrim-
inate between the two scenarios, we examined the transcriptional
response to hypoxia at the same respective times of day but in
constant dark (i.e., circadian time [CT] 4–8 and CT 16–20) (16).
Overall, a similar fraction (≈22%) of hypoxia-responsive genes in
the liver maintained time dependency in constant dark (Fig. 1E).
We therefore concluded that the time-dependent transcriptional
response to hypoxia is mostly endogenously driven. This prompted
us to test whether the molecular circadian oscillator plays a role in
the observed time-dependent response. To this end, we repeated
the experiment in constant dark, this time with whole-body clock
mutant Per1,2−/− mice. Per1,2−/− mice exhibit arrhythmic behavior,
physiology, and gene expression in constant dark (9, 17, 18).
Consistently, the basal time-of-day variance in gene expression
observed for the livers of wild-type (WT) mice in constant dark
was obliterated in Per1,2−/− mice (SI Appendix, Fig. S3A). Fur-
thermore, in line with recent reports on interaction between PER2
and HIF1α (11, 19, 20), we found that the overall response to
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Fig. 1. The transcriptional response to hypoxia is time- and tissue-dependent.
(A) Schematic representation; mice were exposed to 4 h of either hypoxia
(6% O2) or normoxia (21% O2) in the light (ZT 4–8) or dark (ZT 16–20) phase.
Animals were killed, tissues were harvested, and RNA was prepared and
sequenced. (B) Venn diagram representing the number of genes that sig-
nificantly responded to hypoxia in each tissue, including response at either
of the time points or a significant interaction (stage-wise analysis, Overall
False Discovery Rate [OFDR] < 0.05, adjusted P < 0.05, n = 4 per condition)
(see gene lists in Dataset S3). (C) Number of genes that responded in a time-
dependent manner (significant interaction: adjusted P < 0.05) and a time-
independent manner (significant response in either of the time points and
nonsignificant interaction). (D) Heatmap representation of time-dependent
responsive genes in each tissue, clustered by their expression pattern. (E)
Number of genes that responded to hypoxia in a time-dependent and a
time-independent manner in the livers of WT and Per1,2−/− mice housed in
constant dark. (OFDR < 0.05, n = 3 per condition). (F) Venn diagram repre-
senting the number of genes that significantly responded to hypoxia (both
time-dependent and time-independent) in the livers of WT or Per1,2−/− mice
(see gene lists in Dataset S5).
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A B

C

Fig. 2. Clock-associated genes respond to acute hypoxia in a time- and tissue-specific manner. (A) qPCR analysis of clock-associated transcript levels under
normoxia (21% O2) or hypoxia (6% O2) in the light (ZT 4–8) or dark (ZT 16–20) phase in different tissues (mean ± SE, n = 4 per condition; *P < 0.05, **P < 0.01,
***P < 0.001, two-sample Student’s t test). (B) Immunoblot analysis of total protein extracts from normoxic and hypoxic mice as in A (n = 3; n.s., nonspecific
band). (C) Immunoblot analysis of nuclear extracts from normoxic and hypoxic mice as in A (liver: n = 3; kidney and lung: pools of n = 4).
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hypoxia in the liver was markedly attenuated and largely different
in Per1,2−/− mice compared to WT mice (Fig. 1 E and F and SI
Appendix, Fig. S3B). Notably, the time-dependent response to
hypoxia was largely abolished in Per1,2−/− mice (Fig. 1E).
Given that the time-dependent response to hypoxia was largely

preserved in constant dark and markedly eliminated in circadian-
clock–deficient mice, we concluded that the time-dependent re-
sponse to hypoxia, at least in the liver, is circadian-clock–controlled.

The Immediate Response of Core Clock Components to Hypoxia Is
Regulated Both Transcriptionally and Posttranscriptionally. Previous
reports revealed that clock genes respond to hypoxia and HIF1α-
activating drugs in a variety of cultured cell lines, and identified
the presence of the HIF-responsive element (HRE) in their pro-
moter regions (10, 13, 21–23). Along this line, our analysis evinced
that, in all tissues examined, circadian-clock–related pathways were
enriched among the hypoxia-responsive genes (SI Appendix, Fig. S2).
Although the majority of core clock genes responded to hypoxia,

the transcriptional response was far more complex than foreseen.
We categorized it into three main groups as follows: 1) tissue- and
time-independent (e.g., Per1); 2) tissue-independent but time-
dependent (e.g., Arntl, Dbp); and, the most common, 3) tissue-
and time-dependent (e.g., Cry1, Nr1d1, Per2) (Fig. 2A).
Core clock components are extensively controlled posttranscrip-

tionally (e.g., protein stability, modifications, and localization) (24).
Analysis of whole- and nuclear-protein extracts from the different
tissues revealed that the time-dependent and tissue-specific re-
sponse to hypoxia is regulated posttranscriptionally as well (i.e.,
protein accumulation and nuclear localization) (Fig. 2 B and C).
Intriguingly, the response observed in the protein level did not di-
rectly correspond to the changes observed in their transcript levels.
For example, liver Cry1 transcript levels were down-regulated upon
hypoxia exclusively in the dark phase (Fig. 2A), whereas CRY1 total
protein levels were mildly affected in both dark and light phases
(Fig. 2B). However, CRY1’s nuclear protein levels were strongly
elevated, particularly in the dark phase (Fig. 2C). Interestingly,
the nuclear accumulation of HIF1α in response to hypoxia dif-
fered between tissues and time of day (Fig. 2C). Collectively, our
results suggest that the tissue-specific and time-of-day–dependent
response to hypoxia of core clock components is regulated at
multiple levels, from gene transcription to protein accumulation
and localization.

The Response of Clock Components to Hypoxia Is Circadian-Clock–
Controlled. We next examined whether the response of clock
components to hypoxia is circadian-clock–controlled. Experiments
conducted with the clock mutant Per1,2−/− mice revealed that the
time-dependent effect of hypoxia on clock gene expression re-
quires a functional clock (Fig. 3A and SI Appendix, Fig. S4). For
example, in the liver several clock genes lost their time-dependent
response and did not respond to hypoxia at all (e.g., Dbp, Arntl),
whereas other genes retained their time-independent hypoxic re-
sponse (e.g., Cry2) (Fig. 3A). Consistently, we did not observe any
significant time-dependent effects at the protein level in the livers
of Per1,2−/− mice (Fig. 3 B and C). The clock components that
retained their hypoxic response are potential participants in the
input pathway to the core clock, while the components that lost
their response are probably downstream effectors.
Next, we asked whether the time-dependent effect of hypoxia

on clock gene expression in the liver requires a functional liver
clock or can be systemically driven by other clocks (e.g., the SCN).
To this end, we performed the experiment described previously,
this time with mice deficient in hepatocyte clocks—namely, Bmal1
liver-specific knockout (BLKO; Alb-Cre+ Bmal1fl/fl) mice (25, 26)—
alongside Alb-Cre control mice. As in the Per1,2−/− mice, in the
BLKO mice some core clock genes ceased to respond to hypoxia
(e.g., Dbp) while others retained their hypoxic response yet lost the
time-dependent effect (e.g., Cry1) (SI Appendix, Fig. S5A). These

C

B

A

Fig. 3. Time-dependent response of liver core clock components to hypoxia
is circadian-clock–controlled. (A) qPCR analysis of clock-associated transcript
levels in the livers of WT or Per1,2−/− mice housed in constant dark and
exposed to hypoxia (6% O2) or normoxia (21% O2) in the respective light (CT
4–8) or dark (CT 16–20) phase (mean ± SE, n = 4 per condition; *P < 0.05,
**P < 0.01, two-sample Student’s t test). (B) Immunoblot analysis of total
liver protein extracts from WT or Per1,2−/− mice as in A (pools of n = 4; n.s.,
nonspecific band). (C) Immunoblot analysis of liver nuclear extracts from WT
or Per1,2−/− mice as in A (pools of n = 4).
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effects were also apparent to some degree at the protein level (SI
Appendix, Fig. S5B). Notably, we detected some systemically driven
temporal changes both in basal PER2’s protein levels [consistent
with previous reports (27)] and in its hypoxic response (SI Ap-
pendix, Fig. S5B). We concluded that the tissue-specific and time-
dependent response of clock components to hypoxia is circadian-
clock–controlled, mostly by tissue-endogenous clocks.

Hypoxia In Vivo Can Elicit Intertissue Circadian Clock Misalignment.
The immediate response of clock genes to hypoxia prompted us to
examine whether these changes can phase-shift the clock. More-
over, since the response of clock genes varied between different
tissues, we posited that the extent or direction of the phase shift
might differ as well.
To test our hypothesis, we employed PER2::LUC mice, which

express a PERIOD2::LUCIFERASE fusion protein that can be
used as a real-time reporter of circadian dynamics in mice (28).
Tissues were harvested from PER2::LUC mice following 4-h
exposure to hypoxia (6% O2) or normoxia (21% O2) during the
light phase (ZT 4–8) (Fig. 4A). Organotypic slices were prepared,
and their bioluminescence was recorded for several consecutive
days. The phase was determined based on the time of the first
peak in the bioluminescence recordings ex vivo. Strikingly, the liver
traces were phase-delayed in the hypoxia-treated animals com-
pared to the controls while the kidney and the lung were phase-
advanced (Fig. 4 B and C). Thus, the phase relationship between
the tissues was derailed (Fig. 4D). Intriguingly, when the tissues
were harvested 24 h following hypoxia treatment, rather than
immediately after exposure (i.e., ZT 8 on the following day) (SI
Appendix, Fig. S6A), both the kidney and the lung were still phase-
advanced whereas the liver returned to its original phase (SI Ap-
pendix, Fig. S6B). This suggested the presence of mechanisms that
specifically restore the phase of the liver but not the clock in the
kidney or the lung.
Feeding is widely considered a dominant zeitgeber for clocks

in peripheral tissues (29). Previous reports demonstrated that the
liver clock is highly responsive to feeding time (30–32) while the
response of other peripheral tissues to feeding is in general less
characterized. Since the mice had access to food following exposure
to hypoxia, we posited that food ingestion might predominantly

affect the liver clock and to a lesser extent the kidney and lung
clocks. In this conjecture, mice were exposed to a single episode of
daytime-restricted feeding and the effect of feeding on the clock in
the liver, lung, and kidney was assayed using PER2::LUC organo-
typic slices (SI Appendix, Fig. S6 C andD). While the liver clock was
considerably shifted, both the lung and the kidney clocks were
hardly affected by a single bout of daytime feeding.
Overall, these results indicated that in vivo hypoxia can phase-

shift the clock in a tissue-specific manner and elicit intertissue
circadian clock desynchrony. Notably, feeding predominantly
affected the liver clock and likely restored its original phase.
However, it had little effect on the lung and kidney clocks, which
retained their hypoxia-induced phase. Thus, different timing cues
(e.g., oxygen versus feeding) vary in their dominance over circadian
clocks in various tissues.

Tissue-Intrinsic Components Differentially Control the Circadian Clock
Response to Hypoxia. The observed differences in circadian clock
responses to hypoxia in the various tissues raised the question of
whether these disparities stem from extrinsic (e.g., different oxygen
tensions in each organ) or intrinsic tissue-specific properties.
To explicitly test whether the clock response to hypoxia can

be intrinsically driven in a tissue-specific manner, we exposed
PER2::LUC organotypic slices to hypoxia ex vivo (4-h 2.5% O2)
at different times of the day. This enabled us to generate phase
transition curves (PTCs) (33), in which the new phase was plotted
against the old phase at high temporal resolution for each tissue.
The PTCs largely differed between the different tissues (Fig. 5).
The liver PTC had a slope of 1 (Fig. 5A) and hence qualified as, in
chronobiological parlance, type 1 resetting, which is considered
weak since it elicits only modest phase shifts (34). By contrast, the
PTC slope was zero in the kidney (Fig. 5B), type 0 resetting, which
is regarded as strong (i.e., the new phase is similar irrespective of
the old phase). The lung PTC was qualified as type 0 with a large
“dead zone” (where no response was observed) (Fig. 5C). Based
on these qualitative differences between the PTCs of each tissue
upon hypoxia ex vivo, we concluded that tissue-intrinsic compo-
nents are sufficient to differentially shift the clock in response to
hypoxia and may account for hypoxia-induced intertissue clock
misalignment in vivo.

A C

DB

Fig. 4. Hypoxia phase-shifts the clock in a tissue-specific
manner based on PER2::LUC bioluminescence record-
ings. (A) PER2::LUC mice were exposed to 4 h of either
hypoxia (6% O2) or normoxia (21% O2) in the light
phase (ZT 4–8). Animals were killed, and tissues were
harvested and sliced for bioluminescence recordings. (B)
Representative relative bioluminescence plots of the
PER2::LUC tissue slices (three to five slices from each
mouse are shown). The x-axes are aligned with the
original light–dark schedule of themice. (C) Polar plot of
the phase distribution of PER2::LUC bioluminescence.
Each point represents the CT of the first peak on the
second day of recordings of a single mouse (mean of
three to five technical replicates). Lines’ angle represents
the circular mean of each condition, and lines’ radius
anticorrelates with the circular variance (n = 5 for
normoxia, n = 7 for hypoxia; **P < 0.01, Watson–
Williams test). (D) Phase map representation of the
phase relation between tissues. Each line connects the
phases of tissues from the same animal.
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Sustained and Intermittent Hypoxia, as in OSA, Elicits Intertissue
Circadian Clock Desynchrony. The above-described experiments
using organotypic slices from PER2::LUC mice revealed variance
in the capacity of the oscillator in different tissues to respond to
hypoxia. To unequivocally determine the effect of hypoxia on the
circadian clock of different tissues in vivo, mice were exposed to
4-h hypoxia (6% O2) or normoxia (21% O2) during the light phase
(ZT 4–8) and tissues were harvested at 2-h intervals during and
following the treatment for 24 h. RNA was prepared, and tran-
script levels of the core clock genes were determined by qPCR
(Fig. 6 A–C; see SI Appendix, Fig. S7E). Upon hypoxia, the clock
in the kidney and the clock in the lung were phase-advanced,
whereas the liver clock was not affected (Fig. 6D), consistent
with the above-described PER2::LUC organotypic slices data (SI
Appendix, Fig. S6B). Thus, while the lung and kidney maintained
their phase shift throughout the time course, the liver clock rapidly
restored its original phase, likely in response to food ingestion
at the beginning of the dark phase. Importantly, the phase re-
lationship between the kidney, lung, and liver clocks was derailed
following exposure to hypoxia. Thus, we concluded that hypoxia
elicits intertissue circadian clock desynchrony in vivo.
OSA is a sleep disorder characterized by pauses in breathing

or periods of shallow breathing during sleep. It affects about 3%
to 7% of men and 2% to 5% of women in the Western pop-
ulation and is associated with obesity, diabetes, and metabolic
syndrome (35). To examine the pathophysiological relevance of
our findings, mice were exposed during the light phase (ZT 4–8)
to intermittent hypoxia (21% to 6%, ≈30 cycles per h for 4 h), a
widely used protocol for mimicking sleep apnea (36, 37). Very
similarly to sustained hypoxia, the intermittent hypoxia protocol
shifted the clocks of the liver and lung in opposing directions in
organotypic slices (SI Appendix, Fig. S7 A–D) and elicited sus-
tainable intertissue circadian clock desynchrony in vivo (Fig. 6
A–D and SI Appendix, Fig. S7E), whereby the kidney and lung
clocks were phase-advanced and the liver clock maintained its
original phase (Fig. 6D).

Discussion
In recent years, there has been growing interest in the relation-
ship between circadian clocks and human health, from molecular
mechanisms to therapeutic interventions. As aforementioned,

hypoxia plays a critical role in a wide variety of common pa-
thologies, yet whether and how the interaction between the cir-
cadian makeup and the hypoxic response plays a role in their
pathophysiology is far from being resolved (38, 39). In the current
study, we found that the transcriptional response to hypoxia is
tissue-specific and time-of-day–dependent. Of note, our experi-
mental design depicted only two opposing time points within the
day, namely the middle of the light and dark phases. Therefore, it
likely underestimates the extent of time dependency, as it favors
genes with peaks and troughs of responsiveness within the sam-
pling times. Likewise, our study was limited to three different
tissues. To gain a comprehensive view of the phenomenon, one
would need to increase the temporal resolution and test additional
tissues. At any rate, the spatial and temporal variance in the re-
sponse to hypoxia needs to be taken into consideration when
studying both the deleterious and the beneficial effects of hypoxia
(40, 41). Intriguingly, our motif analysis of hypoxia-responsive
genes, and our finding that HIF1α nuclear accumulation upon
hypoxia differs between tissues and is scant in some cases, might
hint at the involvement of other transcription factors in the time-
and tissue-specific response to hypoxia. Loss-of-function experi-
ments are necessary to clearly determine the contribution of
HIF1α in this regard.
The fact that the genetic response to hypoxia is time-dependent

can be explained in several ways. One possibility is that a given
tissue has different needs when coping with hypoxia at different
times of the day and therefore different genetic programs are
activated as a response. Another possibility is that the tissue is
more customized for coping with hypoxic stress at one time point
than the other. Both scenarios must stem from some basal dif-
ferences between the time points which generate a different milieu
(transcriptional, metabolic) for the hypoxic signal to be received.
A similar reasoning is relevant to the observed tissue specificity.
Importantly, we showed that, at least in the liver, determinants
for the clock hypoxic response are largely controlled by tissue-
endogenous factors rather than environmental cues or signals
emerging from clocks in other tissues.
Hypoxia was studied as a zeitgeber in Drosophila from early

on in the chronobiology field (42, 43). The main impetus for these
early experiments was to show that circadian rhythms are en-
dogenously driven and specifically that they are essentially

Fig. 5. Tissue-intrinsic components differentially control the circadian clock response to hypoxia. PTCs for ex vivo hypoxia in the liver (A) the kidney (B), and
the lung (C). PER2::LUC organotypic slices were cultured and exposed to hypoxia (4-h 2.5% O2) ex vivo at different times throughout the day, and their phases
posttreatment were compared to those of untreated control slices (21% O2). The x-axis represents the initial phase in hours relative to the hypoxia pulse,
retrieved from the control slices, and the y-axis represents the posttreatment phase, retrieved from the treated slices. Each point represents the results of one
initial phase from one mouse (some mice were used for two different treatment times). Gray points are duplications of the original data for the sake of
presentation (n = 9 mice for liver, n = 8 for kidney, and n = 6 for lung; mean ± SD for each axis).
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metabolism-dependent. More recently, hypoxia was identified as
a zeitgeber in vertebrates (10, 12, 13, 44). We previously showed
that daily cycles of oxygen concentration, similar to those observed
in tissues in vivo, are sufficient to synchronize clocks in a non-
synchronized cell population in cell culture (10). This finding suggests
that oxygen levels can entrain peripheral clocks under physiological
conditions. The current study expands on this view by demon-
strating that hypoxia phase-shifts circadian clocks in vivo and that
this effect is tissue-specific. This differential response has a tissue-
intrinsic origin, as demonstrated by the ex vivo experiments. Dif-
ferent tissues differentially responded also to feeding signals in
our experiments. It is noteworthy that experiments using orga-
notypic slices should be interpreted cautiously (e.g., potential
confounding effects due to tissue handling and ex vivo culture).
Yet they are widely acceptable in the field (45) and, more impor-
tantly, the results are confirmed by an independent assay (qPCR
data). Taken together, our results point toward differences in the
dominance of different timing cues over each organ. While differ-
ences in the strength/rigidity of the oscillators themselves (46, 47)
can explain why one tissue would be more sensitive to all cues
compared to another tissue, it cannot explain differences that are
signal-specific. Therefore, this type of tissue and signal specificity
is likely to stem from differences in the mechanisms of input to the
clock. Notably, the kidney is known to be particularly sensitive to
oxygen levels and regulates blood circulation (48), while the liver
is a metabolic hub for nutrient processing from food ingestion.
Hence, in view of the dominance of feeding over the liver clock
and that of oxygen over the kidney clock, it appears that tissue

“specialization” corresponds to the degree of the tissue’s clock
response to different systemic cues.
A consequence of the difference in zeitgeber dominance is the

ability of a single cue to cause intertissue misalignment, as in-
deed demonstrated in this work for hypoxia. Hitherto, circadian
misalignment was mostly investigated between body clocks and
the environment (e.g., light–dark cycle, feeding) and was impli-
cated in a wide variety of pathologies (49). We show that internal
desynchrony between peripheral tissues can be induced and is
associated with pathological conditions such as OSA.
Virtually every cell in the body has its own autonomous circadian

clock. Clocks in various tissues regulate different processes. If we
assume that these rhythmic processes need to act in concert, this
arrangement imposes a major challenge on the system: the need to
keep clocks in different tissues, which experience different envi-
ronments and express different tissue-specific genes, in stable phase
relations between one another. It seems that, under normal con-
ditions in healthy animals, this is achieved (50) but, under certain
circumstances, the intertissue alignment might be interrupted (51).
In animal models, feeding activity misalignment (e.g., daytime

feeding) causes phase desynchrony between the central SCN clock
and the peripheral clocks (30, 32) and is associated with metabolic
dysregulation (52, 53). In humans, night eating syndrome, a con-
dition in which people eat more than 25% of their calories during
their sleep phase, correlates with metabolic diseases (54, 55).
Notably, although in a different context (56), this notion was

raised long before we knew of cell- and tissue-specific clocks.
Recently, the possibility that health consequences of circadian
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Fig. 6. Sustained and intermittent hypoxia, as in OSA, elicits intertissue circadian clock desynchrony in vivo. Mice were exposed to 4-h sustained hypoxia (SH; 6% O2),
intermittent hypoxia (IH), or normoxia (21% O2) in the light phase (ZT 4–8). Animals were killed at 2-h intervals, from ZT 4 until ZT 10 on the day after. (A–C) qPCR
analysis of transcript levels of representative clock genes in the liver (A), kidney (B), and lung (C). Solid lines are averages of three biological replicates; individual
replicates are marked by dots; the upper bar represents the light–dark regimen; the purple box marks the time of hypoxia. (D) Analysis of phase differences (Δ phases)
in clock gene expression between SH and IH relative to normoxia. Phases were obtained using a cosine fit (*P < 0.05, paired Student’s t test, n = 3).
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disruption are predominantly caused by internal misalignment was
more formally described (51). Thus, loss of peripheral clock syn-
chrony upon hypoxia is likely to play a role in the pathophysiology
and sequelae of OSA and other hypoxia-related morbidities.

Materials and Methods
All animal experiments and procedures were conducted in conformity with
the Weizmann Institute Animal Care and Use Committee (IACUC) guidelines.
Three to 4-mo-old male wild-type C57BL/6 mice (Envigo), Per1,2−/− (17), back-
crossed to C57BL/6 and PER2::LUC mice (28), were used. Alb-Cre+ Bmal1fl/fl

were generated by crossing Alb-Cre+ mice (Jackson Laboratories) with
Bmalfl/fl mice (Jackson Laboratories) (26). The sustained hypoxia treatment
described in Figs. 1–4 was conducted using a homemade constant-flow sys-
tem. The sustained and intermittent hypoxia treatments described in Fig. 6
were conducted using the VelO2x in vivo hypoxia system (Baker Ruskinn).

Unless indicated otherwise, animals were killed immediately after treat-
ment by cervical dislocation. The organotypic slice bioluminescence assay
was performed as previously described (28). For RNA and protein, tissues
were snap-frozen and then extracted and assayed according to standard
protocols. A detailed description of the methods is provided in the SI Ap-
pendix, Materials and Methods.
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