
brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by E-LIS

https://core.ac.uk/display/11884335?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


IADIS INTERNATIONAL CONFERENCE 

APPLIED COMPUTING 2008 



ii



iii

PROCEEDINGS OF THE 
IADIS INTERNATIONAL CONFERENCE 

APPLIED COMPUTING 2008

ALGARVE, PORTUGAL 

10-13 April 2008 

Organised by
IADIS

International Association for Development of the Information Society 



iv

Copyright 2008 

IADIS Press 

All rights reserved 

This work is subject to copyright. All rights are reserved, whether the whole or part of the material 
is concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, 

broadcasting, reproduction on microfilms or in any other way, and storage in data banks. 
Permission for use must always be obtained from IADIS Press. Please contact secretariat@iadis.org 

Edited by Nuno Guimarães and Pedro Isaías  

Associate Editors: Luís Rodrigues and Patrícia Barbosa 

ISBN: 978-972-8924-56-0 

SUPPORTED BY 



v

TABLE OF CONTENTS

FOREWORD xi

PROGRAM COMMITTEE xiii 

KEYNOTE LECTURES xvii 

FULL PAPERS 

IMPROVED 3D SCAN VIEW REGISTRATION USING 6D SCENE 
DIFFERENTIALS 
Joris Vergeest and Yu Song

3

EDUCATIONAL INTERACTIVE MODELS USED TO SIMULATE 
CONSTRUCTION ACTIVITIES 
Alcínia Zita Sampaio and Pedro G. Henriques

11

USING XSL TRANSFORMATIONS FOR JAVA CODE GENERATION OF 
ASN.1 DATA STRUCTURES 
Frank Lautenschläger and Peter Ebinger 

19

THE IMPLANTATION OF THE AGILE PROCESS SCRUM IN CLAY 
FORMACION INTERNACIONAL 
Javier Holguera Blanco, Carlos Muñoz Martín, Miguel Ángel Conde González and Francisco 
J. García Peñalvo 

27

VIEW-BASED PRIVACY MODEL FOR OBJECT SYSTEMS 
Hamid Mcheick, Hafedh Mili and Eric Dallaire 

35

SOME TEST SELECTION CRITERIA FOR TIMED INPUT OUTPUT 
AUTOMATA SPECIFICATIONS 
Abdeslam En-Nouaary and Abdelghani Benharref 

43

INTEGRITY CONSTRAINTS CHECKING IN DISTRIBUTED DATABASES 
WITH COMPLETE, SUFFICIENT, AND SUPPORT TESTS 
Ali Amer Alwan, Hamidah Ibrahim and Nur Izura Udzir 

49

ADAPTIVE STORAGE MODEL FOR XML IN OBJECT-RELATIONAL 
DATABASES 
Michael Kamel, Khaled Nagi and Nagwa El-Makky 

59

EVALUATION OF EFFICIENT B-TREE PROCESSING USING A FUNCTIONAL 
MEMORY SYSTEM 
Jun Miyazaki 

70



vi

EQUI JOIN QUERY ACCELERATION USING  ALGEBRAIC SIGNATURES 
Riad Mokadem, Abdelkader Hameurlain And Franck Morvan 

78

SECURITY MECHANISMS OF A LEGAL PEER-TO-PEER FILE SHARING 
SYSTEM 
Peter Ebinger, Sebastian Schinzel and Martin Schmucker 

86

XML REWRITING ATTACKS: EXISTING SOLUTIONS AND THEIR 
LIMITATIONS
Azzedine Benameur, Faisal Abdul Kadir and Serge Fenet 

94

AUTOMATED VERIFICATION OF WEB SERVICES TRUST ISSUANCE 
BINDING 
Llanos Tobarra, Diego Cazorla and Fernando Cuartero 

103 

SYNTHESIS OF NLFSR-BASED PSEUDO-RANDOM BIT GENERATORS FOR 
STREAM CIPHERS 
Elena Dubrova 

109 

A REAL TIME ALGORITHM FOR FIREWALL ACL INCONSISTENCY 
DETECTION IN AD HOC NETWORKS 
S. Pozo, R. Ceballos and R. M. Gasca 

117 

ATTACK CORRELATION AND PREDICTION SYSTEM BASED ON 
POSSIBILISTIC NETWORKS 
Farah Jemili, Montaceur Zaghdoud and Mohamed Ben Ahmed

125 

A MOBILE THERAPY FRAMEWORK: MULTI MODAL EXTENSIONS & 
USAGE EXAMPLES 
Tiago Reis, Marco de Sá, Luís Duarte and Luís Carriço 

133 

JXTA BASED FILE SHARING OVER MOBILE AD-HOC NETWORKS USING 
SHARED ADVERTISING 
M. Angelaccio, B. Buttarazzi and  D. Pizziconi 

141 

DISTRIBUTED ROLE-BASED MODELING 
Sylvia Encheva and Sharil Tumin 

149 

EFFICIENT PAGE-LEVEL INFORMATION RETRIEVAL FOR COMPRESSED 
READABLE DOCUMENTS 
Mohsen Madi and Abdelaziz Fellah 

156 

FREQUENT CASE FORM GENERATION OF QUERY KEYWORDS IN TEXT 
RETRIEVAL 
Kimmo Kettunen 

164 

BIOLOGICAL COMPLEXITY IN THE AGENT WORLD 
Sathish Periyasamy, Peter Kille and Alex Gray 

171 

ASSESSMENT OF GENE ONTOLOGY BASED RECOGNITION OF RELATED 
PROTEINS 
Fernando Garcia, Luis Adarve, Francisco J. Lopez and Armando Blanco 

179 

ACCURATE PROFILING AND ACCELERATION EVALUATION OF THE 
SMITH-WATERMAN ALGORITHM USING THE MOLEN PLATFORM 
Laiq Hasan and Zaid Al-Ars 

188 



vii

SENSOR BASED CONDITION MONITORING USING A SELF-ORGANIZING 
SPIKING NEURAL NETWORKS MAP 
Rui G. Silva 

195 

SATISFYING SOME REQUIREMENTS IN COMPUTER PROGRAMS FOR 
STORY UNDERSTANDING 
David Ramamonjisoa 

203 

UNBBAYES-MEBN: COMMENTS ON IMPLEMENTING A PROBABILISTIC 
ONTOLOGY TOOL 
Rommel N. Carvalho, Marcelo Ladeira, Laécio L. Santos, Shou Matsumoto and Paulo C. G. 
Costa 

211 

A HYBRID DIFFERENTIAL EVOLUTION ALGORITHM FOR SOLVING THE 
FREQUENCY ASSIGNMENT PROBLEM 
Anabela Moreira Bernardino, Eugénia Moreira Bernardino, Juan M. Sánchez Pérez, Juan A. 
Gómez Pulido and Miguel A. 

219 

PARALLEL DOUBLE DIVIDE AND CONQUER AND ITS EVALUATION ON A 
MULTI-CORE COMPUTER 
Taro Konda, Hiroki Toyokawa and Yoshimasa Nakamura 

227 

FAST FLASH MEMORY CACHING BASED ON FILE ACCESS  FREQUENCY 
ChenHan Liao, Frank Wang, Na Helian, Sining Wu and YuHui Deng 

234 

A PROTÉGÉ PLUGIN FOR STORING OWL ONTOLOGIES IN RELATIONAL 
DATABASES 
María del Mar Roldán-García and José F. Aldana-Montes 

243 

A NEW SPACE-PARTITIONING CLUSTERING METHOD FOR  
HIGH-DIMENSIONAL DATA MINING 
Jaewoo Chang and Ahreum Kim 

251 

COMPARATIVE STUDY OF DATA MINING QUERY LANGUAGES 
Mohamed Anis Bachtobji 

259 

POLYNOMIAL REGRESSION MODELLING USING ADAPTIVE 
CONSTRUCTION OF BASIS FUNCTIONS 
Gints Jekabsons and Jurijs Lavendels 

269 

TEXT-MINING RESEARCH IN GENOMICS 
Carmen Galvez and Félix Moya-Anegón 

277 

USER ATTITUDES AND BEHAVIOR TOWARD PERSONALIZATION:  
A CASE STUDY 
Seppo Pahnila 

284 

PERFORMANCE ANALYSIS AND EVALUATION OF A WEBGIS 
APPLICATION AJAX BASED 
Angelaccio Michele, Buttarazzi Berta and Pigiani Stefano 

291 

AN EXTENSIBLE AND INTERACTIVE SOFTWARE AGENT FOR MOBILE 
DEVICES BASED ON GPS DATA 
Francesco Fornasari, Claudio Montanari and Barbara Furletti 

299 

BANDWIDTH MANAGEMENT IN MOBILE WIRELESS CELLULAR 
NETWORKS – FAIR SHARE SOLUTION 
Khaja Kamaluddin 

307 



viii

SHORT PAPERS 

SISBLOQUE: A PROPOSAL OF A WEB CONTENT FILTERING AND 
BLOCKING SYSTEM 
Filipe Pires, Alexandre Fonte and Vasco Soares

317 

ON SECURITY USING SIMPLE TECHNOLOGICAL FRAMEWORK FOR 
TRUST RELATIONS WITHIN WEB SERVICES 
Sylvia Encheva and Sharil Tumin 

323 

TOWARDS DATABASE PERFORMANCE PATTERNS 
A.T.M. Aerts, W.T van de Molengraft and J. Snijders 

327 

AN ORDINAL METRIC FOR INTRA-METHOD CLASS COHESION 
Frank Tsui, Challa Bonja, Sheryl Duggins and Orlando Karam 

333 

AUGMENTED REALITY-BASED BEHAVIOR-ANALYSIS OF AUTONOMOUS 
SOCCER ROBOTS 
Rafael Radkowski, Willi Richert, Henning Zabel and Philipp Adelt 

339 

COMMUNICATION, COOPERATION AND COORDINATION IN AN AD-HOC 
ENVIRONMENT 
Diego Casado Mansilla, Andrés Navarro Guillén and Juan R. Velasco 

344 

PBT: PERSIAN PART OF SPEECH BRILL TAGGER 
Habib Karbasian and Parisa Rashidi 

348 

RECOGNITION OF VIDEO SIGNAL BY MATCHING WITH THE ORIGINAL 
VIDEO SEQUENCE 
Åhlén Julia and Sundgren David 

353 

EMAIL CLASSIFICATION USING RBF NETWORKS 
Eric Jiang 

358 

DOCUMENT RETRIEVAL USING FUZZY MODELING OF NEURAL 
NETWORK 
Habib Karbasian and Siavash Kayal 

363 

INFERENCE RULES BASED ON CONCEPTUAL GRAPHS FOR ANALYSIS OF 
ECONOMIC ENVIRONMENT 
Maria Antonina Mach 

368 

SOFTWARE AGENT TECHNOLOGY SUPPORTING RISK MANAGEMENT IN 
SPM
Nienaber RC, Smith E & Barnard A and Van Zyl T 

373 

ALTERNATIVE WAY FOR SOLVING KNOWLEDGE REPRESENTATION 
PROBLEMS 
Sylvia Encheva and Sharil Tumin 

379 

ALTERNATIVE SERVICE IDENTIFICATION AND DECOMPOSITION OF IT 
SERVICES USING ONTOLOGIES 
Christian Bartsch, Larisa Shwartz, Christopher Ward, Genady Grabarnik and  
Melissa J. Buco 

383 



ix

SEARCH AGENT OF CONCEPTS IN ONTOLOGIES 
Lidiany Cerqueira Santos, Gabriela Ribeiro Peixoto Rezende Pinto, Claudia Pinto Pereira 
Sena, Romualdo André da Costa and Teresinha Fróes Burnham 

389 

INTEGRATING OPC DATA INTO GSN INFRASTRUCTURES 
Olivier Passalacqua, Eric Benoit, Marc-Philippe Huget and Patrice Moreaux 

393 

MANAGEMENT AND OPTICAL RECOGNITION OF CHARACTERISTIC 
POINTS OF FINGERPRINTS IMAGES 
A. González Arrieta, J. G. Marín, L. J. García Sánchez, L. Alonso Romero, A. L. Sánchez 
Lázaro

399 

TABU SEARCH VS HYBRID GENETIC ALGORITHM TO SOLVE THE 
TERMINAL ASSIGNMENT PROBLEM 
Eugénia Moreira Bernardino, Anabela Moreira Bernardino, Juan M. Sánchez-Pérez,  
Juan A. Gómez-Pulido and Miguel A. Vega-Rodríguez 

404 

A STABILIZING ALGORITHM FOR FINDING ALL NODE-DISJOINT PATHS 
IN STAR NETWORKS 
Ahmad M. Hammad and Mehmet Hakan Karaata 

410 

A GENETIC ALGORITHM WITH MULTIPLE OPERATORS FOR SOLVING 
THE RING LOADING PROBLEM 
Anabela Moreira Bernardino, Eugénia Moreira Bernardino, Juan M. Sánchez-Pérez,  
Juan A. Gómez-Pulido and Miguel A. 

415 

GENETIC ALGORITHM VS. DIFFERENTIAL EVOLUTION IN 
COMPUTATION OF THE BEST SOLUTION FOR X-RAY DIFFRACTION 
PEAKS PARAMETERS 
Sidolina P. Santos, Juan A. Gomez-Pulido, Miguel A. Vega-Rodríguez, Juan M. Sánchez 
Pérez and Florentino Sánchez-Bajo 

421 

THE PROCESS OF DESIGNING GPA ALGORITHM COMPILER-BASED 
PREFETCHING: A REVIEW 
Nurulhaini Binti Anuar and Norafida Ithnin 

426 

USING MICROSOFT EXCEL CIRCULAR REFERENCE ITERATIONS IN 
STATISTICAL POWER AND PRECISION ANALYSIS 
António Teixeira and Álvaro Rosa 

432 

GRID COMPUTING FOR FOREST FIRE PREDICTION 
Ricardo J. N. dos Reis, Nelson P. C. Marques, José M.C. Pereira and José C. F. Pereira 

437 

A METHODOLOGY OF A DISTRIBUTED PROCESSING USING A 
MATHEMATICAL MODEL FOR LANDFORM ATTRIBUTES 
REPRESENTATION 
Leacir Nogueira Bastos, Rossini Pena Abrantes and Brauliro Gonçalves Leal 

441 

A NEW ADAPTATION OF THE BOOSTING TECHNIQUE IN DATA STREAM 
PROCESSING
José Luis Triviño Rodriguez, Amparo Ruiz Sepúlveda and Antonio Jesús Roa Valverde 

446 

A COMPREHENSIVE AND ADAPTIVE TOOLKIT FOR MISSING VALUES 
IMPUTATION 
Saad Razzaq, Fahad Maqbool, Ahmed Farid and Anwar M.A 

450 



x

SIGNIFICANT PERFORMANCE AND EVALUATION OF MEMORY MAPPED 
FILES WITH CLUSTERING ALGORITHMS 
S.N. Tirumal Rao, E.V. Prasad,N.B. Venkateswarlu and B.G. Reddy 

455 

A MODEL OF LANDFORM ATTRIBUTES REPRESENTATION FOR 
APPLICATION IN DISTRIBUTED SYSTEMS 
Leacir Nogueira Bastos, Rossini Pena Abrantes, Brauliro Gonçalves Leal and Carlos de 
Castro Goulart 

460 

POSTERS

NON-DETERMINISTIC PREDICTION 
Julia Johnson 

469 

GRID COMPUTING ENABLED IDENTIFICATION OF ACTIVE MOLECULES 
AGAINST TARGETS IMPLICATED IN MALARIA 
Ana Lucia Da Costa, Vinod Kasam, Jean Salzemann, Vincent Bloch, Gianluca Degliesposti, 
Giulio Rastelli , Hee Young Kang, Doman Kim, Nadia Saidani, Eric Marechal , Astrid Maas  
And Vincent Breton 

472 

DISCRETE PARTICLE SWARM OPTIMIZATION: REALITY OR FANTACY? 
Julia Ann Johnson and Jose Saavedra Rosas 

473 

AUTHOR INDEX 



xi

FOREWORD

These proceedings contain the papers of the IADIS Applied Computing 2008, which was 
organised by the International Association for Development of the Information Society in 
Algarve, Portugal, 10-13 April 2008. 

The IADIS Applied Computing conference aims to address the main issues of concern 
within the applied computing area and related fields. This conference covers essentially 
technical aspects. 

The following thirty-three areas have been object of paper and poster submissions: 

Agent Systems and Applications; Algorithms; Applied Information Systems; Case Studies 
and Applications; Communications; Data Mining; Database Systems; E-Commerce Theory 
and Practice; Embedded Systems; Evaluation and Assessment; Global Tendencies; 
Information Retrieval; Intelligent Systems; Mobile Networks and Systems; Multimedia; 
Networking; Object Orientation; Parallel and Distributed Systems; Payment Systems; 
Programming Languages; Protocols and Standards; Semantic Web; Software Engineering; 
Storage Issues; Technologies for E-Learning; Wireless Applications;  WWW Applications; 
WWW Technologies; Ubiquitous Computing; Usability Issues; Virtual Reality; 
Visualization; XML and other Extensible Languages. 

The IADIS Applied Computing 2008 Conference had 217 submissions from 37 countries. 
Each submission has been anonymously reviewed by an average of 4 independent 
reviewers, to ensure the final high standard of the accepted submissions. Out of the papers 
submitted, 39 got blind referee ratings that published them as full papers, which means that 
the acceptance rate was below 20 %. Some other submissions were published as reflection 
papers, short papers and posters. The best papers will be selected for publishing as extended 
versions in the IADIS Journal on Computer Science and Information Systems and other 
selected journals. 

The conference, besides the presentation of full papers, reflection papers, short papers and 
posters also includes one keynote presentation from an internationally distinguished 
researcher: we wish to thank Dr. Marcin Paprzycki, Systems Research Institute Polish 
Academy of Science, Poland. Also a special thanks to the conference tutorial given by Dr. 
Marcin Paprzycki and Dr. Maria Ganzha, Systems Research Institute Polish Academy of 
Science, Poland. 

As we all know, a conference requires the effort of many individuals. We would like to 
thank all members of the Program Committee (163 top researchers in their fields) for they 
hard work in reviewing and selecting the papers that appear in the book of the proceedings. 
Special thanks also to the auxiliary reviewers that contributed to the reviewing process.  



xii

Last but not the least, we hope that everybody will have a good time in Algarve, and we 
invite all participants for the next year edition of the IADIS International Conference 
Applied Computing 2009. 

Nuno Guimarães, Faculdade de Ciências - University of Lisbon, Portugal 
Pedro Isaías, Universidade Aberta (Portuguese Open University), Portugal 
Conference and Program Co-Chairs 

Algarve, Portugal 
10 April 2008 
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ABSTRACT 

Biomedical text-mining have great promise to improve the usefulness of genomic researchers. The goal of text-mining is 
analyzed large collections of unstructured documents for the purposes of extracting interesting and non-trivial patterns of 
knowledge. The analysis of biomedical texts and available databases, such as Medline and PubMed, can help to interpret 
a phenomenon, to detect gene relations, or to establish comparisons among similar genes in different specific databases. 
All these processes are crucial for making sense of the immense quantity of genomic information. In genomics, text-
mining research refers basically to the creation of literature networks of related biological entities. Text data represent the
genomics knowledge base and can be mined for relationships, literature networks, and new discoveries by literature 
relational chaining. However, text-mining is an emerging field without a clear definition in the genomics. This work 
presents some applications of text-mining to genome-based research, such as the genomic term identification in curation 
processes, the formulation of hypotheses about disease, the visualization of biological relationships, or the life-science 
domain mapping. 

KEYWORDS

Text-mining; Genomics; Bioinformatics; Knowledge Discovery in Text (KDT) 

1. INTRODUCTION

The volume of published biomedical research, and therefore electronically available databases, is growing at 
an unprecedented rate, making it hard for life-science researchers to stay up-to-date. Due to the overload of 
information, biomedical scientists are faced with major challenges when tracking down new discoveries and 
the results of research in their domain of interest. These challenges are intensified by the need to follow 
developments in other domains that might possibly be relevant to one’s own research. Comparative genomics 
take in epidemiology, clinical diagnosis, the development of new drugs and of DNA-based genetic tests. 
When researchers cannot build on each other's experiments, scientific progress may be slowed or research 
may be needlessly duplicated.  

The most of what is known about genes and genomes is to be uncovered in the biomedical literature 
(Yandell & Majoros, 2002). Current expansion has heightened interest in: (a) Information Retrieval (IR), to 
gather, select, and filter documents that may prove useful; (b) Natural Language Processing (NLP) to 
automatically process the texts; and (c) Information Extraction (IE), a sub-area of NLP, to find relevant 
concepts, facts surrounding concepts, and relationships between relevant terms from the identified 
documents. There has been a lot of activity in the field of text-mining in biology. The Text REtrieval 
Conference (TREC) implemented a Genomic Track to create an experimental environment for research in the 
use of information retrieval systems in the genomic domain (Hersh, 2005). NLP has also attracted attention at 
bioinformatics meetings in recent years, such as the Intelligent Systems for Molecular Biology (ISMB), 
European Conference on Computational Biology (ECCB) and the Pacific Symposium on Biocomputing
(PSB). BioCreAtIvE (Critical Assessment of Information Extraction in Biology) is a forum to discuss results 
of NLP tasks applied to biomedical literature. 
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2. TEXT-MINING APPROACHES 

Text-mining has its origin from data-mining. The information in conventional data-mining is usually highly 
structured, containing mostly numbers and symbols. Data-mining is an analytical process entailing IR, NLP 
and IE, used to discover unsuspected associations – that is, combining or linking facts and events for the 
purpose of Knowledge Discovery in Databases (KDD). Data-mining methods can be generally grouped as: 
(a) supervised methods, to present documents according to predefined classes, such as techniques for 
inserting new documents into a previously existing ontology; and (b) unsupervised methods, such as 
clustering algorithms and visualization techniques, which gather texts on the basis of their similarity and 
thereby reduce the dimensionality of text representation.  

When data-mining processes are applied to texts in natural language, we speak of text-mining, also 
known as textual data-mining, intelligent text analysis, text data-mining, unstructured data management, or 
Knowledge Discovery in Text (KDT). Text-mining, then, is the discovery by computer of previously unknown 
information, through the automatic extraction of information from different written resources. A key element 
is the linking together of this extracted information to form new facts or hypotheses that can be further 
explored using more conventional experimental means. Text-mining is the process of discovering and 
extracting knowledge from unstructured data, contrasting it with data-mining which discovers knowledge 
from structured data (Hearst, 1999). Text-mining enables analysis of large collections of unstructured 
documents for the purposes of extracting interesting and non-trivial patterns of knowledge.  

Biomedical knowledge in literature can be discovered through three basic procedures (Leroy & Chen, 
2005): (i) top-down approaches, where researchers form hypotheses that lead to specific experiments, or 
create ontologies to describe the terminology and knowledge common to a given domain; (ii) bottom-up 
approaches, which try to discover interesting patterns or associations in existing data, in turn used to form 
new hypotheses (clustering techniques are used frequently for this purpose); and (iii) hybrid methods, 
involving several techniques and knowledge sources in combination, such as information retrieval and term 
co-occurrence analysis, to arrive at complementary sets of documents that can help researchers articulate new 
hypotheses. In many cases implicit relationships are inferred simply by combining the principle of the co-
occurrence of terms or concepts to some form of graphic association. Biomedical text-mining is organized in 
stages classified into the following five steps: 

Step 1. Text gathering: the process of text gathering in biomedical literature is largely dominated by 
Medline1 and PubMed2.

Step 2. Text pre-processing: biomedical texts are analyzed and stored in an internal representation form, 
after the elimination of stop-words, the exclusion of overly frequent terms, term standardization 
via stemming or lemmatisation, and the detection of noun phrases. Also text processing means 
tokenisation and then part-of-speech tagging, entity tagging or labelling and term recognition. 
Biomedical text pre-processing means tokenization and biological entities tagging, or in a bag-of-
words approach word stemming. Biomedical text-mining uses techniques from the field of data-
mining but, because it deals with unstructured data, a major part of the text-mining process 
revolves around the crucial stage of pre-processing the document collections. NLP plays a major 
role in text-mining as it transforms text into structures that can be analyzed statistically. 

Step 3. Text analysis or text categorization (clustering or classification): textual data can be analysed 
using text-mining algorithms, that is, applying either unsupervised or supervised methods. Data 
analysis is dependant on the pre-processing. If a vector space representation has been chosen, the 
data can be analyzed using classic data-mining techniques, such as support vector machine. The 
vector is based on the bag-of-words model approach consisting of all words represented in the 
document. Clustering is an unsupervised learning problem where is necessary an automated way 
to organize this collection into documents relating to biomedical concepts. For the task of 
clustering documents the usual methods to use are unsupervised machine learning, clustering via 
k-means, SOM (self-organizing map) and graph based clustering. Text classification is a 
supervised learning problem where we know the labels of the documents (specified by domain 
experts) and train the corpus to effectively predict unknown future data in the right classes 
automatically. 

1 Available at http://medline.cos.com/ 
2 Available at http://www.ncbi.nlm.nih.gov/sites/entrez
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Step 4. Visualization: the results are graphically represented, after constructing the biological entity-
document index, this it is used to compute a network connecting graphically link between every 
pair of genes that co-occurred. 

Step 5. Interpretation of results: the evaluation of extracted information or validation of results. 
Analyzing information from biomedical text is especially challenging because of the complexity 
of the field. Many text-mining techniques have incorporated ontologies to take advantage of the 
existing knowledge that they provide.

These steps are broad research domains itself; the process of text-mining needs a well-organized 
integration of these phases for knowledge discovery. Since human genome sequences were first decoded, 
more and more researchers have become involved in this domain, especially in biology and bioinformatics. 
The field of bioinformatics fuses biological and biomedical sciences with information science, making 
possible access to vast amounts of biological information accumulated in databases. Hundreds of on-line 
databases characterize biological information such as sequences, structured data, and expression patterns on 
the one hand; and on the other, highly unstructured information in text format. 

3. TEXT-MINING RESEARCH IN GENOMICS 

Genomics can be said to have appeared with the initiation of genome projects for several biological species. 
In genomics, text-mining refers to the creation of literature networks of related bimolecular entities (Tanabe, 
2005). The analysis of biomedical texts and available databases can help to interpret a phenomenon, to detect 
gene relations, or to establish comparisons among similar genes in different specific databases. Biological 
databases can generally be of two types (Stapley & Benoit, 2000): (a) biomolecular sequences and structures, 
such as the Swiss-Prot3, or GenBank4 databases; and (b) natural language text contained in databases of 
biomedical literature abstracts, such as Medline and PubMed. The relationship between these two forms of 
structured and unstructured information is key, because the literature describes essential functions of many 
genes. Thus, biologists can extract alignment measurements between two DNA sequences from a databank of 
factual resources, such as GenBank. These binary relationships can be assessed in one of two ways: as 
numerical values derived from alignments or co-occurrence measurements; or as symbolic values derived 
from semantic relations extracted from Medline. 

The integration of different types of textual data in the genomic data mine will contribute towards an 
understanding of systems biology of different living organisms. All these processes are crucial for making 
sense of the immense quantity of genomic information. Text-mining research in genomics is a growing field 
of research involving (Tanabe, 2005): 

[1] Relationship mining (refers to the extraction of facts regarding two or more biomedical 
entities). 

[2] Literature networks (refers to the meaningful subsets of Medline based on co-occurring gene 
names and/or functional keywords; these the networks based on co-occurrence are motivated 
by the fact that functionally related genes are likely to occur in the same documents). 

[3] Knowledge Discovery in Databases (refers to the prediction of gene function and automatic 
analysis of scientific papers). 

Leaving that significant associations (among biological entities such as genes, proteins, and drugs) can be 
extracted automatically from the scientific literature, we consider below some applications that these 
associations have in the genome-based research, such as the genomic term identification in curation 
processes, the formulation of hypotheses about disease, the visualization of biological relationships, or the 
life-science domain mapping. 

3 Available at http://expasy.org/sprot/ 
4 Available at http://www.clcbio.com/index.php?id=442
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3.1 Applying Text-Mining to the Genomic Database Curation 

In response to the explosion of biomedical literature, biologists develop specialized databases to organize 
information, such as GBD5 (Human Genome Database), FlyBase6 (Drosophila melanogaster), WormBase7

(Caenorhabditis elegans), SGD8 (Saccharomyces Genome Database), or MGI9 (Mouse Genome 
Informatics). Researchers rely on expert-curated biological databases to organize the findings of published 
scientific literature. These databases collect organism genome sequences, annotate and analyze them, and 
provide public access. These databases may hold many species genomes, or a single model organism 
genome. Curators of biological databases transfer knowledge from scientific publications, a laborious and 
expensive manual process. Hence, curators struggling to process scientific literature need interactive tools to 
help transfer information from the literature into the databases (Morgan et al., 2004). 

Each model organism database is maintained by a team of specialized biologists, or curators, who track 
the literature and transfer relevant new findings into appropriate database entries. These databases lag behind 
the literature because the curators have difficulty keeping up with the literature. The curation process can be 
separated into a series of steps (Hirschman et al., 2002): identifying new articles to be curated, reading the 
full-text of the selected articles and identifying the genes and/or proteins that have experimental findings 
associated with them, and associating functional and expression information with each gene and protein. 

The curators need tools to help in the consistent transfer of information from the literature into databases. 
Text-mining tools can help the curators in the identification of information for genomic databases. The recent 
areas of text-mining for curators would be synthesized the following fields (Morgan et al., 2004): (i) to 
provide tools that can improve the currency, consistency, and completeness of biological databases; (ii) to 
explore the hypothesis that expert-curated biological databases provide resources for the creation of high 
quality text-mining tools that can be applied to specific curation tasks; and (iii) to understand the 
complexities of the nomenclature problem for genes. 

Relating to the third issue aforementioned, numerous hurdles in genomic information are due to 
terminological variation and the complexity of names (Tuason et al., 2004). Irregular gene-naming arises in 
part because various researchers from different fields who are working on the same area of knowledge 
discover a large number of entities that need to be named. At present, some genes are denoted in publications 
under more than one name/symbol, and moreover, one symbol/name is sometimes used for several unrelated 
genes. There is a high correlation between the degree of term variation and the dynamic nature of genomics. 
As the use of gene symbols in publications can be confused approved nomenclature is intended to enable 
curators to access all data pertaining to a specific gene of interest, across species. Consequently, this calls for 
improved tools of genomic entity identification and access to full-text.  

3.2 Applying Text-Mining to Form Hypotheses about Genes and Diseases 

Genomic investigation takes place in highly specialized contexts with poor communication between 
disciples. Knowledge from one discipline may be valuable for other without researchers knowing it. As 
scientific publications are a condensation of the knowledge, literature-based discovery tools may help the 
individual scientist to explore new useful domains. Swanson (1986; 1987) was the first to make literature-
based discoveries in the scientific field of biomedicine. These were later corroborated clinically and 
experimentally using a software system called Arrowsmith (Smalheiser & Swanson, 1998). The starting point 
of the proposal is the so-called ‘ABC Model’: if a given concept ‘A’ (e.g., a disease or a gene) is associated 
with a second concept ‘B’, and ‘B’ is related to a third entity ‘C’, then ‘A’ might be related to ‘C’, even if 
there is no direct association between them (Swanson, 1988; Swanson et al., 2006). The initiative was 
adopted to establish indirect connections between Fish Oil-Raynaud’s Disease, Migraine-Magnesium, and 
Estrogen-Alzheimer's Disease (Swanson, 1986; 1988; Smalheiser & Swanson, 1996).  

Many other works based on statistical methods and transitive association graphs have been used for 
literature-based discoveries. Lindsay and Gordon (1999) developed a process that followed the same basis 

5 Available at http://www.pubgene.org/ 
6 Available at http://flybase.org/ 
7 Available at http://www.wormbase.org/ 
8 Available at http://www.yeastgenome.org/ 
9 Available at http://www.informatics.jax.org/
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architecture with Arrowsmith, but they added a variety of techniques to weigh terms using information 
retrieval methods such as term frequency and inverse document frequency. Weeber et al. (2001) also based 
their work on Swanson’s approach. They added both a natural language processing component to identify 
biomedical terms and a knowledge-based approach to help connections based on the semantic type of the 
connection terms; Srinivasan (2004) developed a new text-mining system called Manjal. She used a 
knowledge base for filtering terms according to their semantic types. The main difference between her 
system and the prior ones is that she used Medical Subject Heading (MeSH), keywords assigned to the 
document, to capture the content of the documents instead of applying natural language processing.  

Overall, the molecular biology has moved from an era of data collection into one of hypothesis-driven 
means, by connecting several facts: a hypothesis can be formulated in terms that are testable by experiments 
(Blasoklonny & Pardee, 2002). However, because of the explosive growth in genomic literature has made it 
difficult for researchers to keep with advancements, while researchers formulate new hypotheses to test, it is 
important for them to identify connections to their work from other part of the literature. This situation offers 
an excellence opportunity for text-mining, i.e., to assist in the new potentially causal connections between 
genomic terms by automatically discovering a set of interesting hypotheses from a suitable text collection. 

3.3 Applying Text-Mining to Detect Functional Relations between Genes 

Leaving from the premise extensively accepted that the co-occurrence of gene terms in the same sentence or 
the same document often implies real biological relationships between the named entities, i.e., if two genes 
are co-mentioned in the biomedical literature there is an underlying biological relationship (Stapley & 
Benoit, 2000). The fact that a amount of biomedical knowledge is recorded in only free-text form and, as 
such, is not readily available for computerized analysis has inspired research on methods for automated 
extraction of biomedical knowledge (Andrade & Bork, 2000). Nevertheless, how best to exploit the synergies 
that exist between genes, sequences and texts is still an open question. The diversity of research in this area 
reflects the open-ended nature of the problem, although there is a common objective “to use the relationships 
between genes, sequences and texts as the basis for a new generation of analysis tools and methodologies that 
combine bioinformatics and NLP technologies” (Yandell & Majoros 2002, p. 602). Stapley and Benoit (2000) 
tallied the number of co-occurrences of every pair of genes in Medline abstracts and used this data to 
calculate what they denote as ‘BioBibliometric distances’ between genes, so that the rarer the co-occurrence 
of two genes in the literature database, the larger the distance between them. The literature-derived gene-to-
gene network may provide important information assigning a biological function to gene sequences and gene 
expression patterns.  

Therefore, gene-to-gene co-citation networks can be used to test new hypotheses, and new knowledge can 
be generated by reviewing these accumulated results in a concept-driven manner, linking them into testable 
chains and networks (Jenssen et al., 2001). The nature of these relationships can be explored further using the 
Medical Subject Headings (MeSH®) index, or bio-ontologies. Considerable effort has likewise been centred 
on the construction of literature-based networks (Stephens et al., 2001; Blaschke & Valencia, 2002; Feldman 
et al., 2003; Krallinger et al., 2005). Novel approaches may also resort to the literature to establish functional 
relationships among genes, such as a methodology based on revealing coherent themes within literature 
through a similarity-based search in document space, after which the content relationships among abstracts 
are translated into functional connections among genes (Shatkay et al., 2000; 2002; Iliopoulos et al., 2001). 

Ideally, all researchers would be able to associate certain related genes with others in the literature and 
databases. But it is difficult to know how this process is carried out. Attempts to impose standard names 
across the board are meeting stiff resistance, while approaches that would give genes unique ID numbers 
seem unlikely to take root (Pearson, 2001). Genomic is particularly dependent on shared naming 
conventions: if researchers cannot clearly match a name to the underlying object (gene or structure), then 
some failure of communication is likely to occur (Hirschman et al., 2002). Thus, this calls for improved text-
mining tools of genomic entity identification and better methods for visualizing information. Building such 
tools is critical for managing genomic information. 
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3.4 Applying Text-Mining to Map the Structure of Genomic Research 

There is incipient interest in learning about the structure and dynamics of the biomedical and genomic 
research domain by applying document co-citation networks via conceptual networks. An approach involving 
indexing full-text scientific articles combined with an exploratory statistical analysis may serve to 
complement bibliometric approaches in the mapping of science, as has been demonstrated within the 
biomedical field (Glenisson et al., 2003a; 2003b). The full-text analysis and bibliometric methods can be 
combined to improve the efficiency of individual methods in describing, understanding and visualizing the 
structures in a scientific field. Representations from the field of IR can be adopted for clustering of genes 
based on their associated literature. Similarly, there are documented attempts to develop gene-to-literature 
co-citation networks that show the interrelations among papers, genes and proteins to shed light on the 
structure of research regarding melanomas; thus, Boyack et al. (2004) presented an attempt to map a ‘network 
ecology’, that is, the interrelations among papers and genes in order to answer questions such as: What is the 
structure of the research reported on a particular field? Which parts in this research field study what 
genomic entities? How are genomic entities and papers reporting our knowledge on them interconnected?.
The process of generating a map that shows the association linkages between papers and genes in a common 
context is as follows (Boyack et al. 2004): (i) collection of appropriate data records (papers and genes); (ii)
calculation of pairwise similarities between records; (iii) layout of the records based on calculated 
similarities; and (iv) visualization and exploration of the data, enabling characterization and detail 
subsequently. 

Text-mining can provide reliable results in representing structural aspects of bibliometric research if 
methods are based on full-text. Rather than discovering knowledge from data, biomedical text analysis and 
bibliometrics aims to give researchers a more global view of the structure and dynamics of genomic domains, 
to show occasions for collaboration and minimize sterile duplication of research. 

4. CONCLUSION

The sequencing of the human genome has greatly increased the rate of life-science research. The biomedical 
literature is playing an increasingly important role in genomic discovery. The challenge is to manage the 
increasing volume, complexity and specialization of knowledge expressed in this literature. Text-mining 
tools and methods can help researchers manage this affluence of information, and discovery facts, 
relationships and implications in biomedical literature that can be used to assist solve genomic problems. 
Moreover, text-mining potentials have an increasing position to play in the broader methods of biomedical 
knowledge discovery, in combination with data-mining and modeling of genomic structures. As a result, 
there is great opportunity for applying and improving the text-mining methods in genomics outlined in this 
work. 

REFERENCES

Andrade, M. A. and Bork, P., 2000. Automated Extraction of Information in Molecular Biology. FEBS Letters, Vol. 476, 
pp. 12-17. 

Blaschke, C. and Valencia, A., 2002. The Frame-Based Module of the SUISEKI Information Extraction System. IEEE 
Intelligent Systems, Vol. 17, No. 2, pp. 14-20. 

Blasoklonny, M. V. and Pardee, A. B., 2002. Conceptual Biology: Unearthing the Gems. Nature, Vol. 416, p. 373. 
Boyack, K., Mane, K. and Börner, K., 2004. Mapping Medline Papers, Genes, and Proteins Related to Melanoma 

Research. Eight International Conference on Information Visualization, Proceedings (IV'04). London, UK, IEEE 
Conference on Information Visualization, pp. 965-971. 

Feldman, R., Regev, Y., Hurvitz, E. and Finkelstein-Landau, M., 2003. Mining the Biomedical Literature Using Semantic 
Analysis and Natural Language Processing Techniques. Biosilico: Information Technology in Drug Discovery, Vol. 
1, No. 2, pp. 69-80. 

Glenisson, P., Antal, P., Mathys, J., Moreau, Y. and De Moor, B., 2003a. Evaluation of the Vector Space Representation 
for Text-Based Gene Clustering. Pacific Symposium on Biocomputing, Vol. 8, pp. 391-402. 

ISBN: 978-972-8924-56-0 © 2008 IADIS

282



Glenisson, P., Mathys, J. and De Moor, B., 2003b. Meta-Clustering of Gene Expression Data and Literature-Based 
Information. ACM SIG KDD Explorations, Special Issue on Microarray Data Mining, Vol. 5, No. 2, pp.101-112. 

Hearst, M., 1999. Untangling Text Data Mining. Proceedings of ACL'99: the 37th Annual Meeting of the Association For 
Computational Linguistic ACL. University of Maryland, pp. 3-10. 

Hersh, W., 2005. Evaluation of Biomedical Text-Mining Systems: Lessons Learned from Information Retrieval. 
Briefings in Bioinformatics, Vol. 6, No. 4, pp. 344-356. 

Hirschman, L., Park, C., Tsujii, J., Wong, L. and Wu, C. H., 2002. Accomplishments and Challenges in Literature Data 
Mining for Biology. Bioinformatics, Vol. 18, No. 12, pp. 1553-1561. 

Iliopoulos I., Enright, A. J. and Ouzounis, C. A., 2001. Textquest: Document Clustering of MEDLINE Abstracts for 
Concept Discovery in Molecular Biology. Pacific Symposium on Biocomputing, Vol. 6, pp. 384-395. 

Jenssen, T.-K., Laegreid, A., Komorowski, J. and Hovig, E., 2001. A Literature Network of Human Genes for High-
Throughput Analysis of Gene Expression. Nature Genetics, Vol. 28, No. 1, pp. 21-28. 

Krallinger, M., Erhardt, R. A. A. and Valencia, A., 2005. Text-Mining Approach in Molecular Biology and Biomedicine. 
Drug Discovery Today, Vol. 10, No. 6, pp. 439-445. 

Leroy, G. and Chen, H., 2005. Genescene: An Ontology-Enhanced Integration of Linguistic and Co-Occurrence Based 
Relations in Biomedical Texts. Journal of the American Society for Information Science and Technology, Vol. 56, 
No. 5, pp. 457-468. 

Lindsay, R. K. and Gordon, M. D., 1999. Literature-Based Discovery by Lexical Statistics. Journal of the American 
Society for Information Science and Technology, Vol. 50, No. 7, pp. 574-587. 

Morgan, A. A., Hirschman, L., Colosimo, M., Yeh, A. S. and Colombe, J. B., 2004. Gene Name Identification and 
Normalization Using a Model Organism Database. Journal of Biomedical Informatics, Vol. 37, pp. 396-410. 

Pearson, H., 2001. Biology's Name Game. Nature, Vol. 411, pp. 631-632. 
Shatkay, H., Edwards, S. and Boguski, M., 2002. Information Retrieval Meets Gene Analysis. IEEE Intelligent Systems,

Vol. 17, No. 2, pp. 45-53. 
Shatkay, H., Edwards, S., Wilbur, W. J. and Boguski, M., 2000. Genes, Themes and Microarrays: Using Information 

Retrieval for Large-Scale Gene Analysis. Proceedings of the International Conference on Intelligent Systems for 
Molecular Biology. New York, AAAI, pp. 317-328. 

Smalheiser, N. R. and Swanson, D. R., 1998. Using ARROWSMITH: A Computer-Assisted Approach to Formulating 
and Assessing Scientific Hypotheses. Computer Methods and Programs in Biomedicine, Vol. 57, pp. 149-153. 

Srinivasan, P. 2004. Text Mining: Generating Hypotheses From MEDLINE. Journal of the American Society for 
Information Science and Technology, Vol. 55, pp. 396-413. 

Stapley, B. J. and Benoit, G., 2000. Biobibliometrics: Information Retrieval and Visualization from Co-Occurrence of 
Gene Names in Medline Abstracts. Proceedings of Pacific Symposium on Biocomputing. Hawaii, USA, pp. 529-540. 

Stephens, M., Palakal, M., Mukhopadhyay, S., Raje, R. and Mostafa, J., 2001. Detecting Gene Relations from MEDLINE 
Abstracts. Proceedings of Pacific Symposium on Biocomputing. Hawaii, USA, pp. 483-496. 

Swanson, D. R., 1986. Fish Oil, Raynaud's Syndrome, and Undiscovered Public Knowledge. Perspectives in Biology and 
Medicine, Vol. 30, No. 1, pp. 7-18. 

Swanson, D. R., 1988. Migraine and Magnesium: Eleven Neglected Connections. Perspectives in Biology and Medicine,
Vol. 31, pp. 526-557. 

Swanson, D. R., 1987. Two Medical Literatures that are Logically but not Bibliographically Connected. Journal of the 
American Society for Information Science, Vol. 38, No. 4, pp. 228-233. 

Swanson, D. R., Smalheiser, N. R. and Torvik, V. I., 2006. Ranking Indirect Connections in Literature-Based Discovery: 
the Role of Medical Subject Heading. Journal of the American Society for Information Science and Technology, Vol. 
57, No. 11, pp. 1427-439. 

Tanabe, L., 2005. The Genomic Data Mine. In: H. Chen, Fuller, S. S., Friedman, C. and Hersh, W. (Eds.), Medical 
Informatics: Knowledge Management and Data Mining in Biomedicine. New York, Springer, pp. 547-71. 

Tuason, O., Chen, L., Liu, H., Blake, J. and Friedman, C., 2004. Biological Nomenclatures: A Source of Lexical 
Knowledge and Ambiguity. Proceedings of the Pacific Symposium on Biocomputing. Hawaii, USA, pp. 238-249. 

Weeber, M., Klein, H., Lolkje, T. W. and De Jong-van den Berg, L. T. W., 2001. Using Concepts in Literature-Based 
Discovery: Simulating Swanson's Raynaud-Fish Oil and Migraine-Magnesium Discoveries. Journal of the American 
Society for Information Science and Technology, Vol. 52, No. 7, pp. 548-557. 

Yandell, M. D. and Majoros, W. H., 2002. Genomics and Natural Language Processing. Nature Reviews Genetics, Vol. 3, 
pp. 601-610. 

IADIS International Conference Applied Computing 2008

283


	AC2008-1.pdf
	AC2008-2.pdf

