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IBM i as a client to VIOS and Internal Disk
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Hosting by two VIOS LPARS provides the most resilient environment

Not required but recommended
Power is performance redefined
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IBM | as a client to VIOS with NPIV
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IBM | as a client to VIOS with vSCSI SAN drives

VIOS1 VIOS2
hdisk1-6 vSCsl [mpio | [ vSCS! hdisk1-6
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Overview of the Virtual I/O Server

Power is performance redefined
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Components needed to host a server
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= Storage
— Internal or External disk
— Types of virtual storage devices
* Logical volume backed devices
* File backed devices
» Device backed devices
* NPIV attached devices
— Virtual Optical devices
= Network connectivity
— Shared Ethernet Adapter (SEA)

— Integrated Virtual Ethernet (IVE) / Host Ethernet Adapter (HEA)
= Memory

— Active Memory Sharing

Power is performance redefined ©2011 IBM Corporation
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Storage Terms and Options
VIOS Terms

IBM i Terms

Logical Volumes
Physical Volumes Volumes Groups  or File Backed

lvnhn

Devices Auxiliary Storage Network Server Storage
Pool (ASP) Space (NWSSTG)

Power is performance redefined ©2011 IBM Corporation
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Storage: Logical Volume Management

Physical Volumes = Disks autodetected at boot or by
cfgdev (or cfgmgr in aix)
Naming
— hdisk-n
Granularity
— Physical Partition (PP)
— Size: Assigns at VG
creation
= Limitations
— Sizing: Max PP/disk
» 1016 PP/disk

+ All disks in VG have same
PP

— Belongs to only 1 VG
Commands

— Ispv
Physical Volumes may be managed using - ISpV hdiskO

the Virtual Disk tab in the HMC GUI — Ispv I hdisk0.
= May represent a disk array

= May be internal or external
(SAN) storage

Il
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i
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Storage: Logical Volume Management
Volumes Groups

= Naming
— rootvg — VIOS system (Like system ASP)
— Otherwise user defined (Like User ASP)
= Limitations
— 128 Disks/VG
— LV’s, filesystems, mirrors can not span VG's
= Commands -
— Isvg
— Isvg rootvg
— Isvg —map rootvg
— Isvg —Iv rootvg
= Guideline
— Reserve rootvg for VIOS and application
— Put data in user defined VG

Volume groups may be managed using the
Storage Pools tab in the HMC GUI
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Logical Volume Management
Logical Volumes

= Purpose

— Raw Partition or format as filesystem

— Provides striping, Raid 0, 1, 0+1

— Used to split a volume group into smaller
space to be given to other LPARS

Naming
— System specified — IvO0
— User Specified
= Limitations
— 512 LVs/IVG
— Minimum size = 1PP
— LV’'s can not span VG’s
= Commands -
— Islv —map lvname
— Islv —pv lvname

= File Backed Devices are very similar to Logical

Volumes

the Virtual Disk tab in the HMC GUI

Logical Volumes may be managed using

© 2011 IBM Corporation

IBM Power Systems

I
[ |1 1]
Ll

[
-]

Storage: Virtual Optical Devices

| @ ATSIEHMED: Virtust Storsge

(I v iimtodivs m bttt

wirtual Storage Manasgeemant - ATS_ T
| 5Eorage managemant tasks to

Select 3 VIOS partition

2 logical partition, Salect the

= hssigmed Partition ~ Physical Location El
O odo SATA DVD-RAM Drive Nons UTH00,001.DBM374-RT-CH-07

manags vrtual storage fer your Virtual LD Sarvee (VIOS)
ect the type of virtual Storage that you want (s mankge.
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Virtual Media Repository

=@ = Purpose

— Store CD / DVD images

— Act as a CD/DVD device to client LPARs

= Limitations
— 1 Media Repository per VG
= Commands -

— mkrep > create the virtual media repository
— mkvopt - add an iso to the repository

— rmvopt = remove a file from the repository
— mkvdev -fbo - connect to client Ipar

— Isrep - list images in the repository

— loadopt - load an image for the client
— unloadopt = unliad an image for a client

GUI

Virtual Media Repository may be managed
using the Optical Devices tab in the HMC

© 2011 IBM Corporation
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Steps to Implement using the VIO Server

= Plan the environment

= Activate the VIO features on the hardware

=  Build the logical partition for the VIO Server(s)

= Use the Diagnostics CD to reformat disk and build raid array(s)
if needed

= |nstall the VIO server(s)

= Build the logical partition for the hosted server

= Create the disk volumes for the guest system

=  Build the links to between the volumes and the guest server

= Activate the guest partition from the HMC

= |nstall client OS

13 Power is performance redefined © 2011 IBM Corporation
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Check the System Properties for VIOS Support

@

ittps: //atsiShmc2.rchland.ibm.com/hme fconnects/mainuiFrameset. jsp

& DALi6_570 - Mozilla Firefox

Hardware Management Console =
Propertics 1 (if‘ Rttt jfatsighme2,rohland,bm. com/hme el Ted 2d | Help | Logoff

== Y c |
@ S.-.slems lanagement > Sil EEYTFTF=TY I
= welcome "t‘ .»? General | Processors | Memory | /O E,g;‘,\:r;'ggrs Capabilities | Advanced
=] -33 Systems Management |58 ~ | Name | Capability. | value E:;&Erence A
= Servers I |i5/0S Capable True [~ =
ATSIPT-520-SN10B95FE [E] EI] DALISOSA | 5250 Application Capable False I 10000000
o |CoD Capable True
DALE [ AT )
{DALE 570 [ Efoarsion P e 0000000
- S = El] DATSI0Z Memary Capable True 10000000
1 = 7 | Micro-partitioning Capable True :
[ system Pians T Edoatson virtual 1/0 Server Capable False h i
E [E] E[] ISCIS0SAhR |Logical Host Channel Adapter Capability True 10000000
HMC M it Zaiiciad 5 L L
anagemen | Logical Host Eth e e =g ={HIE!
[ | .
8 service Management L SRR \/irtual 1/0 Server Capable must be set to True
|Barrier Synchrorl _
1 updates | Service Processor Failover Capable True
|Shared Ethernet Adapter Failover Capable True
:Redundant Error Path Reporting Capable True
| G¥ Plus Capable True
|Hardware Discovery Capable True
Active Partition Mobility Capable False
| Inactive Partition Mobility Capable False
| Partition processor compatibility mode capable  True [a]
| Partition Availability Priority Capable True s —
—+ Properties . - - =—
Operations 10K Cancel Help 5 =
v
Configuration ——
Status: Attentions and Events 3 Done atsishmc2.rchland.ibm.com ()
Connections =
/fi\ @ Hardware Information |
ey Updates {v}

Transferring data from atsiéhmc2. rehland.ibm.com atsishme2.rehland.ibm.com (3
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Virtua 1/O Server Overview

»>Virtual I/0O (VIO) Server provides
»Virtual storagefor LPARS without physical disks
»Shared Ethernet Adapter (SEA) Capability

»>Virtual 1/0 Server isa special ‘appliance’ partition
»Multiple VIO server partitions allowed on same box

»|nstalled in separate partition from mksysb image
>CD Ingtall
»NIMOL installation from HMC
»NIM from AIX

15 Power is performance redefined © 2011 IBM Corporation
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Virtual 1/O Server Overview (Continued)

»>Virtual I/O isclient server based
»V10 server owns physical resources
» V10 client accesses resourcesthrough ‘virtual’ devices
»>Virtual SCS|
»Virtual Ethernet
»NPIV - N_Port ID Virtualization
»Communicationsisthrough PHYP (POWER hypervisor)

»>VI10O Server isaccessed through restricted korn shell
»Configuration on VIO server done by user padmin
»Command line interface for configuration
» Special command set provided for VIO Server configuration
»Accessto root user functionsthrough oem_setup_env cmd.

»>Multiple LPARSs can use same physical resource
»Physical Disk subsystem
»Physical Ethernet Adapter

16 Power is performance redefined © 2011 IBM Corporation
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Virtual I/0O Server Overview (Continued)

»VI0O Server supports multiple OSclients
»>AlIX 5.3
»SUSE Linux Enterprise Server
»Red EnterpriseLinux ASfor POWER
»POWERG6 and IBM i 6.1
»Not supported
»Pre Al X 5.3 not supported as client
»15/0SV5R4 and / or POWERS partitions not supported as clients

>VI10 Server can be on Dedicated or Shared Processor L PAR

»VI10 Server should not be used to run customer applications
»Treat asan appliance

17 Power is performance redefined © 2011 IBM Corporation
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Why usea Virtual I/O Server?

»Allows alarge number of partitionsin a micro-partitioning environment
v'Systems may support more partitionsthan I/0 dots available
v'Allow partitionsto be created without physical slot restrictions
v'Removes dot requirement of 1 NIC and 1 storage adapter per LPAR

» Optimized utilization of resour ces
v'Add partitions without adding any additional hardwar e resour ces
v Efficient utilization of physical resourcesthrough sharing on the VIO server
v'Facilitates server consolidation

»Thetwo main reason to usethe Virtual I1/O Server on an iSeries system are:
v'Your system hasnon i5 disk that you want to shar e across multiple
partitions
v"You want to use the Shared ethernet adapter function for networking rather
than using functionsin i5/0OSto provide networ k connectivity to guest
LPARS

18 Power is performance redefined © 2011 IBM Corporation
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Managing Virtual 1/O Server?

»V10 server providesrestricted scriptable command lineinterface (CLI)
»All aspects of VIO server administration can be done through the CLI

v'Device management (physical, virtual, LVM)
v'Network configuration

v'Softwar einstallation and update

v'Security

v'User management

v'Installation of OEM software

v'Maintenance tasks

» First login will present ‘padmin’ user and for ce new password
»Type ‘help’ tolist commands supported

»Most supported through ‘ioscli’
»See: Virtual 1/0 Server and PLM Commands Reference

»1n infocenter

20 Poweris performance redefined © 2011 IBM Corporation
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Virtual SCSI Overview

»>V10 Server owns physical disk resources
»LVM based storage on VIO Server

»Physical Storage can be most types supported by Al X
»Local SCSI
»Remote storage (e.g. ESS, DS8K, EMC)

»>VI0O Client LPAR seesdisksasvscs (Virtual SCSI) devices
»>Virtual SCSI devicesadded to partition viaHMC
»LUNson VIO Server accessed asvscs on client
»Partitions maintain client/server relationship
»>V10 Server must be active for client to boot

»>Multiple LPARs can use sameor different physical disk
»Configureaslogical volumeon VIO Server
»Appear ashdisk on the client
»Can assign entire hdisk to a single client
»May becreated asa“ File Backed” device

21 Power is performance redefined © 2011 IBM Corporation
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Step one Install VIOS

This example is using internal disk

= Build the LPAR for VIOS
= Setup Disk environment
= |nstall VIOS

22 Power is performance redefined © 2011 IBM Corporation
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= To build the VIOS partition

23
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Follow the steps in the chapter 3 (section 3.3) of the redbook
PowerVM Virtualization on IBM System p: Introduction and
Configuration Fourth Edition

Sizing should be considered

» Workload estimator may be used for sizing
Consider availability configurations

* 2 VIOS LPARS with mirroring in IBM i for internal storage

e 2 VIOS LPARS with MPIO functions for external storage
Build a root volume group (rootvg) — think of it as load source

* rootvg may be mirrored in VIOS for disk protection (mirrorios)
Build a volume group(s) for hosted disk

» For internal disk, RAID protection is the only supported option

* For SAN attach storage there are many options available

© 2011 IBM Corporation
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This example starts with Internal disk that were previously used in a RAID
array with an IBM i partition
Many options available with SAN

Consider access via NP1V support if available (not covered here)

Steps to make them usable by VIOS (or AlX)

Format to JBOD format (512) to remove from existing RAID array
Set up a RootVG volume group (Load Source)
Build a RAID array to hold the data volumes for the hosted clients

This is equivalent to Using DST or SST or create or add disk to an ASP

© 2011 IBM Corporation
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itcipthme. rehland.ibm.com : VIOS_Hosting / Server-9406-520-SN10DB41E [ |

File Edit Font Encoding Options

IENM IEM IEM

* Connect a console session
* Use the HMC function
» Use putty to ssh to HMC signon hscroot and then use the command vimenu
e use ~. (tilde dot) to exit back to the LPAR selection menu
Insert Diag CD into CD/DVD drive and boot

* Activate the VIOS LPAR |nto SMS

25 Power is performance redefined © 2011 IBM Corporation
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Select the boot device

?1‘0.1.1.1 - PuTTY
Version 5F230_145
SMS 1.8 (c) Copyright IBM Corp. 2000,2005 All rights reserved.

Select Deavice
Device Current Device
Number Position HName

1. 3 virtual Ethernet

( 1oc=U9406.520.108E20F-V3-C2-T1 )
2. 1 5C5I CD-RCM

( loc=U9406.520.109E20F-V3-C3-T1-W8020000000000000-L0 )
i - 5CSI CD-ROM

( loc=U9406.520.102E20F-V3-C3-T1-W8120000000000000-L0 )
4. 2 5CSI Tape

( 1oc=U9406.520.108E20F-V3-C3-T1-W2040000000000000-L0 )
5. - 5CSI Tape

({ loc=US9406.520.109E20F-V3-C3-T1-WE81400000000000 10.1 uTTY

SMS 1.6 (c) Copyright IBM Corp. 2000,2005 ALl rights reserved

Select Task
Navigation keys:

M = return to Main Menu SC5I CD-RCM

( loc=U9406.520,109E20F-V3-C3-T1-W8120000000000000-L0 )

E5C key = return to previcus screen X = eXit System Manage
1. Information

Type menu item number and press Enter or select Navigation kev:l] || 20 Normal Moge Boot
3. Service Mode Boot

Navigation keys:
M = return to Main Menu

ESC key = return to previous screen X = eXit System Management Services|_

Type menu item number and press Enter or select Navigation key:2f]

27 Power is performance redefined
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Start of Install

£210.1.1.1 - PuTTY =%

IBM IBM IBM IBM IBM IBM IBM IBM IBEM IBM IBEM IBM IEM IEM IEM IBM IBM IEM IE -

Elapsed time since release of system processors: 65989 mins 1 secs

Welcome to AIX.
boot image timestamp: 04:50 08/26
The current time and date: 10:37:30 10/19/2005
number of processors: 1 zize of memory: 1024MB
boot device: fvdevice/v-scsi@30000003/disk@8120000000000000: \ppchchrpi\bootfile.e
=e
kernel =size: 109413966; 32 bit kernel
kernel debugger setting: enabled

ATX Version 5.3
Starting NODE#000 physical CPU#001 as logical CPU#001... done.

L]
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Install continues

£ 10.1.1.1 - PuTTY =JoJE3

Starting NODE#000 physical CPU#001 as logical CPU#001... done, [6.

Iype a 1 and press Enter to use this terminal as the
system console.

Pour definir ce terminal comme console systeme, appuyez
sur 1 puis sur Entree.

Taste 1 und anschlieszend die Eingabetaste druecken, um
dieze Datenstation als Systemkonsole zu verwenden.

Premere il tasto 1 ed Invio per usare guesto terminal
come console.

Ezscriba 1 v pulse Intro para utilizar esta terminal como
consala del sistema.

Escriviun 1 1 i premeu Intro per utilitzar aguest
terminal com a conscla del =istema.

Digite um 1 & pressione Enter para utilizar este terminal
como console do sistema.

<]

I
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DI AGNOSTI C OPERATI NG | NSTRUCTIONS  VERSION 6.1.1.2

LI CENSED MATERI AL and LI CENSED | NTERNAL CODE - PROPERTY COF | BM
(C) COPYRI GHTS BY | BM AND BY OTHERS 1982, 2008.
ALL RI GHTS RESERVED.

These prograns contain diagnostics, service aids, and tasks for
the system These procedures shoul d be used whenever problens
with the system occur which have not been corrected by any

software application procedures avail able.

I'n general, the procedures will run automatically. However,
sonetines you will be required to select options, informthe

system when to continue, and do sinple tasks.

Several keys are used to control the procedures:
- The Enter key continues the procedure or perfornms an action.
- The Backspace key allows keying errors to be corrected.

- The cursor keys are used to select an option.

To continue, press Enter.
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Select vt320 as terminal type

DEFI NE TERM NAL

The terminal is not properly initialized.

The followi ng are sone of the termnal types that are supported.

i bn8101 tvi9l2 vt 330

i bnB151 tvi 925 vt 340

i bnB161 tvi 920 wyse30

i bnB162 tvi 950 wyse50

i bnB163 vs100 wyse60
i bnB164 vt 100 wysel00
i brpc vt 320 wyse350
Ift sun

NOTE: |f you are using a G aphics Display, such as a
5081 or 6091 display, enter 'Ift' as the
termnal type.

If the next screen is unreadable, press <CTRL> C.

Pl ease enter a terminal type, or press Enter to return.

vt 320

31 Power is performance redefined © 2011 IBM Corporation
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Select 3

FUNCTI ON SELECTI ON

1 Di agnostic Routines
This selection will test the machine hardware. Wap plugs and
ot her advanced functions will not be used.
2 Advanced Di agnostics Routines
This selection will test the machine hardware. Wap plugs and
ot her advanced functions will be used.
3 Task Sel ection (Diagnostics, Advanced Di agnostics, Service Aids, etc.)
This selection will list the tasks supported by these procedures.
Once a task is selected, a resource menu may be presented show ng
all resources supported by the task.

IS

Resource Sel ection

This selection will list the resources in the systemthat are supported
by these procedures. Once a resource is selected, a task menu will

be presented showing all tasks that can be run on the resource(s).

99 Exit Diagnostics

NOTE: The terninal is not properly initialized. You will be pronpted to
initialize the termnal after selecting one of the above options.

To meke a selection, type the nunber and press Enter. [1 ]
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Use the arrow key to move down until RAID array

TASKS SELECTION LI ST 801004

Fromthe |ist below, select a task by moving the cursor to
the task and pressing 'Enter'.
To list the resources for the task highlighted, press 'List'
[ ToP]

Run Di agnostics

Di splay or Change Di agnostic Run Tinme Options

Add Resource to Resource List
Backup and Restore Media
Certify Media
Configure Dials and Lpfkeys
Del ete Resource from Resource List
Di sk Mai ntenance
Di splay Configuration and Resource List
Di splay Firnmware Device Node |nformation
Di spl ay Hardware Error Report
[ MORE. . . 11]

Esc+1=Hel p Esc+4=Li st F10=Exi t Enter

F3=Previ ous Menu

. P Py 3
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Use the arrow key to move down until RAID array

TASKS SELECTION LI ST 801004

Fromthe |ist below, select a task by moving the cursor to
the task and pressing 'Enter'.

To list the resources for the task highlighted, press 'List'.

[ MORE. . . 11]
Di spl ay Hardware Error Report
Di splay Hardware Vital Product Data
Display Multipath I/O (MPIO Device Configuration
Di spl ay Resource Attributes
Di splay Service Hints
Di spl ay or Change Bootli st
Format Medi a
Hot Plug Task
Identify and Attention Indicators
M crocode Tasks
Process Suppl enental Media
RAI D Array Manager
[BOTTOM

Esc+1=Hel p Esc+4=Li st F10=Exi t Enter

F3=Previ ous Menu

. " o T
34 Power is performance redefimed © 2011 IBM Corporation




IBM Power Systems

Select correct Disk Array Manager (pci-xin our case)

RAI D Array Manager 801004

Move cursor to desired itemand press Enter.

| BM SAS Di sk Array Manager
PCl SCSI Disk Array Manager
PCl - X SCSI Di sk Array Manager

Esc+1=Hel p Esc+4=Li st F10=Exi t Enter

F3=Previ ous Menu

35 Power is performance redefined © 2011 IBM Corporation
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Select Diagnostics and Recovery

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration

Create an Array Candi date pdisk and Format to 522 Byte Sectors
Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array

Configure a Defined PCl-X SCSI Disk Array

Change/ Show Characteristics of a PCl-X SCSI Disk Array
Reconstruct a PCl-X SCSI Disk Array

Change/ Show PCl - X SCSI pdi sk Status

Di agnostics and Recovery Options

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel F8=I mage
F9=Shel | F10=Exi t Ent er =Do
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Select Format Physical Disk

Di agnostics and Recovery Options

Move cursor to desired itemand press Enter.

Certify Physical Disk Mdia

Downl oad M crocode to a Physical Disk

Format Physical Disk Media (pdisk)

Format Physical Disk Media (hdisk)

Di splay pdisk Vital Product Data

Di spl ay Physical D sk Mcrocode Level

SCSI and SCSI RAID Hot Swap Manager

Recl ai m Control | er Cache Storage

Control | er Rechargeabl e Battery Mintenance
Configure a Defined PCl-X SCSI RAID Controller

F9=Shel | F10=Exi t Ent er =Do

Unconfigure an Available PCl-X SCSI RAID Controller

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel F8=I mage

37 Power is performance redefined
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Prompted for controller

Di agnostics and Recovery Options

Move cursor to desired itemand press Enter.

Certify Physical Disk Mdia

Downl oad M crocode to a Physical Disk
Format Physical Disk Media (pdisk)
Format Physical Disk Media (hdisk)

Di splay pdisk Vital Product Data

Di spl ay Physical Disk Mcrocode Level
SCSI and SCSI RAID Hot Swap Manager

Avai l able Controllers
Move cursor to desired itemand press F7.
ONE OR MORE itenms can be sel ected.

Press Enter AFTER nmking all selections.

si sioa0 Avail abl e 00-08 PCl - XDDR Dual Channel

Esc+1=Hel p Esc+2=Refresh
F7=Sel ect F8=I mage
Es| Ent er =Do / =Fi nd

U320 SCSI RAI D Adapter

Esc+3=Cancel
F10=Exi t
n=Fi nd Next

F9
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List of disk are presented. Notice current RWProtected

Di agnostics and Recovery Options

Move cursor to desired itemand press Enter.

Certify Physical Disk Mdia

Downl oad M crocode to a Physical Disk
Format Physical Disk Media (pdisk)
Format Physical Disk Media (hdisk)

Format Physical Di sk Media (pdisk)

Move cursor to desired itemand press F7. Use arrow keys to scroll.
ONE OR MORE itenms can be sel ected.
Press Enter AFTER making all selections.

pdi skO 00-08-00-3,0 RwWprotected Array Candidate 35.1GB
pdi skl 00-08-00-4,0 RWpProtected Array Candi date 35.1GB
pdi sk2 00-08-00-5,0 RWProtected Array Candidate 35.1GB
pdi sk3 00-08-00-8,0 RWProtected Array Candi date 35.1GB

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F7=Sel ect F8=I mage F10=Exi t
Es| Ent er =Do / =Fi nd n=Fi nd Next

F
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Select the disk to format

Di agnostics and Recovery Options

Move cursor to desired itemand press Enter.

Certify Physical Disk Mdia

Downl oad M crocode to a Physical Disk
Format Physical Disk Media (pdisk)
Format Physical Disk Media (hdisk)

Format Physical Disk Media (pdisk)

Move cursor to desired itemand press F7. Use arrow keys to scroll.
ONE OR MORE items can be sel ected.
Press Enter AFTER nmking all selections.

> pdi skO 00-08-00-3,0 RWpProtected Array Candi date 35.1GB
> pdi skl 00-08-00-4,0 RWpProtected Array Candidate 35.1GB
> pdi sk2 00-08-00-5,0 RWProtected Array Candidate 35.1GB
> pdi sk3 00-08-00-8,0 RWProtected Array Candi date 35.1GB

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F7=Sel ect F8=I mage F10=Exi t
Es| Ent er =Do / =Fi nd n=Fi nd Next

F
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And Confirm

Di agnostics and Recovery Options

Move cursor to desired itemand press Enter.

Certify Physical Disk Mdia
Downl oad M crocode to a Physical Disk
Format Physical Disk Media (pdisk)
Format Physical Disk Media (hdisk)
Di splay pdisk Vital Product Data
Di spl ay Physical D sk Mcrocode Level
SCSI and SCSI RAID Hot Swap Manager
Recl ai m Control | er Cache Storage
ARE YOU SURE?

Continuing may delete infornmation you nay want
to keep. This is your last chance to stop
before conti nui ng.

Press Enter to continue.

Press Cancel to return to the application.

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
Es| F8=I mage F10=Exi t Ent er =Do
F9
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Progress indicator and post processing

Format in Progress

| -l - 96%
Post processing device. pdi skO Defi ned
Post processi ng device. pdi skl Defined
Post processing device. pdi sk2 Defined
Post processing devi ce. pdi sk3 Defi ned
| | \ 100%

Formats conpl ete.

Press the Enter key to continue ...
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Enter returns to diag and rec. ESC+3

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration

Create an Array Candi date pdisk and Fornmat to 522 Byte Sectors
Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array

Configure a Defined PCl-X SCSI Disk Array

Change/ Show Characteristics of a PCl-X SCSI Disk Array
Reconstruct a PCl-X SCSI Disk Array

Change/ Show PCl - X SCSI pdi sk Status

Di agnosti cs and Recovery Options

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel F8=I mage
F9=Shel | F10=Exi t Ent er =Do
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Make disk Array Candidates - Select controller

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.
List PCl-X SCSI Disk Array Configuration
Create an Array Candi date pdisk and Format to 522 Byte Sectors
Create a PCl-X SCSI Disk Array
Delete a PCl-X SCSI Disk Array
Add Disks to an Existing PCl-X SCSI Disk Array
Configure a Defined PCl-X SCSI Disk Array
Change/ Show Characteristics of a PCl-X SCSI Disk Array

Avai l able Controllers
Move cursor to desired itemand press F7.
ONE OR MORE items can be sel ected.

Press Enter AFTER neking all selections.

sisioa0 Avail abl e 00-08 PCl - XDDR Dual Channel U320 SCSI RAI D Adapter

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F7=Sel ect F8=I mage F10=Exi t
Es| Enter=Do 1 =Fi nd n=Fi nd Next

F9
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Select disk to format

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration
Create an Array Candi date pdisk and Format to 522 Byte Sectors
Create a PCl-X SCSI Disk Array
Delete a PCl-X SCSI Disk Array

Create an Array Candidate pdisk and Format to 522 Byte Sectors

Move cursor to desired itemand press F7. Use arrow keys to scroll.
ONE OR MORE itenms can be sel ected.
Press Enter AFTER making all sel ections.

> pdi skO 00-08-00-3,0 Active Array Candidate 35.1GB
> pdi skl 00-08-00-4,0 Active Array Candidate 35.1GB
> pdi sk2 00-08-00-5,0 Active Array Candi date 35.1GB
> pdi sk3 00-08-00-8,0 Active Array Candi date 35.1GB
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F7=Sel ect F8=I nage F10=Exi t

Es| Enter=Do ! =Fi nd n=Fi nd Next

F9
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Confirm selection

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.
List PCl-X SCSI Disk Array Configuration
Create an Array Candi date pdisk and Format to 522 Byte Sectors
Create a PCl-X SCSI Disk Array
Delete a PCl-X SCSI Disk Array
Add Disks to an Existing PCl-X SCSI Disk Array
Configure a Defined PCl-X SCSI Disk Array
Change/ Show Characteristics of a PCl-X SCSI Di sk Array
Reconstruct a PCl-X SCSI Disk Array

ARE YOQU SURE?

Continuing may delete infornmation you nay want
to keep. This is your last chance to stop
bef ore conti nui ng.

Press Enter to continue.

Press Cancel to return to the application.

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
Es| F8=I mage F10=Exi t Ent er =Do

=
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Format Progress and Completion

Format in progress
| -l - 96%

Post processing device. pdi skO Defi ned

Post processing device. pdi skl Defined

Post processing devi ce. pdi sk2 Defined

Post processing devi ce. pdi sk3 Defi ned
| | \ 100%

Formats conpl ete.

Press the Enter key to continue ...
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Enter returns to diag and rec. ESC+3

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration

Create an Array Candi date pdisk and Format to 522 Byte Sectors
Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array

Configure a Defined PCl-X SCSI Disk Array

Change/ Show Characteristics of a PCl-X SCSI Disk Array
Reconstruct a PCl-X SCSI Disk Array

Change/ Show PCl - X SCSI pdi sk Status

Di agnostics and Recovery Options

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel F8=I mage

F9=Shel | F10=Exi t Ent er =Do
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Build Mirrored pair for RootVG

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

Li st PCl-X SCSI
Create an Array Candi date pdisk and Fornat to 522

Di sk Array Configuration

Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array
Configure a Defined PCl-X SCSI Disk Array

Change/ Show Characteristics of a PCl-X SCSI

Di sk Array

Byte Sectors

Avai | abl e Controllers

Move cursor to desired itemand press F7.
ONE OR MORE itenms can be sel ected.
Press Enter AFTER neking all selections.

si sioa0 Avail abl e 00-08 PCl - XDDR Dual Channel

Esc+1=Hel p Esc+2=Refresh
F7=Sel ect F8=I mage
Es| Ent er =Do / =Fi nd

U320 SCSI RAI D Adapter
Esc+3=Cancel

F10=Exi t

n=Fi nd Next
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Select RAID level 10 - Mirrored

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

Li st PCl-X SCSI
Create an Array Candi date pdisk and Format to 522

Di sk Array Configuration

Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array
Configure a Defined PCl-X SCSI Disk Array

Byte Sectors

Sel ect a Raid Level

Move cursor to desired itemand press Enter.

10
6
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F8=I mage F10=Exi t Ent er =Do
Es| /=Find n=Fi nd Next
F9
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Stripe size

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration

Create an Array Candi date pdisk and Fornmat to 522 Byte Sectors
Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array

Configure a Defined PCl-X SCSI Disk Array

Change/ Show Characteristics of a PCl-X SCSI Disk Array

Select a Stripe Size (in Kb)
Move cursor to desired itemand press Enter.
16 Kb
64 Kb (recomended)
256 Kb
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F8=I mage F10=Exi t Ent er =Do
E§ /=Find n=Fi nd Next
F(‘
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Select Drives to Include

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration

Sel ect Disks to Use in the Array
Move cursor to desired itemand press F7. Use arrow keys to scroll.
ONE OR MORE itenms can be sel ected.
Press Enter AFTER making all selections.

# RAID 10 supports a mnimumof 2 and a maxi num of 18 drives.

# The total nunber of drives nust be a nultiple of 2.

> pdi skO 00-08-00-3,0 Active Array Candidate 35.1GB
> pdi skl 00-08-00-4,0 Active Array Candi date 35.1GB
pdi sk2 00-08-00-5,0 Active Array Candidate 35.1GB
pdi sk3 00-08-00-8,0 Active Array Candidate 35.1GB
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F7=Sel ect F8=I mage F10=Exi t
Es| Enter=Do 1 =Fi nd n=Fi na Next
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Confirm Selections

Create a PCl-X SCSI Disk Array

Controller

RAI D Level

Stripe Size in KB
Sel ected Di sks

Esc+1=Hel p Esc+2=Refresh
Esc+5=Reset F6=Conmmand
F9=shel | F10=Exi t

Type or select values in entry fields.

Press Enter AFTER neking all desired changes.

[Entry Fields]
si si 0a0
10
64
pdi skO pdi skl

Esc+3=Cancel Esc+4=Li st
F7=Edi t F8=I mage
Ent er =Do
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Complete hdiskO defined - rootvg

COMVAND STATUS

hdi skO Avai |l abl e

Esc+1=Hel p Esc+2=Refresh
F8=I mage F9=Shel |
n=Fi nd Next

Command: OK stdout: yes

Bef ore command conpl etion, additional

stderr: no

instructions may appear bel ow.

Esc+3=Cancel F6=Comand
F10=Exi t / =Fi nd
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Repeat for Data Volume Select controller

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration
Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array
Configure a Defined PCl-X SCSI Disk Array
Change/ Show Characteristics of a PCl-X SCSI

Create an Array Candi date pdisk and Fornmat to 522 Byte Sectors

Di sk Array

Avail abl e Controllers

Move cursor to desired itemand press F7.
ONE OR MORE itenms can be sel ected.

Press Enter AFTER neking all selections.

sisioa0 Avail able 00-08 PCl-XDDR Dual Channel U320 SCSI RAI D Adapter
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F7=Sel ect F8=I mage F10=Exi t
Es| Enter=Do ! =Fi nd n=Fi nd Next
=
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Select RAID level 10 - Mirrored

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

Li st PCl-X SCSI
Create an Array Candi date pdisk and Format to 522

Di sk Array Configuration

Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array
Configure a Defined PCl-X SCSI Disk Array

Byte Sectors

Sel ect a Raid Level

Move cursor to desired itemand press Enter.

10
6
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F8=I mage F10=Exi t Ent er =Do
Es| /=Find n=Fi nd Next
F9
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Stripe size

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration

Create an Array Candi date pdisk and Fornmat to 522 Byte Sectors
Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array

Configure a Defined PCl-X SCSI Disk Array

Change/ Show Characteristics of a PCl-X SCSI Disk Array

Select a Stripe Size (in Kb)
Move cursor to desired itemand press Enter.
16 Kb
64 Kb (recomended)
256 Kb
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F8=I mage F10=Exi t Ent er =Do
E§ /=Find n=Fi nd Next
F(‘
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Select Drives to Include

PClI - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration

Select Disks to Use in the Array
Move cursor to desired itemand press F7. Use arrow keys to scroll.
ONE OR MORE itenms can be sel ected.
Press Enter AFTER neking all selections.

# RAID 10 supports a mininmumof 2 and a maxi mum of 18 drives.

# The total number of drives nust be a multiple of 2.

> pdi sk2 00-08-00-5,0 Active Array Candidate 35.1GB
> pdi sk3 00-08-00-8,0 Active Array Candi date 35.1GB
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F7=Sel ect F8=I mage F10=Exi t

Es| Enter=Do / =Fi nd n=Fi nd Next

F9
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Confirm Selections

Create a PCl-X SCSI Disk Array

Controller

RAI D Level

Stripe Size in KB
Sel ected Di sks

Esc+1=Hel p Esc+2=Refresh
Esc+5=Reset F6=Conmmand
F9=shel | F10=Exi t

Type or select values in entry fields.

Press Enter AFTER neking all desired changes.

[Entry Fields]
si si 0a0
10
64
pdi sk2 pdi sk3

Esc+3=Cancel Esc+4=Li st
F7=Edi t F8=I mage
Ent er =Do
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Complete hdiskl defined - datavg

COMVAND STATUS

hdi sk1 Avail abl e

Esc+1=Hel p Esc+2=Refresh
F8=I mage F9=Shel |
n=Fi nd Next

Command: OK stdout: yes

Bef ore command conpl etion, additional

stderr: no

instructions may appear bel ow.

Esc+3=Cancel F6=Comand
F10=Exi t / =Fi nd
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Enter returns to diag and rec. ESC+3

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration

Create an Array Candi date pdisk and Fornmat to 522 Byte Sectors
Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array

Configure a Defined PCl-X SCSI Disk Array

Change/ Show Characteristics of a PCl-X SCSI Disk Array
Reconstruct a PCl-X SCSI Disk Array

Change/ Show PCl - X SCSI pdi sk Status

Di agnosti cs and Recovery Options

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel F8=I mage
F9=shel | F10=Exi t Ent er =Do
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List the Disk Array Configuration — Select Controller

PCl - X SCSI Di sk Array Manager

Move cursor to desired itemand press Enter.

List PCl-X SCSI Disk Array Configuration

Create an Array Candi date pdisk and Format to 522 Byte Sectors
Create a PCl-X SCSI Disk Array

Delete a PCl-X SCSI Disk Array

Add Disks to an Existing PCl-X SCSI Disk Array

Configure a Defined PCl-X SCSI Disk Array

Change/ Show Characteristics of a PCl-X SCSI Disk Array

Avai l able Controllers
Move cursor to desired itemand press F7.
ONE OR MORE items can be sel ected.

Press Enter AFTER neking all selections.

sisioa0 Avail abl e 00-08 PCl - XDDR Dual Channel U320 SCSI RAI D Adapter

Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel
F7=Sel ect F8=I mage F10=Exi t
Es| Enter=Do 1 =Fi nd n=Fi nd Next

F
. " e T
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Arrays are defined but NOT ready - Rebuilding

COMVAND STATUS

Command: OK stdout: yes stderr: no
Bef ore command conpl etion, additional instructions nay appear bel ow.
[TCP]
Nane Location State Descri ption Si ze
sisioa0 00-08 Avai | abl e PCl - XDDR Dual Channel U320 SCSI RAI D Adapter
scsi 0 00- 08-00- 07, 0 NoLi nk No renote adapter target
scsil 00- 08-01- 07,0 NoLi nk No renote adapter target
hdi skO 00-08-ff-0,0 Rebuilding RAID 10 Array 35.1GB Create 50%
pdi skO  00-08-00-3,0 Active Array Menber 35.1GB
pdi skl 00-08-00-4,0 Active Array Menber 35.1GB
hdi sk1 00-08-ff-0,1 Rebuilding RAID 10 Array 35.1GB Create 3%
[MORE. . . 4]
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel F6=Command
F8=I nage F9=Shel | F10=Exi t ! =Fi nd
n=Fi nd Next
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Builds are complete — NOW ready for use

COMVAND STATUS

Command: OK stdout: yes stderr: no
Bef ore command conpl etion, additional instructions nay appear bel ow.
[ToP]
Narne Location State Description Si ze
sisioa0  00-08 Avai | abl e PCl - XDDR Dual Channel U320 SCSI RAI D Adapter
scsi 0 00- 08- 00- 07, 0 NoLi nk No renote adapter target
scsil 00- 08-01-07, 0 NoLi nk No renpte adapter target
hdi sk0 00-08-ff-0,0 Optinal RAID 10 Array 35.1GB
pdi skO  00-08-00-3,0 Active Array Menber 35.1GB
pdi skl 00-08-00-4,0 Active Array Menber 35.1GB
hdi sk1 00-08-ff-0,1 Optinal RAID 10 Array 35.1GB
[MORE. . . 4]
Esc+1=Hel p Esc+2=Refresh Esc+3=Cancel F6=Command
F8=I mage F9=Shel | F10=Exi t ! =Fi nd
n=Fi nd Next
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Use ESC-3 to back out to main menu and select 99

FUNCTI ON SELECTI ON

1 Diagnostic Routines
This selection will test the machine hardware. Wap plugs and

ot her advanced functions will not be used.

N

Advanced Di agnostics Routines
This selection will test the nmachine hardware. Wap plugs and
ot her advanced functions will be used.

w

Task Sel ection (Diagnostics, Advanced Diagnostics, Service Aids, etc.)
This selection will list the tasks supported by these procedures.

Once a task is selected, a resource menu may be presented show ng

all resources supported by the task.

IN

Resource Sel ection

This selection will list the resources in the systemthat are supported
by these procedures. Once a resource is selected, a task menu will

be presented showing all tasks that can be run on the resource(s).

99 Exit Diagnostics

NOTE: The terminal is not properly initialized. You will be pronpted to

initialize the termnal after selecting one of the above options.

To meke a selection, type the nunber and press Enter. [1 ]
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Eject CD and halt

The systemis now ready to be powered off or rebooted....

Do you want the systemto eject the CD?
[Y'N] default is N
Y

Do you want the systemto reboot or halt?
[R'H default is H

H

....Halt conpleted....
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Insert VIOS Install media and Activate LPAR

IBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBM IBMIBMIBM IBM I BM I BM I BM | BM
IBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBM IBMIBMIBM IBM I BM | BM | BM | BM
IBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBM I BMIBM I BM
IBMIBMIBMIBMIBMIBMIBMIBMIBMIBM IBM IBMIBMIBMIBM I BM I BM | BM | BM
IBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBM IBMIBMIBM IBM I BM I BM I BM | BM
IBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBM IBM IBMIBM IBM I BM | BM | BM | BM
IBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBMIBM IBMIBMIBMIBMIBMIBMIBM
/

El apsed tine since rel ease of system processors: 21420 mins 20 secs

Wel come to the Virtual 1/0 Server.
boot image tinestanp: 00:23 04/01
The current tine and date: 18:10:22 10/21/2008
nunber of processors: 1 size of nenory: 1024MB
boot device: /pci @00000020000003/ pci @, 3/ide@l/ di sk@: \ ppc\chrp\bootfile.exe
kernel size: 12162439; 32 bit kernel
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Select Console

kernel size: 12162439; 32 bit kernel

***xxx%% P| ease define the System Consol e. *****x*

Type a 1 and press Enter to use this termnal as the
system consol e.

Pour definir ce terminal comme consol e systene, appuyez
sur 1 puis sur Entree.

Taste 1 und anschliessend di e Ei ngabetaste druecken, um
di ese Datenstation als Systenkonsol e zu verwenden.

Prenere il tasto 1 ed Invio per usare questo terminal
cone consol e.

Escriba 1 y pulse Intro para utilizar esta term nal conp
consol a del sistema.

Escriviu 1 1 i preneu Intro per utilitzar aquest
terminal coma consola del sistena.

Digite um1l e pressione Enter para utilizar este termnal

conp consol e do sistema.
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Select Language to use during install

>>> 1 Type 1 and press Enter to have English during install.
2 Entreu 2 i preneu Intro per veure la instal *laci = en catal
3 Entrez 3 pour effectuer |'installation en fran=ais.
4 F=r Installation in deutscher Sprache 4 eingeben
und di e Ei ngabetaste dr =cken.
5 Inmettere 5 e prenmere Invio per |'installazione in Italiano.
6 Digite 6 e pressione Enter para usar Portugu®s na instala® ®o.

7 Escriba 7 y pulse Intro para la instalaci =n en espa=ol.

88 Help ?

>>> Choice [1]:
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Start the install

Wl come to Base Qperating System

Installation and Maintenance

Type the nunber of your choice and press Enter. Choice is indicated by >>>.

>>> 1 Start Install Now with Default Settings

2 Change/ Show Installation Settings and Install

3 Start Maintenance Mdde for System Recovery

4 Configure Network Disks (iSCSl)

88 Help ?
99 Previous Menu

>>> Choice [1]:
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Review the install parameters verify Disk for RootVG

System Backup Installation Summary

Di sks:  hdi skO

Use Physical Location Maps: No
Shrink File Systens: No

I mport User Volume Groups: No
Recover Devices: No

>>> 1 Continue with Install

o e e e e e e e e e e e e e e e emmmmmmmmmmm e m -
88 Help ? | WARNI NG Base Operating SystemlInstallation will
99 Previous Menu | destroy or inpair recovery of ALL data on the
| destination di sk hdi skO.
>>> Choice [1]:
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Install Continues

Installing Base Qperating System

Pl ease wait...

Appr oxi mat e El apsed tinme
% t asks conpl ete (in mnutes)

4 0 Forming the jfs |og.

After installation is complete:
eLoad maintenance (fixpack) media
*Run command -> updateios
*Configure TCP/IP
*Run command - cfgassist
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Tip

$ | sdev -type disk
name status description
hdi sk0 Avai | abl e SAS RAID 10 Disk Array
. . . . hdi sk1 Avai |l abl e SAS RAID 10 Disk Array
This example is adding internal
H $ I sdev -virtual
disk Storage name status description
i vasi 0 Avai |l abl e Virtual Asynchronous Services Interface (VASI)
= PutVIOS Commands into a vbsd0 Avai | abl e Virtual Block Storage Device (VBSD)
notepad file and use cut and vhost 0 Available Virtual SCSI Server Adapter
. vhost 1 Avai | abl e Virtual SCSI Server Adapter
paste with putty to enter vsa0 Available LPAR Virtual Serial Adapter
multiple commands in a
i i $ cf gdev
Slngle click $ Isdev -virtual
u —i i 1 name status description
Isdev l!St dISk deVIC?S vasi 0 Avai l able  Virtual Asynchronous Services Interface (VASI)
= |sdev — list virtual devices vbsd0 Available Virtual Block Storage Device (VBSD)
vhost 0 Avai |l abl e Virtual SCSI Server Adapter
" cfgdev — scan for new vhost 1 Available Virtual SCSI Server Adapter
: : vhost 2 Avai |l abl e Virtual SCSI Server Adapter
devices added with DLPAR vhost 3 Avail able  Virtual SCSI Server Adapter
= |sdev — look for new devices vsa0 Avail able  LPAR Virtual Serial Adapter
— vhostl, vhost2, vhost3 B mkvg -f -vo 15 hdsetl hdiskl
i se
L] mkvg — make a volume gsie- 1254 nkvg: Changing the PVID in the ODM
group to split into virtual disk nklv -1v vdom 301 i5_hdset1 35G
: nklv -1v vdom 302 i5_hdset1 35G
= mklv — make the logical nklv -1v vdom 303 i5_hdset1 35G
i H nklv -1v vdom 304 i5_hdsetl 35G
volumes (V|rtual dISkS) nklv -1v vdom 305 i5_hdsetl 35G
= mkvdev — attach |0gica| nklv -1v vdom 306 i5_hdset1 35G
volumes to the vSCSI nkvdev -vdev vdom 301 -vadapter vhost3 -dev vvdom 301
. nkvdev -vdev vdom 302 -vadapter vhost3 -dev vvdom 302
adapter for the client nkvdev -vdev vdom 303 -vadapter vhost3 -dev vvdom 303
nkvdev -vdev vdom 304 -vadapter vhost3 -dev vvdom 304
nkvdev -vdev vdom 305 -vadapter vhost3 -dev vvdom 305
nkvdev -vdev vdom 306 -vadapter vhost3 -dev vvdom 306
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HMC GUI management of Storage with VIOS

@) ATSi6HMC2: Virtual Storage Management - Mozilla Firefox: IBM ... = |0/
https: /fatsishmc2.rchland. ibm.com/hme fcontent?taskld =26 &refresh =44 f:f |
Tasks: ATSi7_750
R Virtual Storage Management - ATSi7_750
Properties
Operations Use virtual storage management tasks to manage virtual storage for your
P virtual 1/0 Server (VIOS) partitions. Select a VIOS partition then select the
= Configuration type of virtual storage that you want to manage.
= Create Logical Partition VIOS: RATSVIOS| j
ADCor Linux l
VIO Server i
IBM i (@) ATSI6HMC2: Virtual Storage Management - Mozilla Firefox: IB... |- |[O](]
System Plans

htpss/atsiBhme2.rchland. bm. com hmjcontentitaskd —266cefresh—45 7|
Partition Availability Priority

View Workload Management Groups — Virtual Storage Management - ATSi7_750

Manage Custom Groups Use virtual storage management tasks to manage virtual storage for
e your Virtual 1/0 Server (VIOS) partitions. Select a VIOS partition then
Manage Partition Data select the type of virtual storage that you want to manage.
Manage System Profiles

: VIOS: [gatsvios | Cauery vios |
& Virtual Resources

Shared Processor Pool Managem
Shared Memory Pool Managem

Virtual Storage Management Virtual Storage Physical Optical Virtual Fibre
. Virtual Network Management Disks Pools Wolumes Devices Channel

Storage Details

Virtual disks are logical entities on the VIOS partition that provide
storage for client partitions. To perform management tasks for
existing virtual disks, select a virtual disk then select the task to
perform. You also can create a new virtual disk.

W Fle --- Select Action —-- v

Select Name ~ Storage Pool ~ Assigned Partition ~ Size ~

Create virtual disk... | | Modify assignment...

Done

a
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HMC management of Volume Groups with VIOS

Use virtual storage management tasks to manage virtual storage for your
Wirtual 1/ Server (VIOS) partiions. Select a VIOS partition then select the
type of virty wwage that you want to manage.

RATSVIOS :JMI

VIOs:

Sturage Details

Create Storage Pool - ATSIZ_750
A niw storage pool can wsi either a e or a collection of physical disks to store
data.. To create a storage pool, enter a name and select the type of storage
wodl to create. File-based storage pools use files stored on a parent storage
pool whereas volume group-based storage pools use physacal disks.

storage pool name: [datavg |
Storage POl tPE: [yniime Group-Based | 7
Volume group-based

\'w create 3 volume group-based storage pool by using unagsigned physical
elect one or mere physical volumes te assign to the storage poel

Dene.

Thak you aré 63BN,
Wirtual sical Optical Virtual Fibre
Duke | Foo®® | Volimes | Divices | Channel ‘select Physical Volume Size  Phsical Location Code I
[ hdisk1 133128 T9-LFFO100-LO
A starage pool is sither 3 collaction of physical velumas of varying size
and type or a file on disk that can be used to allocate space for one or P
more virtual disks. To perform management tasks for an existing storage Lok || cancel || neip |
pool, select the storage pool, then select the task to perform. You alss
can create a naw storage pool.
) Oore Virtual age Management - Al
.. 0 L@ wirtual storas agement tasks to manage virtual storage for your
| £ &) | [ select action — [v] Viraal 10 Serar (VIOE) partioans. Solect 3 VIDS paroben then seiect the
- —= g — — type of vatusl storage that you wank to manags.
— = VIOS! [parsvios =) uery vios |
O rectvg 130 GB 107 GB Volume Group-Based
| Crests storage poal... | Storage Details
— o EE == ==
Close Helg

& storage pool i either a collection of physical volumes of varyng size
and type of 3 file on disk that can be used to allacate space for one or
e wrtisal disks. To perfarm management tasks far an exsting storage
paol, select the intﬂNLmk‘ﬂ select the task to perform. You also
€an ereate 3 new storage poel,

Pools tab

Volume groups are managed using the Storage
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F| £ | | selec action — [x]
|Salect Name -~ Totsl Slze ~ Avallable Skze ~ Type £l
O data_vp 129.88GE  129.85G8 Volume Group-8ased
O roctvg 130 GB 107 GO Vol Group-iaded
]
[ ciuse || ne |
[ ]
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HMC management o

g virtual storage manugomul la"ks to mawe wirtual ﬁum for
wour Virtual 1/0 Server (VIOS! VIOS partition then
sebect the type of virtual storage that yw wm \u manage.

VIOS: parsvios | _puery vics |

Storage Details

storage for dient nauu-on& o perform management Lasks for
existing virtual disks, selact a

sal disk then salect the ta
perform. You also can create a new wrtual disk.
BRG] Select ower= v

g - Storage pool name: -
ual Storage rsical Optical Virtual Fibre
ox o [y e [hrpt et . :ldata,vg (94.75 GB free, 129.88 GB total
irtual disk size: -
Vet s o actios o h ioS partion ot o] 35 E—

f Logical Volumes with VIOS

Create Virtual Disk - ATSi7_750

To create a virtual disk, enter a name and a size for the new disk, and
select a storage pool from which to create the new disk. You also can assign
the new disk to a logical partition. This task can take several minutes to
complete if you are creating a virtual disk in a file-based storage pool.

Virtual disk name: *libmior

Assigned partition: j

Virtual Storage Management - ATSi7_750

@ virtual st management tasks to manage virtual storage for
mur Virtual 1D Server (VIOS) partisons. Selact 8 VIOS parbhon then
select the type of virtual storage that you want to manage.

VIOS: parevios | Cquenyios ]

Storage Details

MR -

Logical Volumes are managed using the Virtual
Disk tab

https:/atsi6hme2.rehland. bm. com/hmefwdT76 11

You can assign the listed virtual disk to a different logical partition. You also
can remove their current partition assignment by selecting None for the New

Virtual desks are logical enbibes on the VIOS partibion that provde
storage for dient partitions. To perform management tasks far

wirtual disks, select a virtual dsk then select the task to
perform. You also can create 3 new vimual disk.

Ea & P Select Action - w]
Select Mome ~ Storage Pool ~ Assigned Partition ~ Size  ~
@ bmiol  data_wd None 35.12 68|
| Create virtual dist:.. |

Partition value. If 3 virtual disk is currently assigned to a logical partition,
the current partition state must be in the 'Not Activated' state before you

can specify a new partition assignment for the virtual disk.

New partition assignment: ibmi_test(3)

| Name  Current Assigned Partition Current Partition State
ibmi01 None

[iiose | [Help |

Done 8]
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HMC management of Logical Volumes with VIOS

oragqe Managenent

Use wirtual storage management Easks to manage wirtual storage for
wour virtual O Server (VIOS) partitions. Select a VIOS partition then
select the type of virtual storage that you want to manage.

I query vios |

VIOS: [pasvios

Storage Detalls

Ivimulﬂn

[Pl | el

wirtual disks are logical entities on the VIOS partition that provide
storage for dlient partitions. To perform management tasks for
existing vartual disks, select a virtual disk then select the task to
peerform. You also con create o new kool desk,

P #] |- select action - [v] |
select Mame ~ Storage Pool ~ Assigned Partition ~ Size  ~|
QO ibmi0l  data_vg i _best{3} 35.12 GB
|_Create virtual disk... || Madify assi ]
| close || Heip |
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HMC management of Media Repository with VIOS

manageert
partbons. Select 3 VIOS
VIOE: B =y i |

Starmpe Dutails

| Virtus Coska | Sioewga Pocly | Fyecal heses | il Devsces | Vitsal Fibre Crannel

Py al Dptical Dewizen
Yeus Ca a530n phrycal opteal devoes on the Tystem deectly 10 3 g SHTOON. Select the
3 hat vou

el

| pe—— :
Select Mame © Ducription~ Assiged Parttion - Piysical {scation Lk

O o SATA DVD-RAM Drive None UTBC0.001 DRI 4-F2-C-07
&

ot 3 3 18 vt b
storage el
e of ieeary o debete
Mecka Libwary s 5.9 OB (9.4 G0 ee) | Extand Lbwwry | | Dnin Ubsary |
Fir: Sedect Aetion - =
‘Select Mams = Assigned Partion ~ Meawt Type - Sire -
O meirios sone RaadOndy 83700
L | i)
— b
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Upesrtus marage manoue ks Lo mioe veust Haraon or veus Wossl O Sarrer (1105

artiions. Salect 3 VIOS pars
=|_guery vica |

VIDS:

Snrage Details

Virtual Disha I 1

Phryuacal Dptical Davices

ootkal devoes o
DETYNCH OPUCE GevicR, VN Belect the L3k Shat YOU want to periom.

Maka Libeary s 9.06 GB (934 GB free) | Fatan Uibrary | | Dalete Uiary

storage. that you wank
©an alea wxtend the size of the meds lrary or delete an axistng meda kbrary,

Modify Virtual Media Partition Assignment - ATS 780

Select one or more logical partitions to wihich to as-;ngn lhe speciled media
multiple partitions

file. You can assign meda fles to

if the access mode
15 read-only. Yw £an remove a partition I”weﬂtfﬂ' fie by
deselecting the partition.

media

Access Mode &ead-om ﬂ

Select LPAR Name Current Medla LPAR State
T DIONE(&)} Nena Not Activated
M YMIR(3) _Nene _Running |
T janus(s) None Not Activated
™ loge(s) None Nt Activated
" mimas(? - Slot 3) Nene Mot Activated
T mimas(7 - Slot 5) Nene ot Activated

Applying the new partition assgnments will modity the mapping for
ONE OF MOre runmng partibons. It is re«omm that you shut down
the runming chent partiteons first before continung.

[¥] Farca raassignmant an running partitions.

[ow ][ cancel | nela |

Done 8.
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HMC management of NPIV Virtual Fibre Channel
with VIOS

@ ATSIGHICT: Virtusl Storage Management - Mazilla Firefox CEE|

(7 o ittt revianc o com 5454 —|
Virtuol Sto ement - ATS_780

Use wtual st gement tasks to manage wiual storage for your Virtual I/O Server (VIOS) partitions. Select 3 VIOS partition then select the type of vtual
orage & N t0 manage

ISS: L ~| quenywacs |

sz tior (NPIV) providi the abity to bk thase ports to chent kogeesl paritons 45 that th patitiont
network (SA4). Select a port then dick Modéy partition connections.
Far. Select Acion - [
Select Hame ~ Description ~ Physicsl Location Code  ~ C ~ Awvailable
B ks B0b PCI Express Dual Port FC Adapter (df1000f114108400) UTSC0.00100J4IT4-F2-C2-T1 1 &3
O kst 8Gh PCI Express Dual Port FC Adapter (df1000F114108203) UT800.001.0814374-P2-C2.T2 0 &4
s | e @ ATSIGHMC2: Virtual Storage Management - Mazilla Firefox o&E
S (T oottt b comtcier i
Maodify Virtual Fibre Channel Partition Assignment - ATS_780

4 selected row in the table indicates that the physical port is assigned to the logical
partition. Select addticnal partitions te assign to the port or deselect partitions that are
currantly assigned to the port.

Avalable connections:

Select Partition Name Partition State World Wide Port Names Current A‘b':qlml
N Rumning S Covaden00r %0
¥ loge Not Activated  Ch30760215820008 fes0
¥ mimas Mot activated  Co3076021582001a feso

i One of more of the connections are currently assigned to a running partition. While
=, some connections can be modified safely whde a partition is running, it is generally
safer te modify connections when a partition is shutdown. If you would like to
proceed anyway, select the chedkbox below, and select OK.
Force connecd tion removal il from runnan; g partibions.
[0 || cancel || Hela |

Done.
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Virtual SCSI Server Configuration

»Add Physical devicesto VIO Server
»Create avolume group on oneor more diskswith mkvg

»Likecreating an ASP

mkvg [-f] [-vg Vol umeG oup] Physi cal Vol une

nkvg —f —vg rootvg clients hdisk2 rootvg clients
»Createlogical volumeson the volume group

»Like CRTNWSSTG

nklv [-mirror] [-1v NewLogical Volunme | -prefix Prefix ]
Vol umeG oup Size [Physical Vol une ...]

nklv —Iv rootvg dbsrv rootvg clients 2G rootvg _dbsrv

»Definetheclient virtual SCSI adapter on the HMC
»In VIO Client partition profile select Virtual I/0O tab
» Choose SCSI radio button and press create button
»Enter slot number to match allowed partition slot
»Choosethe Client radio button
»Assign remote slot number to match defined slot
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Virtual SCSI Server Configuration (continued)

»Definethevirtual SCSI server adapter on the HMC
»>In VIO Server partition profile select Virtual 1/0 tab
»Choose SCSI radio button and press create button
»Assign a slot number of 2 or higher (used for ID)
»Choose the Server radio button
» Select only selected partition
»Run VIOS command cfgdev to scan for new device
»Run |sdev —virtual to check new virtual SCSI Adapter
»Like WRKHDWRSC *cmn
| sdev —virtua
name status description
vhost O Avai | abl e Virtual SCSI Server Adapter

»Createavirtual target deviceon VIO Server

»Like ADDNWSSTGL
nmkvdev —vdev Target Devi ce —vadapter
Vi rtual SCSI Server Adapter [-dev Devi ceNane
nkvdev —vdev rootvg dbsrv —vadapter vhostO —dev vdbsrv
vdbsrv Avail abl e
(Use —vdev hdi skx to assign entire hdiskx)

© 2011 IBM Corporation
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Virtual SCSI Server Configuration (continued)
»Uselsdev and Ismap to look at new device

$ | sdev —virtual

name status description

vhost 0 Avail able  Virtual SCSI Server Adapter

vdbsrv Avai |l abl e Virtual Target Device — Logical Volu
$ | smap —vadapter vhostO

SVSA Physl oc Cient Partition
vhost 0 U9111. 520. 10DDEEC- V1- C20 0x00000000
VTD vdbsrv

LUN 0x81000000000

Backi ng device rootvg dbsrv

Physl oc

»Activate client LPAR —disk will show up in the hardware

Power is performance redefined ©2011 IBM
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IBM Power Systems
$nkvdev —sea ent0 —vadapter ent2 —default ent2 —defaultid 1
$nkvdev —-sea entl —vadapter ent3 ent4 —default ent3 —defaultid 2

VID 100 PVID 1 - WID 100, FVID 1
Ent0 "t ™ Entd (Virual)
(Physical)
VD 200, PVID 2
Ent3 (Virtual) :
WID 200,300 PVID 2 / VI 300, PVID =
Ent! — Entd (Virtual) :
(Physical)

Figure 4-4 Example of an I/O server partition bridge

© 2011 IBM Corporation
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Shared Ethernet Adapter Server Configuration

»Add Physical devicesto VIO Server
»Add Virtual Ethernet adapter to Server from HMC

>Must SpECIfy ‘Trunk adapter’ (see next page)
»>Verify that the Virtual Ethernet Trunk adapter isavailable

$ | sdev -virtual
name st at us
ent 2 avai |l abl e Vi rtual

descri ption
I/ O Et hernet Adapter

> Select the physical adapter
$ | sdev —type adapter
name status
ent 0 avai l abl e 2-Port 10/100/ 1000 Base-TX PCl - X Ada

»Create new ent3 device as Shared Ethernet Adapter
$ nkvdev —sea ent0 —vadapter ent2 —default ent2 —defaultid 1
ent 3 Avail abl e

© 2011 IBM Corporation

Power is performance redefined

84




IBM Power Systems

SEA Server Configuration (continued

»Confirm that newly created SEA isavailable
$ | sdev -virtual
nane st at us descri ption
ent 3 avai |l abl e Shared Et hernet Adapter

»SEA will form a bridge between inter-partion VLAN and
external network

» Setup hostname and | P addressfor SEA

$ nktcpi p —host nane Host nane —i netaddr Address
-interface Interface [-start] [-netnmask Subnet mask]
[ -cabl etype Cabl eType] [-gateway Gateway]
[ -nsrvaddr NanmeServer [—nsrvdonai n Donai n]

$ nktcpip —hostnane iosrvl —inetaddr 9.3.5.150 —interface en5

»Add Virtual Adapter to LPARswith HMC
»Match VLAN IDsor PVID (Port Virtual ID)
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VIO Server Command Line Interface

= Install Commands
—_— updateios, Issw, ioslevel, remote_manamement,
oem_setup_env, oem_platform_level
= LAN Commands
—_— cfgassist
ping, mktcpip, hostname, traceroute, cfginagg,
netstatus, entstatus, cfgnamesrv, optimizene, Isnetsvc
= Device Commands
mkdev, rmdeyv, Isdev, chdev, cfgdev, Ismap
mkpath, chpath, Ispath, mpath
Physical Volume Commands
Ispv, migratepv
Logical Volume Commands
Islv, mklv, extendlv, rmlv
Volume Group Commands
Isvg, mkvg, chvg, extendvg, reducevg, mirrorios, unmirrorios
activeatevg, deactivatevg, importvg, exportvg, syncvg

savevgstruct, restorevgstruct, backupios
ge Power is performance redefined
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VIO Server Command Line Interface (Continued)

= Security Commands
Isgcl, cleargcl, Isfailedlogin

= UserID Commands
mkuser, mkceuser, Isuser, chuser, rmuser, passwd

= Maintenace Command
diagmenu, shutdown, checkfs
starttrace, stopstrace, catracerpt,
bootlist, snap, startsysdump
topas
mount, unmount, showmount
starttelnetd, stoptelnetd
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Special notices

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in
other countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM
offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions
on the capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give
you any license to these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY
10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives
only.

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or
guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the
results that may be achieved. Actual environmental costs and performance characteristics will vary depending on individual client configurations
and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions
worldwide to qualified commercial and government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment
type and options, and may vary by country. Other restrictions may apply. Rates and offerings are subject to change, extension or withdrawal
without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly and are
dependent on many factors including system hardware configuration and software design and configuration. Some measurements quoted in this
document may have been made on development-level systems. There is no guarantee these measurements will be the same on generally-
available systems. Some measurements quoted in this document may have been estimated through extrapolation. Users of this document
should verify the applicable data for their specific environment.

Revised September 26, 2006
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Special notices (cont.)

IBM, the IBM logo, ibm.com AlX, AIX (logo), AIX 6 (logo), AS/400, Active Memory, BladeCenter, Blue Gene, CacheFlow, ClusterProven, DB2, ESCON, i5/0S, i5/0S
(logo), IBM Business Partner (logo), IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld, PowerPC, pSeries,
Rational, RISC System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, AlX 5L, Chiphopper, Chipkill,
Cloudscape, DB2 Universal Database, DS4000, DS6000, DS8000, EnergyScale, Enterprise Workload Manager, General Purpose File System, , GPFS, HACMP,
HACMP/6000, HASM, IBM Systems Director Active Energy Manager, iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power
Architecture, Power Everywhere, Power Family, POWER Hypervisor, Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software (logo),
POWER2, POWER3, POWER4, POWER4+, POWERS5, POWER5+, POWER6, POWER7, pureScale, System i, System p, System p5, System Storage, System z, Tivoli
Enterprise, TME 10, TurboCore, Workload Partitions Manager and X-Architecture are trademarks or registered trademarks of International Business Machines Corporation
in the United States, other countries, or both. If these and other IBM trademarked terms are marked on their first occurrence in this information with a trademark symbol (®
or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at the time this information was published. Such trademarks may also be
registered or common law trademarks in other countries. A current list of IBM trademarks is available on the Web at "Copyright and trademark information” at
www.ibm.com/legal/copytrade.shtml

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
UNIX is a registered trademark of The Open Group in the United States, other countries or both.

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

Intel, Itanium, Pentium are registered trademarks and Xeon is a trademark of Intel Corporation or its subsidiaries in the United States, other countries or both.
AMD Opteron is a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.

TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are
trademarks of the Standard Performance Evaluation Corp (SPEC).

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

AltiVec is a trademark of Freescale Semiconductor, Inc.

Cell Broadband Engine is a trademark of Sony Computer Entertainment Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association.

Other company, product and service names may be trademarks or service marks of others.

Revised February 9, 2010
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Notes on benchmarks and values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should
consult other sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing. For
additional information about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark
consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at http://www.ibm.com/systems/p/hardware/system_perf.html .

All performance measurements were made with AIX or AIX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, AIX
Version 4.3, AIX 5L or AIX 6 were used. All other systems used previous versions of AIX. The SPEC CPU2006, SPEC2000, LINPACK, and Technical Computing
benchmarks were compiled using IBM's high performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the latest versions of
these compilers were used: XL C Enterprise Edition V7.0 for AIX, XL C/C++ Enterprise Edition V7.0 for AIX, XL FORTRAN Enterprise Edition V9.1 for AIX, XL C/C++
Advanced Edition V7.0 for Linux, and XL FORTRAN Advanced Edition V9.1 for Linux. The SPEC CPU95 (retired in 2000) tests used preprocessors, KAP 3.2 for FORTRAN
and KAP/C 1.4.2 from Kuck & Associates and VAST-2 v4.01X8 from Pacific-Sierra Research. The preprocessors were purchased separately from these vendors. Other
software packages like IBM ESSL for AIX, MASS for AIX and Kazushige Goto's BLAS Library for Linux were also used in some benchmarks.

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

TPC http://www.tpc.org_

SPEC http://www.spec.org

LINPACK http://www.netlib.org/benchmark/performance.pdf
Pro/E http://www.proe.com

GPC http://www.spec.org/gpc._

VolanoMark http://www.volano.com_

STREAM http://www.cs.virginia.edu/stream/

SAP http://www.sap.com/benchmark/

Oracle Applications http://www.oracle.com/apps_benchmark/

PeopleSoft - To get information on PeopleSoft benchmarks, contact PeopleSoft directly
Siebel http://www.siebel.com/crm/performance_benchmark/index.shtm
Baan http://www.ssaglobal.com

Fluent http://www.fluent.com/software/fluent/index.htm

TOP500 Supercomputers http://www.top500.org/

Ideas International http://www.ideasinternational.com/benchmark/bench.html
Storage Performance Council  http://www.storageperformance.org/results

Revised March 12, 2009
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Notes on HPC benchmarks and values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should
consult other sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing. For
additional information about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark
consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at http://www.ibm.com/systems/p/hardware/system_perf.html .

All performance measurements were made with AIX or AIX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, AIX
Version 4.3 or AIX 5L were used. All other systems used previous versions of AIX. The SPEC CPU2000, LINPACK, and Technical Computing benchmarks were compiled
using IBM's high performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the latest versions of these compilers were used: XL
C Enterprise Edition V7.0 for AIX, XL C/C++ Enterprise Edition V7.0 for AIX, XL FORTRAN Enterprise Edition V9.1 for AIX, XL C/C++ Advanced Edition V7.0 for Linux, and
XL FORTRAN Advanced Edition V9.1 for Linux. The SPEC CPU95 (retired in 2000) tests used preprocessors, KAP 3.2 for FORTRAN and KAP/C 1.4.2 from Kuck &
Associates and VAST-2 v4.01X8 from Pacific-Sierra Research. The preprocessors were purchased separately from these vendors. Other software packages like IBM ESSL
for AIX, MASS for AIX and Kazushige Goto's BLAS Library for Linux were also used in some benchmarks.

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

SPEC http:// spec.org

LINPACK http:/ netlib.org/benchmark/performance.pdf
Pro/E http:// proe.com_

GPC http:/ spec.org/gpc

STREAM http:/, cs.virginia.edu/stream/

Fluent http://w fluent.com/software/fluent/index.htm
TOP500 Supercomputers http://www.top500.0rg/

AMBER http://amber.scripps.edu/

FLUENT http://www.fluent.com/software/fluent/flsbench/index.htm
GAMESS msg.chem.iastate.edu/gamess

GAUSSIAN gaussian.com
ANSYS ansys.com/services/hardware-support-db.htm
Click on the "Benchmarks" icon on the left hand side frame to expand. Click on "Benchmark Results in a Table" icon for benchmark results.
ABAQUS http://www.simulia.com/support/v68/v68_performance.php
ECLIPSE sis.slb.com/content/software/simulation/index.asp?seg=geoquest&
MM5 v.mmm.ucar.edu/mm5/
MSC.NASTRAN w.mscsoftware.com/support/prod%5Fsupport/nastran/performance/v04_sngl.cfm
STAR-CD cd-adapco.com/products/STAR-CD/performance/320/index/html
NAMD http://www.ks.uiuc.edu/Research/namd
HMMER http://hmmer.janelia.org/

http:/powerdev.osuosl.org/project/hmmerAltivecGen2mod Revised March 12, 2009
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Notes on performance estimates

rPerf for AIX

rPerf (Relative Performance) is an estimate of commercial processing performance relative to other IBM UNIX
systems. It is derived from an IBM analytical model which uses characteristics from IBM internal workloads, TPC
and SPEC benchmarks. The rPerf model is not intended to represent any specific public benchmark results and
should not be reasonably used in that way. The model simulates some of the system operations such as CPU,
cache and memory. However, the model does not simulate disk or network I/O operations.

= rPerf estimates are calculated based on systems with the latest levels of AIX and other pertinent software at the
time of system announcement. Actual performance will vary based on application and configuration specifics. The
IBM eServer pSeries 640 is the baseline reference system and has a value of 1.0. Although rPerf may be used to
approximate relative IBM UNIX commercial processing performance, actual system performance may vary and is
dependent upon many factors including system hardware configuration and software design and configuration.
Note that the rPerf methodology used for the POWERG6 systems is identical to that used for the POWERS5 systems.
Variations in incremental system performance may be observed in commercial workloads due to changes in the
underlying system architecture.

All performance estimates are provided "AS IS" and no warranties or guarantees are expressed or implied by IBM.
Buyers should consult other sources of information, including system benchmarks, and application sizing guides to
evaluate the performance of a system they are considering buying. For additional information about rPerf, contact
your local IBM office or IBM authorized reseller.

CPW for IBM i

Commercial Processing Workload (CPW) is a relative measure of performance of processors running the IBM i
operating system. Performance in customer environments may vary. The value is based on maximum
configurations. More performance information is available in the Performance Capabilities Reference at:
www.ibm.com/systems/i/solutions/perfmgmt/resource.html

Revised April 2, 2007
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