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Notes to Presenter

REQUIRED CHARTS

The presenter must display the Special Notices chart, the Notes on  
Benchmarks and Values charts (if the referenced values are given), and 
the Notes on Performance Estimates chart (if the referenced 
performance estimates are given) during the course of the presentation. 
Any printed copies of this presentation that are distributed must include 
legible copies of these charts. If printed copies are not distributed, the  
attendees must be offered the option to receive legible printed copies of 
these charts.
TRADEMARKS

Please review the Special Notices page prior to updating this 
presentation to ensure all trademarks used are given proper attribution.
SPEAKER NOTES

This presentation may contain speaker notes available imbedded or as a 
separate file.  Please ensure these are utilized if available.

Revised January 9, 2003
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To properly view this presentation, you will need to install the
IBM ~ True Type Font - IBMeserver.  If it is not properly 
installed, you will see IBM ^ or ~ instead of IBM ~.

The font can be downloaded by IBMers from:

http://w3.ibm.com/sales/systems/portal/_s.155/254?navID=f220s220t260&geoID=
All&prodID=pSeries&docID=eserverfont

or by IBM Business Partners from:

http://www.ibm.com/partnerworld/sales/systems;  document: eserverfontbp

Notes to Presenter (Cont.)

Revised May 6, 2004
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This document was developed for IBM offerings in the United States as of the date of publication.  IBM may not make these offerings available in other 
countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM offerings available in 
your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources.  Questions on the 
capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document.  The furnishing of this document does not give you any license 
to these patents.  Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 10504-1785 USA. 

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only. 

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or guarantees either 
expressed or implied.

All examples cited or described in this document are presented as illustrations of  the manner in which some IBM products can be used and the results that may 
be achieved.  Actual environmental costs and performance characteristics will vary depending on individual client configurations and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions worldwide to 
qualified commercial and government clients.  Rates are based on a client's credit rating, financing terms, offering type, equipment type and options, and may 
vary by country.  Other restrictions may apply.  Rates and offerings are subject to change, extension or withdrawal without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Many of the pSeries features described in this document are operating system dependent and may not be available on Linux.  For more information, please 
check: http://www.ibm.com/servers/eserver/pseries/linux/whitepapers/linux_pseries.html.

Any performance data contained in this document was determined in a controlled environment.  Actual results may vary significantly and are dependent on 
many factors including system hardware configuration and software design and configuration.  Some measurements quoted in this document may have been 
made on development-level systems.  There is no guarantee these measurements will be the same on generally-available systems.  Some measurements quoted 
in this document may have been estimated through extrapolation. Users of this document should verify the applicable data for their specific environment.  

Special Notices

Revised February 6, 2004
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The following terms are registered trademarks of International Business Machines Corporation in the United States and/or other countries: AIX, AIX/L, AIX/L(logo), 
alphaWorks, AS/400, Blue Gene, Blue Lightning, C Set++, CICS, CICS/6000, CT/2, DataHub, DataJoiner, DB2, DEEP BLUE, developerWorks, DFDSM, 
DirectTalk, DYNIX, DYNIX/ptx, e business(logo), e(logo)business, e(logo)server, Enterprise Storage Server, ESCON, FlashCopy, GDDM, IBM, IBM(logo), 
ibm.com, IBM TotalStorage Proven, IntelliStation, IQ-Link,  LANStreamer, LoadLeveler, Lotus, Lotus Notes, Lotusphere, Magstar, MediaStreamer, Micro Channel, 
MQSeries, Net.Data, Netfinity, NetView, Network Station, Notes, NUMA-Q, Operating System/2, Operating System/400, OS/2, OS/390, OS/400, Parallel Sysplex, 
PartnerLink, PartnerWorld, POWERparallel, PowerPC, PowerPC(logo), Predictive Failure Analysis, pSeries, PTX, ptx/ADMIN, RISC System/6000, RS/6000, 
S/390, Scalable POWERparallel Systems, SecureWay, Sequent, ServerProven, SP1, SP2, SpaceBall, System/390, The Engines of e-business, THINK, ThinkPad, 
Tivoli, Tivoli(logo), Tivoli Management Environment, Tivoli Ready(logo), TME, TotalStorage, TURBOWAYS, VisualAge, WebSphere, xSeries, z/OS, zSeries.  

The following terms are trademarks of International Business Machines Corporation in the United States and/or other countries: AIX/L(logo), AIX 5L, AIX PVMe, 
AS/400e, BladeCenter, Chipkill,  Cloudscape, DB2 OLAP Server, DB2 Universal Database, DFDSM, DFSORT, Domino, e-business(logo), e-business on demand, 
eServer, GigaProcessor, HACMP, HACMP/6000, i5/OS, IBMLink, IBM Virtualization Engine, IMS, Intelligent Miner, iSeries, NUMACenter, POWER, POWER 
Hypervisor, Power Architecture, Power Everywhere, POWER Hypervisor, PowerPC Architecture, PowerPC 603, PowerPC 603e, PowerPC 604,  PowerPC 750,
POWER2, POWER2 Architecture, POWER3, POWER4, POWER4+, POWER5, POWER5+, POWER6, Redbooks, Sequent (logo), SequentLINK, Server 
Advantage, ServeRAID, Service Director, SmoothStart, SP, S/390 Parallel Enterprise Server, ThinkVision, Tivoli Enterprise, TME 10, TotalStorage Proven, 
Ultramedia, VideoCharger, Visualization Data Explorer, X-Architecture, z/Architecture.  

A full list of U.S. trademarks owned by IBM may be found at: http://www.ibm.com/legal/copytrade.shtml. 

UNIX is a registered trademark in the United States and other countries licensed exclusively through The Open Group. 

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows, Windows NT and the Windows logo are registered trademarks of Microsoft Corporation in the United States and/or other countries.

Intel, Itanium and Pentium are registered trademarks and Intel Xeon and MMX are trademarks of Intel Corporation in the United States and/or other countries

AMD Opteron ia a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States and/or other countries.  

Other company, product and service names may be trademarks or service marks of others.

Special Notices (Cont.)

Revised June 10, 2004
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The benchmarks and values shown herein were derived using particular, well configured, development-level computer systems.  Unless otherwise indicated for a 
system, the values were derived using external cache, if external cache is supported on the system.  Buyers should consult other sources of information to evaluate 
the performance of systems they are considering buying and should consider conducting application oriented testing.  For additional information about the 
benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the following on the Web:

TPC http://www.tpc.org Linpack http://www.netlib.no/netlib/benchmark/performance.ps
Pro/E http://www.proe.com SPEC http://www.spec.org
GPC http://www.spec.org/gpc NotesBench Mail  http://www.notesbench.org 
VolanoMark http://www.volano.com STREAM http://www.cs.virginia.edu/stream/

Unless otherwise indicated for a system, the performance benchmarks were conducted using AIX V4.3 or AIX 5L.  IBM C Set++ for AIX and IBM XL 
FORTRAN for AIX with optimization were the compilers used in the benchmark tests.  The preprocessors used in some benchmark tests include KAP 3.2 for 
FORTRAN and KAP/C 1.4.2 from Kuck & Associates and VAST-2 v4.01X8 from Pacific-Sierra Research.  The preprocessors were purchased separately from 
these vendors.  Other software packages like IBM ESSL for AIX and MASS for AIX were also used in some benchmarks.

The following SPEC and Linpack benchmarks reflect microprocessor, memory architecture, and compiler performance of the tested system (XX is either 95 or 
2000):

–SPECintXX - SPEC component-level benchmark that measures integer performance.  Result is the geometric mean of eight tests comprising the CINTXX 
benchmark suite.  All of these are written in the C language.  SPECint_baseXX is the result of the same tests as CINTXX with a maximum of four compiler 
flags that must  be  used in all eight tests.

–SPECint_rateXX - Geometric average of the eight SPEC rates from the SPEC integer tests (CINTXX).  SPECint_base_rateXX is the result of the same tests 
as CINTXX with a maximum of four compiler flags that must be used in all eight tests.

–SPECfpXX - SPEC component-level benchmark that measures floating-point performance.  Result is the geometric mean of ten tests, all written  in 
FORTRAN, included in the CFPXX  benchmark suite.  SPECfp_baseXX is the result of the same tests as CFPXX with a maximum of four compiler flags 
that must be used in all ten tests.

–SPECfp_rateXX - Geometric average of the ten SPEC rates from SPEC floating-point tests (CFPXX).  SPECfp_base_rateXX is the result of the same tests as 
CFPXX with a maximum of four compiler flags that must be used in all ten tests.

–SPECweb96 - Maximum number of Hypertext Transfer Protocol (HTTP) operations per second achieved on the SPECweb96 benchmark without significant 
degradation of response time.  The Web server software is ZEUS v.1.1 from Zeus Technology Ltd.

–SPECweb99 - Number of conforming, simultaneous connections the Web server can support using a predefined workload.  The SPECweb99 test harness 
emulates clients sending the HTTP requests in the workload over slow Internet connections to the Web server.  The Web server software is Zeus from Zeus 
Technology Ltd.

–SPECweb99_SSL - Number of conforming, simultaneous SSL encryption/decryption connections the Web server can support using a predefined workload.  
The Web server software is Zeus from Zeus Technology Ltd.

–SPEC OMP2001 - Measures performance based on OpenMP applications. 
–SPECsfs97_R1 - Measures speed and request-handling capabilities of NFS (network file server) computers.

Notes on Benchmarks and Values

Revised May 28, 2003
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–SPECjAppServer200X (where X is 1 or 2) - Measures the performance of Java Enterprise Application Servers using a subset of J2EE APIs in a complete end-
to-end Web application.

The Linpack benchmark measures floating-point performance of a system.
–Linpack DP (Double Precision) - n=100 is the array size. The results are measured in megaflops (MFLOPS). 
–Linpack SP (Single Precision) - n=100 is the array size. The results are measured in MFLOPS.
–Linpack TPP (Toward Peak Performance) - n=1,000 is the array size. The results are measured in MFLOPS.
–Linpack HPC (Highly Parallel Computing)  - solves the largest system of linear equations possible.  The results are measured in GFLOPS.

STREAM is a simple synthetic benchmark program that measures sustainable memory bandwidth (in MB/s) and the corresponding computation rate for simple 
vector kernels.  Both standard and tuned results may be reported. http://www.cc.virginia.edu/stream/

VolanoMark is a 100% pure Java server benchmark that creates long-lasting network client connections in groups of 20 and measures how long it takes for the clients 
to take turns broadcasting their messages to the group.  The benchmark reports a score as the average number of messages transferred by the server per second.

–The following Transaction Processing Performance Council (TPC) benchmarks reflect the performance of the microprocessor, memory subsystem, disk subsystem, 
and some portions of the network:

–tpmC - TPC Benchmark C throughput measured as the average number of transactions processed per minute during a valid TPC-C configuration run of at least 
twenty minutes. 

–$/tpmC - TPC Benchmark C price/performance ratio reflects the estimated five year total cost of ownership for system hardware, software, and maintenance 
and is determined by dividing such estimated total cost by the tpmC for the system.

–QppH is the power metric of TPC-H and is based on a geometric mean of the 17 TPC-H queries, the insert test, and the delete test.  It measures the ability of the 
system to give a single user the best possible response time by harnessing all available resources.  QppH is scaled based on database size from 30GB to 10TB.

–QthH is the throughput metric of TPC-H and is a classical throughput measurement characterizing the ability of the system to support a multiuser workload in a 
balanced way.  A number of query users is chosen, each of which must execute the full set of 17 queries in a different order.  In the background, there is an 
update stream running a series of insert/delete operations.  QthH is scaled based on the database size from 30GB to 10TB. 

–$/QphH is the price/performance metric for the TPC-H benchmark where QphH is the geometric mean of QppH and QthH.  The price is the five-year cost of 
ownership for the tested configuration and includes maintenance and software support.

Notes on Benchmarks and Values (Cont.)

Revised February 6, 2004
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The following graphics benchmarks reflect the performance of the microprocessor, memory subsystem, and graphics adapter:
–SPECxpc results - Xmark93 is the weighted geometric mean of 447 tests executed in the x11perf suite and is an indicator of 2D graphics performance in an X 
environment.  Larger values indicate better performance.

–SPECplb results (graPHIGS) - PLBwire93 and PLBsurf93 are geometric means of literal and optimized Picture Level Benchmark (PLB) tests for 3D 
wireframe and 3D surface tests, respectively.  Larger values indicate better performance.

–SPECopc results - Viewperf 7 (3dsmax-01, DRV-08, DX-07, Light-05, ProE-01, UGS-01) and Viewperf 6.1.2 (AWadvs-04, DRV-07, DX-06, Light-04, 
medMCAD-01, ProCDRS-03) are weighted geometric means of individual viewset metrics. Larger values indicate better performance.  

The following graphics benchmarks reflect the performance of the microprocessor, memory subsystem, graphics adapter and disk subsystem.
–SPECapc Pro/Engineer 2000i2 results - PROE2000I2_2000370 was developed by the SPECapc committee to measure UNIX and Windows workstations in a 
comparable real-world environment.  Larger numbers indicate better performance. 

The NotesBench Mail workload simulates users reading and sending mail.  A simulated user will execute a prescribed set of functions 4 times per hour and will 
generate mail traffic about every 90 minutes.  Performance metrics are:

–NotesMark - transactions/minute (TPM).
–NotesBench users - number of client (user) sessions being simulated by the NotesBench workload.
–$/NotesMark - ratio of total system cost divided by the NotesMark (TPM) achieved on the Mail workload.
–$/User - ratio of total system cost divided by the number of client sessions successfully simulated for the NotesBench Mail workload measured.  Total system 
cost is the price of the server under test to the client, including hardware, operating system, and Domino Server licenses.  

Application Benchmarks
–SAP - Benchmark overview information: http:// www.sap-ag.de/solutions/technology/bench.htm; Benchmark White Paper September, 2000; 
http://www.sap-ag.de/solutions/technology/pdf/50020428.pdf.

–PeopleSoft - To get information on PeopleSoft benchmarks, contact PeopleSoft directly or the PeopleSoft/IBM International Competency Center in
San Mateo, CA.

–Oracle Applications - Benchmark overview information: http://www.oracle.com/apps_benchmark/
–Baan - The Baan benchmark demonstrates the scalability of Baan ERP solutions.  The test results provide the number of Baan Reference Users (BRUs) that 
can be supported on a specific system.  BRU is a single on-line user or a batch unit workload.  These metrics are consistent with those used internally by both 
IBM and Baan to size systems.  To get more information on Baan benchmarks, go to http://www.ssaglobal.com. 

–J.D. Edwards Applications - Product overview information at http://www.jdedwards.com.

Notes on Benchmarks and Values (Cont.)

Revised December 9, 2003
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rPerf
–rPerf (Relative Performance) is an estimate of commercial processing performance relative to other pSeries systems.  It is derived from an IBM analytical 
model which uses characteristics from IBM internal workloads, TPC and SPEC benchmarks.  The rPerf model is not intended to represent any specific 
public benchmark results and should not be reasonably used in that way.  The model simulates some of the system operations such as CPU, cache and 
memory. However, the model does not simulate disk or network I/O operations.

–rPerf estimates are calculated based on systems with the latest levels of AIX 5L and other pertinent software at the time of system announcement.  Actual 
performance will vary based on application and configuration specifics.  The IBM ~ pSeries 640 is the baseline reference system and has a value 
of 1.0.  Although rPerf may be used to approximate relative IBM UNIX commercial processing performance, actual system performance may vary and is 
dependent upon many factors including system hardware configuration and software design and configuration.

–All performance estimates are provided "AS IS" and no warranties or guarantees are expressed or implied by IBM.  Buyers should consult other sources 
of information, including system benchmarks, and application sizing guides to evaluate the performance of a system they are considering buying.  For 
additional information about rPerf, contact your local IBM office or IBM authorized reseller.

Notes on Performance Estimates

Revised June 28, 2004
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TPC http://www.tpc.org
SPEC http://www.spec.org
Linpack http://www.netlib.org/benchmark/performance.pdf
Pro/E http://www.proe.com
GPC http://www.spec.org/gpc
NotesBench http://www.notesbench.org
VolanoMark http://www.volano.com
STREAM http://www.cs.virginia.edu/stream/
SAP http://www.sap.com/benchmark/
Oracle Applications http://www.oracle.com/apps_benchmark/
PeopleSoft - To get information on PeopleSoft benchmarks, contact PeopleSoft directly 
Baan http://www.ssaglobal.com
Microsoft Exchange http://www.microsoft.com/exchange/evaluation/performance/default.asp
Fluent http://www.fluent.com/software/fluent/fl5bench/fullres.htm
Top500 Supercomputers http://www.top500.org/

List of Sources

Revised April 1, 2004
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The purpose of this presentation is to report benchmark results in both tablular 
and graphical formats.  For competitive analysis, visit System Sales and COMP.

http://w3.ibm.com/sales/systems/
http://w3.ibm.com/sales/competition/compdlib.nsf/pages/comp

Changes from last month:  
�Removed the standard charts for each benchmark (which can be viewed at 
Ideas International)
�Added pSeries analysis charts in support of the announcement 

For the latest news, visit: 
http://pokgsa.ibm.com/gsa/pokgsa/home/b/r/brennant/web/public/benchmark/index.html

Terry Brennan (brennant@us.ibm.com) welcomes your suggestions and input to these 
charts. 

http://
http://
http://
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�IBM ~ pSeries®
�Published new #1 results on the 1.9 GHz POWER5™ IBM ~ p5 570 in the following benchmarks:

�16-way TPC-C* 

�8-way TPC-C**.

�4-way TPC-C**

�16-way SAP SD 2-Tier*

�8-way SAP SD 2-Tier*

�4-way SAP SD 2-Tier*

�SPECfp2000

�16-way SPECint_rate2000

�8-way SPECint_rate2000

�4-way SPECint_rate2000

�16-way SPECfp_rate2000

�8-way SPECfp_rate2000

�Published new #1 results on the 1.65 GHz p5-520 and p5-550 in the following benchmarks:

�4-way SPECsfs_R1.v3 SMP

�2-way SPEC OMPM2001 

�2-way Linpack HPC (non-vector)

Never before has a company backed up the introduction of a new server with this number of #1 results (35 in all.)  See 
the charts later in this presentation for further detail.  http://ibm.com/eserver/benchmarks

IBM News in the Last Month:

All results are as of 07/13/04.

�4-way SPECfp_rate2000

�16-way SPECjbb2000

�8-way SPECjbb2000

�4-way SPECjbb2000

�2-way SPECjbb2000

�8-way (and overall) SPECsfs_R1.v3 SMP

�16-way SPEC OMPM2001

�8-way SPEC OMPM2001 

�16-way Linpack HPC (non-vector)

�8-way Linpack HPC (non-vector)

�4-way Linpack HPC (non-vector)

*  Running DB2® Universal Database™ 8.1 on AIX 5L™ V5.2.

** Running Oracle 10G on AIX 5L™ V5.2.

http://
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�IBM ~®

�IBM dominates the latest TOP500 List of Supercomputers.

�IBM has 224 systems on the list. HP has 84 less than IBM! 

�IBM has 3 of the top 10, more than anybody else. 

�IBM has 10 of the top 20 and 68 of the top 100. 

�IBM has 50% of the installed power! 

�IBM has 150 out of the 266 Linux Clusters. 

IBM News in the Last Month:

All results are as of 07/13/04.
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�IBM ~ xSeries®

�Published the first 1-way Microsoft® Exchange MAPI Messaging Benchmark 3 result with a score of 3,800 on a 
1-way 3.2 GHz Intel® Xeon™ x206. 

�IBM ~ BladeCenter™
�Published an SAP SD 2-tier result of 428 users (1.99 second average response time) on an IBM ~ BladeCenter 
with a single 2-way 3.2 GHz Xeon DP HS20 blade running DB2® UDB 8.1 on Windows® Server 2003 Enterprise 
Edition.  This result placed 2nd in 2-way performance in this benchmark. The top 2-way performance of 433 users was 
just published on the IBM ~ i5 520 using the 1.65 GHz POWER5™ processor.  The BladeCenter result beats 
the HP result of 408 users (1.97 second ART) on the 2-way 3.2 GHz Intel Xeon ProLiant Model BL20p G2 running 
SQL Server 2000 on Windows Server 2003 Enterprise Edition. Using the same processor, the BladeCenter 
outperformed the HP blade by almost 5%!  And don't forget that Sun result of 320 users (1.83 second ART) on their 
"2-way" (actually a 4-core) 1.2 GHz UltraSPARC IV Sun Fire E4900 running Oracle 9i on Solaris 9. Sun is trying to 
position their servers against Intel servers but their performance is simply lacking -- the BladeCenter beat it by 35% 
straight up and by 170% on a per-processor basis!!! 

�Less than two weeks after publishing this 2-way result, published another SAP SD 2-tier result, this time of 700 users 
(1.97 second average response time) on a BladeCenter with a single 4-way 3.0 GHz Xeon MP HS40 blade running 
DB2 UDB 8.1 on Windows Server 2003 Enterprise Edition.  HP has yet to publish a 4-way blade result using the latest 
Xeon processors. (They did publish a 4-way blade result of 480 a year ago with a 2.0 GHz Xeon MP.) The top 4-way 
result in this benchmark is 880 on an HP rx4640-8 running HP-UX. Better comparisons can be drawn with other 4-way 
Windows results. 

�770 on a 2.4 GHz Opteron HP ProLiant running SQL Server 
�720 on a 3.0 GHz Xeon MP IBM x365 running DB2 UDB 8.1 (the current top 4-way IA-32 result) 
�Only 717 on an Itanium® 2 rx4640 running SQL Server 

The BladeCenter is demonstrates outstanding 4-way IA-32 performance AND delivers all the advantages of the 
BladeCenter architecture. 

IBM News in the Last Month:

All results are as of 07/13/04.
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�IBM TotalStorage®
�Published an SPC result for the SAN Volume Controller.  The configuration consisted of four SAN Volume Controllers 
sitting in front of six FAStT 600 Storage Servers and presenting the entire storage pool as a single image. Each of the 
FAStT 600 units was configured with three backend EXP 700 enclosures and a total of 56 drives (4 enclosures [base 
plus three expansion enclosures] x 14 drives per enclosure). The workload generator for the result was a single IBM 
pSeries 690 configured with four Fibre Channel connections and connected to the SAN Volume Controllers via dual 
redundant 2109-F32 switches The tested configuration used a data-space (ASU capacity) of 5,025GB (useable 
capacity) protected by Mirroring. The Configured Storage Capacity utilized 87% of the Physical Storage Capacity of 
12,237GB, while the ASU Capacity utilized 98% of the Addressable Storage Capacity.  The IBM SAN Volume 
Controller achieved #8 in the SPC-1 Top Ten Performance Table with a result of 44,507.73 SPC-1 IOPS. 

�IBM ~ iSeries™
�No activity this month

�IBM ~ zSeries®

�No activity this month
�IBM~ 325 (e325)

�No activity this month
�DB2

�Published #1 TPC-C and SAP SD 2-tier results with pSeries on the p5-570
�WebSphere®

�No activity this month 
�IntelliStation®

�No activity this month

IBM News in the Last Month:

All results are as of 07/13/04.
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�HP (Xeon)
�Published an SAP SD 3-Tier result of 17,184 users (1.70 second average response time) on an 8-way 1.1 GHz Itanium 2 
(mx2 dual processor module) rx4640-8 running Oracle 10g on HP-UX. This database server was supported by 29 4-way 
Itanium 2 application servers.  HP has published the only other results in the last year on this benchmark: 

�11,200 on an 8-way 2.8 GHz Xeon ProLiant with 21 application servers 
�8.016 on a 4-way 3.0 GHz Xeon ProLiant with 16 application servers 
�7,800 on a 4-way 1.5 GHz Itanium 2 rs4640 with 16 application servers 

�HP (Itanium)
�Published an SAP SD 2-tier result of 880 users (1.89 second average response time) on a 4-way 1.5 GHz Itanium 2 
rx4640-8 running Oracle 9i on HP-UX 11i. This is the top 4-way performance in version 4.7 of this benchmark. Two 
months ago, HP published a result of 717 users (1.95 second ART) on a 4-way rx4640 running SQL Server on Windows. 
As usual, HP-UX outperforms Windows on Itanium. If a customer wanted to compare a 4-way Xeon result with this 4-way 
Itanium result, just weeks ago the xSeries performance team published an SAP SD 2-tier result of 720 users (1.93 second 
ART) on the 3.0 GHz Xeon MP x365 running DB2 on Windows. Although the performance is 18% less, the cost savings of 
the x365 are probably dramatic.  And the p5-570 delivered a 4-way result of 1,330 users.
�Published two SPECjbb2000 results using the Itanium mx2 dual processor module: 

�563,437 ops/sec on a 32-way rx8620 
�319,197 ops/sec on a 16-way rx7620 

These are 5th at 32-way and 16-way performance in this benchmark. They are surpassed by the recent Fujitsu 
PrimePower 1.89 GHz results of 663,133 and 402,133 respectively. There are also higher Itanium results available at 
each n-way. 
�Published an SAP SD 2-tier result of 1,240 users (1.90 second average response time) on an 8-way 1.5 GHz Itanium 2 
rx7620 running SQL Server 2000 on Windows Server 2003 Enterprise Edition. HP has published higher 8-way Itanium 
results--1,500 on the rx7620 running Oracle on HP-UX and 1,320 on the rx4640-8 also running Oracle on HP-UX (and 
using the mx2 dual processor module.)  HP also published this identical result on their PA-RISC rp4440 running Oracle on 
HP-UX. The most interesting comparison is with a Bull result of 1,300 which used SQL Server on Windows. Windows 
does not perform as well as HP-UX on Itanium but Bull beat HP's Windows result by over 2%.  And the p5-570 delivered 
an 8-way result of 2,600 users.

Competitive News:

All results are as of 07/13/04.
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�Dell
�Published two Microsoft Exchange MMB3 results, one taking the top position from HP. 

�The first result was 8,100 MMB3 on a 4-way 3.0 GHz Xeon MP PowerEdge 6650. This beat the HP DL585 Opteron 
and became the top result in this benchmark. 
�The second result was 7,200 MMB3 on a 4-way 2.8 GHz Xeon MP PowerEdge 6650. This placed 4th overall but is 
the lowest 4-way result in this benchmark. Other than to show scalability, it is curious why Dell published this result. 

�Published an SAP SD 2-Tier Parallel result of 1,350 users (1.97 second average response time) on a 2 node 
configuration, each a 4-way 3.0 GHz Xeon MP PowerEdge 5560 running Oracle 9i on Red Hat Linux.  This is the first SD 
Parallel result published by anyone in over 2 years. SAP describes this benchmark, "The SD Parallel Benchmark results 
were achieved with database parallel means such as DB2 for OS390, Oracle Real Application Clusters (RAC), and Oracle 
Parallel Server (OPS) using a round robin data distribution or without a round robin distribution." It was not stated in the 
result whether or not it used a round robin distribution. Given that this is not a normal 2-tier SAP SD result (in which the 
application servers and DB servers all run on the same system), it is difficult to draw direct benchmark comparisons. 
However, a customer just looking to support 1,350 users would look at this result and compare it to, perhaps, the standard 
2-tier 4-way Itanium HP rx4640 result of 1,320 users. 

�Sun
�Published an SAP SD 2-Tier result of 10,175 users (1.95 second average response time) on a claimed 72-way (but really 
a 104-"core") 1.2 GHz UltraSPARC IV Sun Fire E25K running Oracle 9i on Solaris 9. This is the #2 overall result in this 
benchmark and the top version 4.7 result. But their per-processor performance is only 97.8 users per processor. 
Remember that the p5-570 delivered 316 users per processor. 

�Published a SPECweb99_SSL result of 2,500 simultaneous secure connections on a 2-way 2.4 GHz Opteron 250 Sun 
Fire V20z running SUSE Linux. This is the top 2-way result in this benchmark. The previous top 2-way result of 2,340 was 
also by Sun on a 2.2 GHz Opteron system.  The SPECweb_SSL benchmark shows increased performance when run with 
a 64-bit operating system. Because of this, the top results at each n-way are dominated by Itanium and Opteron. 

Competitive News:

All results are as of 07/13/04.
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�NEC
�Published a TPC-C result of 683,575 tpmC ($5.99 $/tpmC, avail. 9/1/04) on a 32-way 1.5 GHz Itanium 2 
Express5800/1320Xd running Oracle 10g on SUSE Linux. This is the new #1 32-way Itanium result. It beats the April result of 
609,467 tpmC ($6.78 $/tpmC, also avail. 9/1/04) that NEC ran on the same server and software. The total cost of the 
configuration did decrease slightly but the majority of the drop in price/performance was due to the increase in performance. 
The p690 did over 1M tpmC with 32 processors.  And the 16-way p5-570 delivered 809,144 tpmC.

�Unisys
�Published two TPC-C results: 

�212,511 ($4.72 $/tpmC, avail. 6/14/04) on a 16-way 2.2 GHz Xeon ES7000 Orion 540 running SQL Server 2000 
Enterprise Edition on Windows Server 2003, Datacenter Edition
�237,869 ($5.08 $/tpmC, avail, 6/14/04) on a 16-way 3.0 GHz Xeon ES7000 Orion 540 running SQL Server 2000 
Enterprise Edition on Windows Server 2003, Datacenter Edition

The top 16-way performance is 309,036 tpmC ($4.49 $/tpmC) on the Itanium Unisys ES7000 Aries 420. The top 16-way Xeon 
performance is also Unisys on the ES7000 Orion 540 at 237,869. The top 16-way price/performance is $4.49 on that Itanium 
Unisys. The previous top Xeon price/performance was $5.08 $/tpmC also on a Unisys. Unisys continues to try to position 
themselves in the 16-way and higher market using the TPC-C benchmark. 

�Bull 
�Published a TPC-C result of 175,366.24 tpmC ($4.53 $/tpmC, avail 6/30/04) on an 8-way 1.5 Ghz Itanium NovaScale 5080 
running SQL server 2000 Enterprise Edition on Windows 2003 server, Datacenter Edition. This is the first 8-way TPC-C 
Itanium result ever published and would have been the #1 8-way TPC-C performance except the p5-570 delivered 371,044 
tpmC. The previous #1 8-way performance was published on the IBM x445 (156,105.72 tpmC, $4.31 $/tpmC, avail. 8/31/04). 

�Published an SAP SD 2-tier result of 2,230 users (1.73 second average response time) on a 16-way 1.5 GHz Itanium 2 
NovaScale 5160 running SQL Server 2000 on Windows Server 2003 Datacenter Edition. This follows on their March result of 
1,300 users that was run on an 8-way.  This finishes behind the HP 16-way rx8620 result of 2,880 from last December. It just 
beats the Fujitsu Siemens 16-way UltraSPARC PrimePower 900 result of 2,200. It is the #2 16-way result in this benchmark.  
It loses badly to the 16-way p5-570 result of 5,056 users.

Competitive News:

All results are as of 07/13/04.
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�LangChao Electronics
�Published an SAP SD 2-tier result of 500 users (1.76 second average response time) on a 4-way 1.5 GHz Itanium 2 SP3000 
running SQL Server 2000 on Windows Server 2003 Enterprise Edition. This result was probably submitted to certify the 
system to run SAP. It was not submitted as a performance demonstration of the system because, if it was, it is a terrible 
result. It ties in 4-way performance with a very old HP 2.0 GHz Xeon ProLiant result. The 4-way 3.0 GHz x365 supported 720 
users. The top Itanium result is 880 users on an HP rx4640-8. 

�Fujitsu Siemens 
�Published three SAP SD 2-tier results. 

�A result of 167 users (1.96 second average response time) on a 1-way 1.8 GHz Pentium M BX300 running SAP DB on 
SUSE Linux. 
�A result of 385 users (1.95 second ART) on the 2-way 3.2 GHz Xeon DP Primergy BX600 running SAP DB on SUSE 
Linux. 
�A result of 347 users (1.92 second ART) on the 2-way 1.5 GHz Itanium 2 Primergy RXI300 running SQL Server 2000 on 
Windows Server 2003 Enterprise. 

�The Pentium result is the first 1-way SD 2-tier result, even going back to all previous versions shown on the SAP website. 
There are no comparisons to make.  The Xeon result was the #3 2-way performance when it was announced, behind the IBM 
eServer i5 result of 433 users and the HP ProLiant blade result of 408 users (which used the same processor as the 
Primergy.) But the newer (6/07/04) BladeCenter result of 428 users beats this also.  The Itanium result is really odd--it loses 
not only to the Fujitsu Xeon result but also to the eServer POWER5 i5 520, the BladeCenter Xeon HS20, and to the HP Xeon 
blade. 

Competitive News:

All results are as of 07/13/04.
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Industry Leading Performance

HPxSeries 445pSeries 655Oracle Apps Std. 11i RAC
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e-business:

Business
Intelligence:
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HPpSeries 690HPSPECweb99
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Los AlamosLLNLEarthSimLinpack
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Benchmark results are found at www.ideasinternational.com/benchmark/bench.html, www.www.spec.org, or www.tpc.org, All results are as of 07/13/04.
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Benchmark results are found at www.ideasinternational.com/benchmark/bench.html, www.www.spec.org, or www.tpc.org, All results are as of 07/13/04.
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Industry Leading Performance

01/31/0411/13/02$141 $/QphH34,492 QphHFujitsu PrimePowerTPC-H 1TB

03/02/0408/31/04$66 $/QphH6,551 QphHIBM x445
06/20/0204/09/02$203 $/QphH12,995 QphHHP ProliantVersion 2

11/08/0307/29/03$65 $/QphH13,195 QphHIBM e325TPC-H 300GB
12/31/0306/30/03$73 $/QphH5,602 QphHIBM x445

04/15/0404/14/04yuan 897/QphH5,618 QphHLangChao SP3000Version 2
11/08/0307/29/03$70 $/QphH12,216 QphHIBM e325TPC-H 100GB
09/30//0407/12/04$4.95 $ $/tpmC809,144 tpmCIBM p5-570

04/14/0411/04/03$8.33 $/tpmC1,008,144 tpmCHP SuperdomeSingle System
08/16/0402/17/04$5.43 $/tpmC1,025,486 tpmCIBM p690TPC-C V5

6/08/015/01/01$137  $/WIPS7,555  WIPSIBM x430

5/31/025/31/02$35  $/WIPS9,708  WIPSDell PowerEdge
7/10/017/10/01$107  $/WIPS10,439  WIPSUnisys ES7000TPC-W 100K

1/28/021/28/02$25  $/WIPS7,783  WIPSDell PowerEdge
8/22/028/26/02$28  $/WIPS10,449  WIPSDell PowerEdge

12/31/029/12/02$33 $/WIPS21,139 WIPSIBM x440TPC-W 10K

03/25/0401/05/04$118 $/QphH49,104 QphHHP SuperdomeVersion 2

5/20/0302/27/03$243 $/QphH62,214 QphHIBM p690TPC-H 10TB
04/07/0304/30/03$184 $/QphH28,948 QphHSun Fire 15K
01/31/0408/26/03$147 $/QphH34,345 QphHFujitsu PrimePowerVersion 2

03/25/0409/25/03$109 $/QphH45,247 QphHHP SuperdomeTPC-H 3TB
06/20/0202/06/02$253 $/QphH22,361 QphHHP ProLiant

10/30/0210/29/02$203 $/QphH25,805 QphHHP SuperdomeVersion 2

DatePerformanceCompany Price/Performance Avail DateBenchmark

Industry Leading Price/performance

03/25/0401/05/04$118 $/QphH49,104 QphHHP SuperdomeTPC-H 10TB

03/17/0403/02/04$1.88 $/tpmC35,030 tpmCHP Proliant

08/15/0308/15/03$28 $/QphH1,386 QphHHP ProLiant

07/10/0107/10/01$106.73 $/WIPS10,439 WIPSe-@ction ES 7

05/31/0105/31/01$76.67 $/WIPS6,045 WIPSIBM x370

05/31/0205/31/02$34.60 $/WIPS9,708 WIPSDell PowerEdgeTPC-W 100K

08/22/0208/22/02$27.60 $/WIPS10,449 WIPSDell PowerEdge

12/19/0112/19/01$25.70 $/WIPS6,622 WIPSDell PowerEdge
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DatePerformanceCompany Price/Performance Avail DateBenchmark
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$28.2610,700Sun V1280
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9,060rx8620SPECweb99_SSL

1.02136,200IBM p690

1.76305,805PanasasSPECsfs97_R1 V3.0
1.39111,687IBM p690

1.15154,654HP Alpha
1.08167,007IBM p690SPECsfs97_R1 V2.0

20,200HP rp8420
21,000IBM p690
23,000HP rp8420SPECweb99

Performan
ce

Company
Resp 
Time

Benchmark

Sources:
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All results are as of 07/13/04.
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13,367427,760AIX 5L V5.2Oracle 9i$17.755/31/0332IBM p690 (1.3 GHz POWER4™)

46,380371,044AIX 5L V5.3Oracle 10G$5.2609/30/048IBM p5-570 (1.9 GHz POWER5)
50,571809,144AIX 5L V5.3IBM DB2 8.1$4.9509/30/0416IBM p5-570 (1.9 GHz POWER5)

18,048577,531Windows DCESQL EE$7.7412/01/0332NEC Exp 5800 (1.5 GHz Itanium 2)
19,045609,467SUSE LINUXOracle 10G$6.789/01/0432NEC Exp 5800 (1.5 GHz Itanium 2)

12,291786,646Windows DCESQL EE$6.4910/23/0364HP Superdome (1.5 GHz Itanium 2)

32,0461,025,486AIX 5L V5.2IBM DB2 8.1$5.4308/16/0432IBM p690 (1.9 GHz POWER4+)

15,7521,008,144HP-UX 11.iOracle 10G$8.3304/14/0464HP Superdome (1.5 GHz Itanium 2)

24,026768,839AIX 5L V5.2Oracle 10G$8.5502/29/0432IBM p690 (1.7 GHz POWER4+)

8,463541,673HP-UX 11.iOracle 10G$11.6612/31/0364HP Superdome (875 MHz PA-RISC)

?ResultsPublishedNo
Sun Fire E25K, E20K, 15K, 12K, 
6800, 4800, 3800, V1280, V880, V480

3,561455,818Solaris 8SymfoWARE$28.582/28/02128Fujitsu PP2000 (SPARC64 563 MHz)

tpmC/CPUtpmCOSDatabase$/tpmCAvail.CPUSystem

Source:   http://www.tpc.org

Transaction performance - Single system TPC-C V5 
(Representative large systems ranked by processor efficiency – tpmC/CPU)

All results are as of 07/13/04.
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Source:   http://www.tpc.org

Transaction performance - Single system TPC-C V5 
(Top 10 8-way and above systems rank by processor efficiency - tpmC/CPU)

24,026768,839AIX 5L V5.2Oracle 10G$8.5502/29/0432IBM p690 (1.7 GHz POWER4+)
23,871763,898AIX 5L V5.2IBM DB2 8.1$8.2511/8/0332IBM p690 (1.7 GHz POWER4+)

32,0461,025,486AIX 5L V5.2IBM DB2 8.1$5.4308/16/0432IBM p690 (1.9 GHz POWER4+)

21,920175,366SQL Server 
2000 EE

4.536/30/048Bull NovaScale 5080 C/S

46,380371,044AIX 5L V5.3Oracle 10G$5.2609/30/048IBM p5-570 (1.9 GHz POWER5)
50,571809,144AIX 5L V5.3IBM DB2 8.1$4.9509/30/0416IBM p5-570 (1.9 GHz POWER5)

19,513156,105
SQL Server 

2000 EE
$4.318/31/048IBM xSeries 445 (3.0 GHz Xeon™)

21,361683,575SUSE LINUXOracle 10G$5.999/01/0432NEC Exp 5800 (1.5 GHz Itanium 2)

19,045609,467SUSE LINUXOracle 10G$6.789/01/0432NEC Exp 5800 (1.5 GHz Itanium 2)

21,269680,613AIX 5L V5.2IBM DB2 8.1$11.1311/8/0332IBM p690 (1.7 GHz POWER4+)

?ResultsPublishedNo
Sun Fire E25K, E20K, 15K, 12K, 
6800, 4800, 3800, V1280, V880, V480

tpmC/CPUtpmCOSDatabase$/tpmCAvail.CPUSystem

All results are as of 07/13/04.

http://


I

© 2004 IBM Corporation

IBM Systems and Technology Group

48,597194,391AIX 5L V5.3Oracle 10G$5.6209/30/044IBM p5-570 (1.9 GHz POWER5)

24,026768,839AIX 5L V5.2Oracle 10G$8.5502/29/0432IBM p690 (1.7 GHz POWER4+)
30,266121,065Windows EESQL  EE$4.978/1/034HP rx5670 (1.5 GHz Itanium 2)
32,0461,025,486AIX 5L V5.2IBM DB2 8.1$5.4308/16/0432IBM p690 (1.9 GHz POWER4+)

18,048577,531Windows DCESQL EE$7.7412/01/0332NEC Exp 5800 (1.5 GHz Itanium 2)

32,909131,639HP-UX 11.iOracle 10G$7.2512/31/034HP rx5670 (1.5 GHz Itanium 2)
34,027136,111Red Hat LinuxOracle 10G$3.943/05/044HP rx5670 (1.5 GHz Itanium 2)
46,380371,044AIX 5L V5.3Oracle 10G$5.2609/30/048IBM p5-570 (1.9 GHz POWER5)

50,571809,144AIX 5L V5.3IBM DB2 8.1$4.9509/30/0416IBM p5-570 (1.9 GHz POWER5)

12,291786,646Windows DCESQL EE$6.4910/23/0364HP Superdome (1.5 GHz Itanium 2)

19,045609,467SUSE LINUXOracle 10G$6.789/01/0432NEC Exp 5800 (1.5 GHz Itanium 2)

15,7521,008,144HP-UX 11.iOracle 10G$8.3304/14/0464HP Superdome (1.5 GHz Itanium 2)

8,463541,673HP-UX 11.iOracle 10G$11.6612/31/0364HP Superdome (875 MHz PA-RISC)

13,367427,760AIX 5L V5.2Oracle 9i$17.755/31/0332IBM p690 (1.3 GHz POWER4™)

?ResultsPublishedNo
Sun Fire E25K, E20K, 15K, 12K, 
6800, 4800, 3800, V1280, V880, V480

3,561455,818Solaris 8SymfoWARE$28.582/28/02128Fujitsu PP2000 (SPARC64 563 MHz)

tpmC/CPUtpmCOSDatabase$/tpmCAvail.CPUSystem

Source:   http://www.tpc.org

Transaction performance - Single system TPC-C V5
(Representative competition ranked by efficiency – tpmC/CPU )

All results are as of 07/13/04.

http://


I

© 2004 IBM Corporation

IBM Systems and Technology Group

0

100,000

200,000

300,000

400,000

$0

$10

$20

$30

tpmC 102,667 105,687 136,111 194,391 115,025 156,105 175,366 371,044

$/tpmC $3.52 $3.23 $3.94 $5.62 $7.69 $4.31 $4.53 $5.26

x365 HP DL585 HP rx5670 p5-570 HP DL760 x455 Bull (Itan) p5-570

TPC-C Comparisons

� 4-way                  �� 8-way                     �
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The 4-way IBM POWER5 
result is higher than all 
previous 8-way results!!

4-way through 8-way

All results are as of 07/13/04.
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Source:  www.tpc.org

Avail Date.              05/30/03                  05/30/03 08/31/04                   09/30/04           04/15/04                    01/30/04                 09/30/04

tpmC $/tpmC

The 8-way IBM POWER5 
result is higher than all 

previous 16-way results!!

8-way through 16-way

All results are as of 07/13/04.
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0

100,000

200,000

300,000

400,000

500,000

600,000

700,000

800,000

900,000

1,000,000

1,100,000

$0

$10

$20

$30

tpmC 301,225 309,036 809,144 304,148 609,467 1,025,486

$/tpmC 4.56 4.49 4.95 $6.18 6.78 5.43

HP rx8620 Uni ES7000 p5-570 Uni ES7000 NEC Ex5800 IBM p690

TPC-C Comparisons

� 16-way                     �� 32-way                    �

Source:  www.tpc.org

Avail Date.             04/15/04                            01/30/04                        09/30/04                          04/28/04                        09/01/04                          09/30/04

tpmC $/tpmC

16-way through 32-way

All results are as of 07/13/04.

The 16-way IBM POWER5 
result is higher than all 

previous 32-way competitive 
results!!
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IBM is half the processors for same amount of work completed

0

200000

400000

600000

800000

1000000

1200000

4 8 16 32 64

# of Processors

tp
m

C p5-570

Itanium

IBM p5-570 vs. Fastest Itanium

See attached data sheet for details of benchmark   -- data from www.tpc.org

64

32

16

8

4

# CPU’s

HP Integrity Superdome                            

NEC Express5800/1320Xd

Unisys ES7000 Aries 420       

Bull NovaScale Itanium

HP Integrity rx5670 Linux                         

System

4/14/04

9/1/04

1/30/04

6/30/04

3/5/04

Availability$/tpmCtpmC

8.331008144

5.99683535

4.49309037

4.53175366

3.94136111

16

8

4

# CPU’s

p5-570

p5-570

p5-570

System

09/30/04

09/30/04

09/03/04

Availability$/tpmCtpmC

$4.95809,144

$5.26371,044

$5.62194.391

All results are as of 07/13/04.
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TPC-C 16-way TPC-C 8-way

IBM POWER5 Best of Breed Per CPU (non-IBM) Best Per-CPU Itanium

Best HP Itanium HP PA-RISC Sun UltraSPARC

POWER5 – More TPC Performance per Processor

Performance per Processor (normalized to POWER5)

16-way IBM p5-570 TPC-C result of 809,144 tpmC, $4.95/tpmC, avail. 09/30/04
16-way Unisys ES7000 TPC-C result of 309,037 tpmC, $4.49/tpmC, avail. 01/30/04
16-way HP rx8620 TPC-C result of 301,225 tpmC, $4.56/tpmC, avail. 04/15/04
8-way IBM p5-570 TPC-C result of 371,044 tpmC, $5.26/tpmC, avail. 09/30/04
8-way Bull NovaScale 5080 result of 175,366 tpmC, $4.53/tpmC, avail. 06/30/04 Source:  www.tpc.org All results are as of 07/13/04
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Best SAP SD 2-tier Result SAP SD 2-Tier 16-way SAP SD 2-Tier 8-way SAP SD 2-Tier 4-way

IBM HP Itanium HP PA-RISC Sun UltraSPARC

POWER5 – More SAP Performance per Processor

Performance per Processor (normalized to POWER5)

Source:   www.sap.com/benchmark/
All results are as of 07/13/04

“Processor” is defined as a “core” according to SPEC definitions.

Sun Fire 25k10,175HP rp44401,240HP rx862028805,056SAP SD 2-tier Best

880

1500

2880

HP
Itanium 
Result

HP rx4640

HP rx7620 

HP rx8620

HP Itanium 
System

DNP

1,240

DNP

HP
PA-RISC 

Result

HP rp4440 

HP 
PA-RISC 
System

Sun Fire E49003201,313SAP SD 2-tier 4-way

V8806002,600SAP SD 2-tier 8-way

DNP5,056SAP SD 2-tier 16-way

Sun System
Sun 

Result
p5-570 
ResultBenchmarks
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9810,175
@1.95 sec

104
SAP R/3 4.70
Solaris 9, Oracle 9i

Sun 25K (1.2 GHz US IV)
576GB Memory

1802,880
@ 1.95 sec

16
SAP R/3 4.70
HP-UX 11, Oracle 9i

HP rx8620 (1.5 GHz Itanium 2)
64GB Memory

75600
@ 1.96 sec

8
SAP R/3 4.6C
Solaris 8, DB2 UDB 7.2

Sun V880 (900 MHz US III)
32GB Memory

705,050
@ 1.72 sec

72
SAP R/3 4.70
Solaris 9, Oracle 9i

Sun E20K (1.2 GHz US IV)
288GB Memory

1294,128
@ 1.89 sec

32
SAP R/3 4.6C
AIX 5L V5.1, DB2 UDB 7.2

IBM p690 (1.3 GHz POWER4)
64GB Memory

1551,240
@ 1.97 sec

8
SAP R/3 4.70
HP-UX 11, Oracle 9i

HP rp4440-8 (1.0 GHz PA-8800)
32GB Memory

3281,313
@ 1.97 sec

4
SAP R/S 4.70
AIX 5L V5.3, DB2 UDB 8.1

IBM p5-570 (1.9 GHz POWER5)
32GB Memory

3252,600
@ 1.99 sec

8
SAP R/S 4.70
AIX 5L V5.3, DB2 UDB 8.1

IBM p5-570 (1.9 GHz POWER5)
64GB Memory

778,000 
@ 1.81 sec

104
SAP R/3 4.6C
Solaris 9, Oracle 9i

Sun 15K (1.2 GHz US III)
576GB Memory

3165,056
@ 1.99 sec

16
SAP R/S 4.70
AIX 5L V5.3, DB2 UDB 8.1

IBM p5-570 (1.9 GHz POWER5)
128GB Memory

Users/CPU
Number of 

Benchmark Users
CPU’s or 

Cores
Software ReleasesConfiguration

805,775
@ 1.62 sec

72
SAP R/3 4.6C
Solaris 9, Oracle 9i

Sun 15K (1.2 GHz US III)
576GB Memory

1521,220
@ 1.95 sec

8
SAP R/3 4.6C
AIX 5L V5.2, DB2 UDB 8.1

IBM p650 (1.45 GHz POWER4+)
64GB Memory

Source:  http://www.sap.com/benchmark/
CPU defined according to the SPEC definition of “core”.

SAP SD 2-Tier R/3 (Ranked by efficiency – Users/CPU)

All results are as of 07/13/04.

http://
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SAP SD 2-Tier R/3

Source: http://www.sap.com/benchmark/
Processor defined according to the SPEC definition of “core”.

13,000

10,175

8,000 7,800 7,550

5,775

5,056 5,050

97.80

76.92
60.94

117.97

80.21

316.00

70.14

101.56
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U
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400

U
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P
U

Sun
E20K

72-way
Oracle

Sun
15K

72-way
Oracle

IBM
p5-570
16-way

DB2

Fujitsu
P’Power 2500

64-way
Oracle

Fujitsu
P’Power 2000

128-way
Oracle

Sun
15K

104-way
Oracle

Fujitsu
P’Power 2500

128-way
Oracle

The 16-way p5-570 beat all competitive systems 
that have less than 64 processors.

IBM

Users
Users per CPU

All results are as of 07/13/04.

Sun
25K

104-way
Oracle

http://
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POWER5 vs. Sun UltraSPARC IV

Source: http://www.sap.com/benchmark/
Processor defined according to the SPEC definition of “core”.
If you use the Sun definition of processor, then IBM used 8 “processors” to beat Sun’s 36 “processors.”

# Users # Users per Processor

5,056 5,050

70.14

316.00

0

5,000

10,000

0

100

200

300

400

Sun
E20K

UltraSPARC IV
72-way
Oracle

IBM
p5-570

POWER5
16-way

DB2

Running SAP SD 2-tier, 
the IBM p5-570

with 16 processors
beat

the Sun E20K
with 72 processors.

POWER5 Math:   16 > 72

Sun just does not add up!

# Users
# Users per Processor

All results are as of 07/13/04.

http://
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p5-570 – Outstanding Scaling

Source: www.sap.com/benchmark/ and www.tpc.org

TPC-C
SAP SD 2-Tier

The p5-570 scaled
almost linearly

from 4-way
all the way to 16-way

in SAP SD.

# SAP Users

5,056

1,313

2,600

0

1,000

2,000

3,000

4,000

5,000

6,000

4-way 8-way 12-way 16-way

All results are as of 07/13/04.
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47,528 47,008

26,000 25,560 25,560

1.97 1.97 1.92 1.951.88

0

10,000

20,000

30,000

40,000

50,000

0.00

1.00

2.00

3.00

4.00

5.00

SAP SD 3-Tier R/3

Source: http://www.sap.com/benchmark/

# Users

Bull
Escala
24-way

DB2

pSeries 680
24-way

DB2

Unisys
ES7000
32-way

MSFT SQL

pSeries 690
32-way
DB2 7.2

Average Response Time (sec.)

pSeries 690
32-way
DB2 8.1

This benchmark is more indicative of actual 
customer configurations.  But neither HP nor 

Sun has challenged IBM on the high-end.

All results are as of 07/13/04.

http://
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15,004

0.55

0

4,000

8,000

12,000

16,000

0.00

1.00

2.00

3.00

4.00

5.00

Oracle Apps Standard Benchmark 11i v11.5.9

Source: www.oracle.com/apps_benchmark/html/index.html?results.html

Users Ave. Response Time (sec.)

p5-570
16-way

The first result ever published on this version of 
the Oracle Applications Standard benchmark.

All results are as of 07/13/04.



I

© 2004 IBM Corporation

IBM Systems and Technology Group

SPECjbb2000

All measurements indicate Operations per Second.
Source: www.spec.org IBM results submitted to SPEC as of July 13,2004.

All results are as of 07/13/04.

1420177

1008604

835479

663133 633106 614385
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400,000
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402961
341098 322604

283176
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900,000
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Fujitsu
64-way

HP
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Fujitsu
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Fujitsu
P’Power

HP
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HP
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Fujitsu
P’Power

IBM
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Fujitsu
P’Power

HP
S’Dome
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Fujitsu
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rx5670
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P’Edge
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Verari
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IBM
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IBM

IBM

IBM
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43,13386,26721.4.21900POWER5IBM ~ p5-570

5,791602,2701041.41050UltraSPARC IIISun Fire 15K

6,016433,166721.41050UltraSPARC IIISun Fire 15K

8,787421,773481.4.21200UltraSPARC IIISun Fire 6900

9,630231,121241.41200UltraSPARC IIISun Fire 6800

15,7591,008,604641.4.21500Itanium 2HP Superdome

17,966574,912321.4.21500Itanium 2HP Superdome

17,952574,452321.4.21000PA-8800HP rp8420

DNPUltraSPARC IVSun

42,532170,12741.4.21900POWER5IBM ~ p5-570

41,125328,99681.4.21900POWER5IBM ~ p5-570

POWER4+

POWER4+

POWER5

CPU

39,569633,106161.4.21900IBM ~ p5-570

17,296553,480321.41700IBM ~ p690

14,362114,89281.41450IBM ~ p650

Results / CPUResultsCPU’sJVMMHzSystem

DNP = Did Not Publish
“CPU” is defined as a “core” according to SPEC definitions.
Source: www.spec.org/osg/jbb2000/results

SPECjbb2000

IBM results submitted to SPEC as of July 13,2004.

All results are as of 07/13/04.
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TPC SAP SPECjbb2000 SPEC OMPM2001
(peak)

Linpack HPC

IBM HP Itanium HP PA-RISC Sun UltraSPARC

POWER5 – More Performance per Processor

Performance per Processor (normalized to POWER5)

16-way IBM p5-570 TPC-C result of 809,144 tpmC, $4.95/tpmC, avail. 09/30/04
64-way HP Superdome (Itanium) TPC-C result of 1,008,144 tpmC, $8.33/tpmC, avail. 4/14/04
64-way HP Superdome (PA-RISC) result of 541,673 tpmC, $11.66/tpmC, avail. 01/30/04

Sun Fire 680027HP S’Dome549HP rx86201,7213,403SPEC OMPM2001peak Best

Sun Fire 68009,630HP rp842017,952HP S’Dome17,96642,532SPECjbb2000 Best

Sun Fire 25k98HP rp4440155HP rx8620180328SAP SD 2-tier Best 

DNPDNPHP rx56705.7456.88Linpack Best

HP
Itanium 
Result

HP Itanium 
System

HP
PA-RISC 

Result

HP 
PA-RISC 
System Sun System

Sun 
Result

p5-570 
Result

Benchmark Results per 
processor

Source:
http://www.spec.org
http://www.tpc.org
http://www.sap.com/benchmark/
http://performance.netlib.org/performance/html/PDSreports.html

All results are as of 07/13/04
IBM SPEC results submitted to SPEC as of 7/13/04.

“Processor” is defined as a “core” according to SPEC definitions.
SPEC OMP results must be listed as “estimated” until approved by SPEC.

http://
http://
http://
http://


I

© 2004 IBM Corporation

IBM Systems and Technology Group

In the first result, each “core” was an UltraSPARC III processor.

In the second result, each “core” is now called an UltraSPARC III “pipeline.”

Sun claims that they’ve “doubled their per-processor performance.”

Confused by “Per-Processor” Claims?
In 2003, Sun published an SAP SD 2-tier 

result of 5,775 users on a 72-way 
UltraSPARC III Sun Fire 15K In 2004, Sun published an SAP SD 2-tier 

result of 5,050 users on a 36-way 
UltraSPARC IV Sun Fire 20K

Core
Core

Core
Core

Core

Core
Core

….

1

2

3

4

5

71

72

� Sun called that a processor

Sun Fire 15K

Core Core

Core Core
Core Core

Core Core
Core Core

Core Core

….
Core Core

1

2

3

4

5

35

36

� Now Sun calls this a processor

Sun Fire 20K
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“Tolliver (Mark, Sun's chief strategy officer) said the company considers each UltraSparc IV a single 
processor.  In this, it differs from HP and IBM, which count a dual-core chip as two processors.”

Sun revamps servers with UltraSparc, Opteron, 2/09/04
CNET News.com http://news.com.com/2100-1010-5156216.html?tag=sas.email

Software companies that charge per-processor are charging Sun for two processors on the UltraSPARC IV. 
SPEC now lists results by “cores” rather than processors to avoid this confusion.

Each core in the UltraSPARC IV is an UltraSPARC III “pipeline”.

Sun is delivering the same UltraSPARC III performance* but claiming “double the per processor 
performance.”

* SAP SD 2-tier results:
5,775 users on a 72-way 72-”core” UltraSPARC III Sun Fire 15K
5,050 users on a 36-way 72-”core” UltraSPARC IV Sun Fire 20K

Confused by “Per-Processor” Claims?

Core Core

Sun calls this 
a single processor 

that runs two threads

IBM, HP, Intel and AMD
all call this 

a single chip 
with two processors

POWER4+
POWER5

PA-RISC 8800
UltraSPARC IV

http://
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Who Has the Lead in Multi-Threading?

This is 
UltraSPARC IV –
a chip with two 
cores, each of 

which runs one 
thread.

This is POWER4 
(delivered in 2000) – a 
chip with two cores, 
each of which runs 

one thread

“Executing on Sun's Throughput Computing strategy, the dual-thread UltraSPARC IV processor marks the 
first milestone in Sun's Chip Multi-threading (CMT) roadmap.“ (http://www.sun.com/processors/UltraSPARC-IV/)

“Tolliver (Mark, Sun's chief strategy officer) said the dual-core processors mark the start of its "throughput 
computing" era, in which a chip handles multiple software tasks, or "threads," simultaneously…

CNET News.com http://news.com.com/2100-1010-5156216.html?tag=sas.email

Core

Core

Thread 1                                   Thread 1

Thread 1                                   Thread 1

UltraSPARC IV

Core

Core

Thread 1                                   Thread 1

Thread 1                                   Thread 1

POWER4

This is POWER5 –
a chip with two 
cores, each of 

which runs 
multiple threads 
simultaneously.

Core

Core

POWER5Thread 1

Thread 1

Thread 3

Thread 3

Thread 2          
          

          
          

Thread 2

Thread 4          
          

          
          

Thread 4

POWER4 beats* the per-processor performance of UltraSPARC IV.
Sun is 4 years behind IBM in multi-threading.

POWER5 delivers over 3 times** the per-processor performance of UltraSPARC IV

*   Based on  32-”core” SPECint_rate by 47% and on 32-”core” SPECfp_rate by 68%!
** Based on SAP SD 2-tier results:  5,056 users on a 16-way IBM eServer p5 570; 10,175 users on a 104-”core” Sun Fire E20K

http://
http://
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Semiannual independent ranking of top 500 
supercomputers in the world

Source:  TOP500 List of Supercomputers, University of Mannheim & University of Tennessee - June 2004 - www.top500.org

IBM is the dominant vendor:
�Most entries on list with 224  (44.8%)!
�Most installed aggregate throughput with over 407 
Teraflops (50%)!
�Most in Top10 by any single vendor (3)!
�Most in Top20 with 10 systems (55%)!
�Most in Top100 systems with 68  (68%)!
�Most Linux Clusters with 150 (51%)!

TOP500 -- June 2004

TOP500 List of Supercomputers

TOP500

June 2004 Aggregate Performance
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For the 1st time -- Linux clusters 
are more than ½ the list
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Product Line
Charts
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0 1 2 3

SAP SD 2-tier 4-way

SAP SD 2-tier 8-way

SAP SD 2-tier 16-way

TPC-C 16-way

Best of Breed

DB2 UDB 8.1

DB2 -- #1 Performance

Relative Performance

HP rx464049.2%8801,3131.904wSAP SD 2-tier

HP rx7620 73.3%15002,6001.908wSAP SD 2-tier

HP rx862075.6%28805,0561.9016wSAP SD 2-tier

Former Best of Breed (BoB) System
POWER5 
Faster By

Former BoB
Result

POWER5 
ResultGHz# CPU'sBenchmarks

16-way IBM p5-570 TPC-C result of 809,144 tpmC, $4.95/tpmC, avail. 09/30/04
16-way Unisys ES7000 TPC-C result of 309,037 tpmC, $4.49/tpmC, avail. 01/30/04

Source:
www.tpc.org
www.sap.com/benchmark/
All results are as of 07/13/04

9810,175 @1.95 sec104Solaris 9, Oracle 9iSun 25K (1.2 GHz US IV)

1802,880 @ 1.95 sec16HP-UX 11, Oracle 9iHP rx8620 (1.5 GHz Itanium 2)

1551,240 @ 1.97 sec8HP-UX 11, Oracle 9iHP rp4440-8 (1.0 GHz PA-8800)

3281,313 @ 1.97 sec4AIX 5L V5.3, DB2 UDB 8.1IBM p5-570 (1.9 GHz POWER5)
3252,600 @ 1.99 sec8AIX 5L V5.3, DB2 UDB 8.1IBM p5-570 (1.9 GHz POWER5)
3165,056 @ 1.99 sec16AIX 5L V5.3, DB2 UDB 8.1IBM p5-570 (1.9 GHz POWER5)

Users per CPUNumber of UsersCPU’sSoftware ReleasesConfiguration

46,380371,044AIX 5L V5.3Oracle 10G$5.2609/30/048IBM p5-570 (1.9 GHz POWER5)

34,027136,111Red Hat LinuxOracle 10G$3.943/05/044HP rx5670 (1.5 GHz Itanium 2)
48,597194,391AIX 5L V5.3Oracle 10G$5.6209/30/044IBM p5-570 (1.9 GHz POWER5)

50,571809,144AIX 5L V5.3IBM DB2 8.1$4.9509/30/0416IBM p5-570 (1.9 GHz POWER5)

15,7521,008,144HP-UX 11.iOracle 10G$8.3304/14/0464HP Superdome (1.5 GHz Itanium 2)

tpmC/CPUtpmCOSDatabase$/tpmCAvail.CPUSystem

DB2 sets records and delivers better per-processor performance than Oracle!
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Linpack HPC 16-way

Linpack HPC 8-way

Linpack HPC 4-way

Linpack HPC 2-way

SPEC OMPM2001 16-way

SPEC OMPM2001 4-way

SPEC OMPM2001 2-way

SPECsfs_R1.v3 8-way

SPECsfs_R1.v3 4-way

SPECjbb2000 16-way

SPECjbb2000 8-way

SPECjbb2000 4-way

SPECjbb2000 2-way

SPECfp_rate2000 16-way

SPECint_rate2000 16-way
SPECfp_rate2000 8-way

SPECint_rate2000 8-way

SPECfp_rate2000 4-way

SPECint_rate2000 4-way

SPECfp2000

SAP SD 2-tier 4-way

SAP SD 2-tier 8-way

SAP SD 2-tier 16-way

TPC-C 4-way

TPC-C 8-way

TPC-C 16-way

Best of Breed
IBM

POWER5 vs. Best of Breed

See next page for data used in this graph.

Relative Performance
Source:
www.spec.org
www.tpc.org
www.sap.com/benchmark/
http://performance.netlib.org/performance/ht

ml/PDSreports.html

All results are as of 07/13/04
IBM SPEC results submitted to SPEC as of 7/13/04.

SPEC OMP results must be listed as “estimated” until approved by SPEC.

http://


I

© 2004 IBM Corporation

IBM Systems and Technology Group

POWER5 vs. Best of Breed
Comparing the best available results vs. POWER5

Source:
www.spec.org
www.tpc.org
www.sap.com/benchmark/
http://performance.netlib.org/performance/ht

ml/PDSreports.html

All results are as of 07/13/04
IBM SPEC results submitted to SPEC as of 7/13/04.

* SPEC OMP results must be listed as “estimated” until approved by SPEC.

16-way IBM p5-570 TPC-C result of 809,144 
tpmC, $4.95/tpmC, avail. 09/30/04
16-way Unisys ES7000 TPC-C result of 
309,037 tpmC, $4.49/tpmC, avail. 01/30/04
8-way IBM p5-570 TPC-C result of 371,044 
tpmC, $5.26/tpmC, avail. 09/30/04
8-way Bull NovaScale 5080 result of 175,366 
tpmC, $4.53/tpmC, avail. 06/30/04
4-way IBM p5-570 TPC-C result of 194,391 
tpmC, $/tpmC, avail. 09/30/04
4-way HP rx5670 TPC-C result of 136,111 
tpmC, $3.94/tpmC, avail. 03/05/04

HP rx5670           42.8%136111194,3911.904wTPC-C

HP rx862016.1%88.8103.11.9016wLinpack HPC
HP rx762021.2%44.453.81.908wLinpack HPC
HP rx567026.8%21.7127.521.904wLinpack HPC
HP rx56702.5%11.4911.781.652wLinpack HPC
SGI Altix 300082.7%20,95838,282*1.9016wSPEC OMPM2001 
IBM p65562.9%8,35613,613*1.904wSPEC OMPM2001 
HP rx2600 (1 GHz)98.3%2,6375,228*1.652wSPEC OMPM2001 
HP AlphaServer GS1280119.5%66235145,3621.908wSPECsfs_R1.v3
p65577.6%4270675,8391.654wSPECsfs_R1.v3
Fujitsu Primepower 90057.1%402961633,1061.9016wSPECjbb2000
Fujitsu Primepower 65053.8%213956328,9961.908wSPECjbb2000
Verari 2.4 GHz Opteron27.5%133427170,1271.904wSPECjbb2000
Tyan 2.4 GHz Opteron8.5%7954486,2671.902wSPECjbb2000
SGI Altix 300039.8%3294601.9016wSPECfp_rate2000
Fujitsu Primepower 85026.2%2332941.9016wSPECint_rate2000
SGI Altix 300050.9%1652491.908wSPECfp_rate2000
Fujitsu Primepower 65023.5%1191471.908wSPECint_rate2000
SGI Altix 300057.2%82.71301.904wSPECfp_rate2000
ProLiant DL58511.2%68.676.31.904wSPECint_rate2000
HP rx464025.0%21612,7021.901wSPECfp2000
HP rx464049.2%8801,3131.904wSAP SD 2-tier
HP rx7620 73.3%15002,6001.908wSAP SD 2-tier
HP rx862075.6%28805,0561.9016wSAP SD 2-tier

Bull NovaScale 5080111.6%175366371,0441.908wTPC-C
Unisys ES7000 Aries 420   161.8%309037809,1441.9016wTPC-C

Former Best of Breed (BoB) 
System

POWER5 
Faster By

Former 
BoB

Result
POWER5 

ResultGHz# CPU'sBenchmarks

http://


I

© 2004 IBM Corporation

IBM Systems and Technology Group

0 1 2 3
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Linpack HPC 8-way

Linpack HPC 4-way

Linpack HPC 2-way

SPEC OMPM2001 16-way
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SPEC OMPM2001 2-way

SPECjbb2000 16-way
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SPECjbb2000 4-way

SPECjbb2000 2-way

SPECfp_rate2000 16-way

SPECint_rate2000 16-way

SPECfp_rate2000 8-way

SPECint_rate2000 8-way

SPECfp_rate2000 4-way

SPECint_rate2000 4-way

SPECfp2000

SAP SD 2-tier 4-way

SAP SD 2-tier 8-way

SAP SD 2-tier 16-way

TPC-C 4-way

TPC-C 8-way

TPC-C 16-way

Fastest Itanium
IBM

POWER5 vs. Fastest Itanium

Relative Performance

See next page for data used in this graph.

Source:
www.spec.org
www.tpc.org
www.sap.com/benchmark/
http://performance.netlib.org/performance/ht

ml/PDSreports.html

All results are as of 07/13/04
IBM SPEC results submitted to SPEC as of 7/13/04.

SPEC OMP results must be listed as “estimated” until approved by SPEC.
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POWER5 vs. Fastest Itanium 2
Comparing the best available Itanium 2 results vs. POWER5

Source:
www.spec.org
www.tpc.org
www.sap.com/benchmark/
http://performance.netlib.org/performance/ht

ml/PDSreports.html

All results are as of 07/13/04
IBM SPEC results submitted to SPEC as of 7/13/04.

* SPEC OMP results must be listed as “estimated” until approved by SPEC.

16-way IBM p5-570 TPC-C result of 809,144 
tpmC, $4.95/tpmC, avail. 09/30/04
16-way Unisys ES7000 TPC-C result of 
309,037 tpmC, $4.49/tpmC, avail. 01/30/04
8-way IBM p5-570 TPC-C result of 371,044 
tpmC, $5.26/tpmC, avail. 09/30/04
8-way Bull NovaScale 5080 result of 175,366 
tpmC, $4.53/tpmC, avail. 06/30/04
4-way IBM p5-570 TPC-C result of 194,391 
tpmC, $/tpmC, avail. 09/30/04
4-way HP rx5670 TPC-C result of 136,111 
tpmC, $3.94/tpmC, avail. 03/05/04

HP rx5670           42.82%136111194,3911.904wTPC-C

HP rx862016.10%88.81031.9016wLinpack HPC
HP rx762021.17%44.4541.908wLinpack HPC
HP rx567026.76%21.71281.904wLinpack HPC
HP rx56702.52%11.49121.652wLinpack HPC
SGI Altix 300082.66%20,95838,282*1.9016wSPEC OMPM2001  
HP rx762097.69%6,88613,613*1.904wSPEC OMPM2001 
HP rx2600 (1 GHz)98.26%2,6375,228*1.652wSPEC OMPM2001  

DNP145,3621.908wSPECsfs_R1.v3
DNP75,8391.654wSPECsfs_R1.v3

HP rx862085.61%341098633,1061.9016wSPECjbb2000
HP rx762072.80%190393328,9961.908wSPECjbb2000
HP rx567046.07%116466170,1271.904wSPECjbb2000
HP rx260040.23%6151786,2671.902wSPECjbb2000
SGI Altix 300039.82%3294601.9016wSPECfp_rate2000
HP rx862026.72%2322941.9016wSPECint_rate2000
SGI Altix 300050.91%1652491.908wSPECfp_rate2000
HP rx862025.64%1171471.908wSPECint_rate2000
SGI Altix 300057.19%82.71301.904wSPECfp_rate2000
HP rx464018.85%64.2761.904wSPECint_rate2000
HP rx464025.03%21612,7021.901wSPECfp2000

DNP15,0041.908wOracle Apps 11.5.9
HP rx464049.20%8801,3131.904wSAP SD 2-tier
HP rx7620 73.33%15002,6001.908wSAP SD 2-tier
HP rx8620 1.5 GHz Itanium75.56%28805,0561.9016wSAP SD 2-tier

Bull NovaScale 5080111.58%175366371,0441.908wTPC-C
Unisys ES7000 Aries 420   161.83%309037809,1441.9016wTPC-C
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SPECint_rate2000 8-way

SPECfp_rate2000 4-way

SPECint_rate2000 4-way

SAP SD 2-tier 8-way

TPC-C/CPU

Fastest PA-RISC
IBM

POWER5 vs. Fastest HP PA-RISC

Relative Performance

64-way Superdome

See next page for data used in this graph.

Source:
www.spec.org
www.tpc.org
www.sap.com/benchmark/
http://performance.netlib.org/performance/ht

ml/PDSreports.html

All results are as of 07/13/04
IBM SPEC results submitted to SPEC as of 7/13/04.

SPEC OMP results must be listed as “estimated” until approved by SPEC.
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POWER5 vs. Fastest PA-RISC
Comparing the best available PA-RISC results vs. POWER5

Source:
www.spec.org
www.tpc.org
www.sap.com/benchmark/
http://performance.netlib.org/performance/ht

ml/PDSreports.html

All results are as of 07/13/04
IBM SPEC results submitted to SPEC as of 7/13/04.

* SPEC OMP results must be listed as “estimated” until approved by SPEC.

16-way IBM p5-570 TPC-C result of 809,144 
tpmC, $4.95/tpmC, avail. 09/30/04
8-way IBM p5-570 TPC-C result of 371,044 
tpmC, $5.26/tpmC, avail. 09/30/04
64-way HP Superdome result of 541,673 
tpmC, $11.66/tpmC, avail. 01/30/04

DNP194,3911.904wTPC-C

DNP1031.9016wLinpack HPC
DNP541.908wLinpack HPC
DNP281.904wLinpack HPC
DNP121.652wLinpack HPC

HP Superdome 875 MHz335.6%8,78838,282*1.9016wSPEC OMPM2001

DNP13,613*1.904wSPEC OMPM2001 
DNP5,228*1.652wSPEC OMPM2001
DNP145,3621.908wSPECsfs_R1.v3
DNP75,8391.654wSPECsfs_R1.v3

HP rp8400 875 MHz174.9%230292633,1061.9016wSPECjbb2000
HP rp7410 875 MHz157.1%127986328,9961.908wSPECjbb2000

DNP170,1271.904wSPECjbb2000
DNP86,2671.902wSPECjbb2000

HP rp8420-16318.2%1104601.9016wSPECfp_rate2000
HP rp8420-16107.0%1422941.9016wSPECint_rate2000
HP rp7420-8298.4%62.5249.01.908wSPECfp_rate2000
HP rp4440-8100.8%73.2147.01.908wSPECint_rate2000
HP rp4440-8274.6%34.7130.01.904wSPECfp_rate2000
HP rp3440-8105.7%37.176.31.904wSPECint_rate2000

DNP2,7021.901wSPECfp2000
DNP15,0041.908wOracle Apps 11.5.9
DNP1,3131.904wSAP SD 2-tier

rp4440 1.0 GHz109.7%12402,6001.908wSAP SD 2-tier
DNP5,0561.9016wSAP SD 2-tier

DNP371,0441.908wTPC-C
64-way 875 MHz HP Superdome491%8,46450,5711.9016wtpmC/CPU
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Fastest Sun
IBM

POWER5 vs. Sun

Relative Performance

104-”core” E2K

See next page for data used in this graph.

Source:
www.spec.org
www.tpc.org
www.sap.com/benchmark/
http://performance.netlib.org/performance/ht

ml/PDSreports.html

All results are as of 07/13/04
IBM SPEC results submitted to SPEC as of 7/13/04.

SPEC OMP results must be listed as “estimated” until approved by SPEC.
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12-way Sun Fire 4800 
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POWER5 vs. Fastest Sun
Comparing the best available SPARC results vs. POWER5

Source:
www.spec.org
www.tpc.org
www.sap.com/benchmark/
http://performance.netlib.org/performance/ht

ml/PDSreports.html

All results are as of 07/13/04
IBM SPEC results submitted to SPEC as of 7/13/04.

* SPEC OMP results must be listed as “estimated” until approved by SPEC.

DNP194,3911.904wTPC-C
104-way E25K 1.2 GHz235%97.83161.9016wSAP SD 2-tier/CPU

DNP1031.9016wLinpack HPC
DNP541.908wLinpack HPC
DNP281.904wLinpack HPC
DNP121.652wLinpack HPC

24-way Sun Fire 6800267%6512,392*1.9016wSPEC OMPM2001 / CPU
DNP13,613*1.904wSPEC OMPM2001  
DNP5,228*1.652wSPEC OMPM2001  
DNP145,3621.908wSPECsfs_R1.v3
DNP75,8391.654wSPECsfs_R1.v3
DNP633,1061.9016wSPECjbb2000

12-way Sun Fire 4800297%10,35441,1241.908wSPECjbb2000/CPU
DNP170,1271.904wSPECjbb2000
DNP86,2671.902wSPECjbb2000

Sun E4900243%1344601.9016wSPECfp_rate2000
Sun E4900149%1182941.9016wSPECint_rate2000
Sun V880188%86.3249.01.908wSPECfp_rate2000
Sun V880134%62.8147.01.908wSPECint_rate2000
Sun V480185%45.5130.01.904wSPECfp_rate2000
Sun V480140%31.776.31.904wSPECint_rate2000
Sun Blade 2000 1.2 GHz141%11182,7021.901wSPECfp2000

DNP15,0041.908wOracle Apps 11.5.9
E4900 1.2 GHz310%3201,3131.904wSAP SD 2-tier
V880 900 MHz333%6002,6001.908wSAP SD 2-tier

DNP371,0441.908wTPC-C
DNP809,1441.9016wTPC-C
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POWER5 vs. Sun UltraSPARC IV
IBM publishes results in all the major benchmarks to demonstrate performance across all workloads.

Have not published#1 2/4/8/16-way Performance2/4/8/16-way p5-570Linpack HPC

Lost badly to 2-way POWER5
Worse than 72-way UltraSPARC III

Per-CPU loses to POWER5 by 223%

4-”core”
72-”core”
104-”core”

#1 2-way Performance
#1 4/8-way Performance

#1 16-way, Beats Sun 72-”core”

2-way i5-520
4/8-way p5-570
16-way p5-570

SAP SD 2-tier

Have not published
Have not published
Have not published
Have not published
Have not published

72-way F25K

Have not published
Have not published

24-”core”

Have not published
Have not published
Have not published

Have not published

Have not published
48-”core”

Have not published
Have not published

8 to 48-”core”
8 to 48-”core”

Have not published
Have not published

UltraSPARC IV

Lost by 29% to 32-way POWER4#1 2-way Performance2-way i5-520Lotus Notesbench

Oracle Apps RAC

#1 2/4/8/16-way Performance2/4/8/16-way p5-570SPECompM2000

SPECweb99
SPECweb99_SSL

#1 16-way Performance16-way p5-570TPC-C (DB2)

TPC-H
#1 4/8-way Performance4/8-way p5-570TPC-C (Oracle)

#1 4-way Performance
#1 8-way Performance

4-way p5-550
8-way p5-570

SPECsfs V3

SPECsfs V2
Lost badly to 32-way POWER4#1 2/4/8/16-way Performance2/4/8/16-way p5-570SPECjbb

Lost badly to POWER4#1 4/8/16-way Performance4/8/16-way p5-570SPECfp_rate2000
Lost badly to POWER4#1 4/8/16-way Performance4/8/16-way p5-570SPECint_rate2000

#1 Performance1-way p5-570SPECfp2000
SPECint2000

Top PerformancePublishedStar-CD
Top Performance
Top Performance

#1 Overall Performance

Results*

PublishedAbacus
PublishedAnsys
PublishedFluent 5

PublishedSTREAM

8-way p5-570Oracle Applications

Benchmark POWER5 Results*

* Comments applicable on date of publishing of benchmark results As of 07/13/04.


