<IEEE

IEEE Standard for Verilog®
Hardware Description Language

IEEE Computer Society

Sponsored by the
Design Automation Standards Committee

|IEEE

3 Park Avenue IEEE Std 1364™-2005
New York, NY 10016-5997, USA (Revision of IEEE Std 1364-2001)
7 April 2006

Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



IEEE Std 1364™-2005
(Revision of IEEE Std 1364-2001)

IEEE Standard for Verilog®
Hardware Description Language

Sponsor

Design Automation Standards Committee
of the
IEEE Computer Society

Abstract: The Verilog hardware description language (HDL) is defined in this standard. Verilog
HDL is a formal notation intended for use in all phases of the creation of electronic systems. Be-
cause it is both machine-readable and human-readable, it supports the development, verification,
synthesis, and testing of hardware designs; the communication of hardware design data; and the
maintenance, modification, and procurement of hardware. The primary audiences for this standard
are the implementors of tools supporting the language and advanced users of the language.
Keywords: computer, computer languages, digital systems, electronic systems, hardware, hard-
ware description languages, hardware design, HDL, PLI, programming language interface, Verilog,
Verilog HDL, Verilog PLI

The Institute of Electrical and Electronics Engineers, Inc.
3 Park Avenue, New York, NY 10016-5997, USA

Copyright © 2006 by the Institute of Electrical and Electronics Engineers, Inc.
All rights reserved. Published 7 April 2006. Printed in the United States of America.

IEEE is a registered trademark in the U.S. Patent & Trademark Office, owned by the Institute of Electrical and Electronics
Engineers, Incorporated.

Verilog is a registered trademark of Cadence Design Systems, Inc.

Print: ISBN 0-7381-4850-4 SH95395
PDF: ISBN 0-7381-4851-2  SS95395

No part of this publication may be reproduced in any form, in an electronic retrieval system or otherwise, without the prior
written permission of the publisher.

Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



IEEE Standards documents are developed within the IEEE Societies and the Standards Coordinating
Committees of the IEEE Standards Association (IEEE-SA) Standards Board. The IEEE develops its standards
through a consensus development process, approved by the American National Standards Institute, which brings
together volunteers representing varied viewpoints and interests to achieve the final product. Volunteers are not
necessarily members of the Institute and serve without compensation. While the IEEE administers the process
and establishes rules to promote fairness in the consensus development process, the IEEE does not independently
evaluate, test, or verify the accuracy of any of the information contained in its standards.

Use of an IEEE Standard is wholly voluntary. The IEEE disclaims liability for any personal injury, property or
other damage, of any nature whatsoever, whether special, indirect, consequential, or compensatory, directly or
indirectly resulting from the publication, use of, or reliance upon this, or any other IEEE Standard document.

The IEEE does not warrant or represent the accuracy or content of the material contained herein, and expressly
disclaims any express or implied warranty, including any implied warranty of merchantability or fitness for a spe-
cific purpose, or that the use of the material contained herein is free from patent infringement. IEEE Standards
documents are supplied “AS IS.”

The existence of an IEEE Standard does not imply that there are no other ways to produce, test, measure,
purchase, market, or provide other goods and services related to the scope of the IEEE Standard. Furthermore, the
viewpoint expressed at the time a standard is approved and issued is subject to change brought about through
developments in the state of the art and comments received from users of the standard. Every IEEE Standard is
subjected to review at least every five years for revision or reaffirmation. When a document is more than five
years old and has not been reaffirmed, it is reasonable to conclude that its contents, although still of some value,
do not wholly reflect the present state of the art. Users are cautioned to check to determine that they have the
latest edition of any IEEE Standard.

In publishing and making this document available, the IEEE is not suggesting or rendering professional or other
services for, or on behalf of, any person or entity. Nor is the IEEE undertaking to perform any duty owed by any
other person or entity to another. Any person utilizing this, and any other IEEE Standards document, should rely
upon the advice of a competent professional in determining the exercise of reasonable care in any given
circumstances.

Interpretations: Occasionally questions may arise regarding the meaning of portions of standards as they relate to
specific applications. When the need for interpretations is brought to the attention of IEEE, the Institute will initiate
action to prepare appropriate responses. Since IEEE Standards represent a consensus of concerned interests, it is
important to ensure that any interpretation has also received the concurrence of a balance of interests. For this
reason, IEEE and the members of its societies and Standards Coordinating Committees are not able to provide an
instant response to interpretation requests except in those cases where the matter has previously received formal
consideration. At lectures, symposia, seminars, or educational courses, an individual presenting information on
IEEE standards shall make it clear that his or her views should be considered the personal views of that individual
rather than the formal position, explanation, or interpretation of the IEEE.

Comments for revision of IEEE Standards are welcome from any interested party, regardless of membership affil-
iation with IEEE. Suggestions for changes in documents should be in the form of a proposed change of text,
together with appropriate supporting comments. Comments on standards and requests for interpretations should
be addressed to:

Secretary, IEEE-SA Standards Board

445 Hoes Lane

Piscataway, NJ 08854

USA

NOTE—Attention is called to the possibility that implementation of this standard may require use of subject
matter covered by patent rights. By publication of this standard, no position is taken with respect to the
existence or validity of any patent rights in connection therewith. The IEEE shall not be responsible for
identifying patents for which a license may be required by an IEEE standard or for conducting inquiries into the
legal validity or scope of those patents that are brought to its attention.

Authorization to photocopy portions of any individual standard for internal or personal use is granted by the Insti-
tute of Electrical and Electronics Engineers, Inc., provided that the appropriate fee is paid to Copyright Clearance
Center. To arrange for payment of licensing fee, please contact Copyright Clearance Center, Customer Service,
222 Rosewood Drive, Danvers, MA 01923 USA; +1 978 750 8400. Permission to photocopy portions of any indi-
vidual standard for educational classroom use can also be obtained through the Copyright Clearance Center.

Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



Introduction
This introduction is not a part of IEEE Std 1364-2005, IEEE Standard for Veri10g® Hardware Description Language.

The Verilog hardware description language (HDL) became an IEEE standard in 1995 as IEEE Std 1364-
1995. It was designed to be simple, intuitive, and effective at multiple levels of abstraction in a standard
textual format for a variety of design tools, including verification simulation, timing analysis, test analysis,
and synthesis. It is because of these rich features that Verilog has been accepted to be the language of choice
by an overwhelming number of integrated circuit (IC) designers.

Verilog contains a rich set of built-in primitives, including logic gates, user-definable primitives, switches,
and wired logic. It also has device pin-to-pin delays and timing checks. The mixing of abstract levels is
essentially provided by the semantics of two data types: nets and variables. Continuous assignments, in
which expressions of both variables and nets can continuously drive values onto nets, provide the basic
structural construct. Procedural assignments, in which the results of calculations involving variable and net
values can be stored into variables, provide the basic behavioral construct. A design consists of a set of mod-
ules, each of which has an input/output (I/O) interface, and a description of its function, which can be struc-
tural, behavioral, or a mix. These modules are formed into a hierarchy and are interconnected with nets.

The Verilog language is extensible via the programming language interface (PLI) and the Verilog proce-
dural interface (VPI) routines. The PLI/VPI is a collection of routines that allows foreign functions to access
information contained in a Verilog HDL description of the design and facilitates dynamic interaction with
simulation. Applications of PLI/VPI include connecting to a Verilog HDL simulator with other simulation
and computer-assisted design (CAD) systems, customized debugging tasks, delay calculators, and
annotators.

The language that influenced Verilog HDL the most was HILO-2, which was developed at Brunel Univer-
sity in England under a contract to produce a test generation system for the British Ministry of Defense.
HILO-2 successfully combined the gate and register transfer levels of abstraction and supported verification
simulation, timing analysis, fault simulation, and test generation.

In 1990, Cadence Design Systems placed the Verilog HDL into the public domain and the independent
Open Verilog International (OVI) was formed to manage and promote Verilog HDL. In 1992, the Board of
Directors of OVI began an effort to establish Verilog HDL as an IEEE standard. In 1993, the first IEEE
working group was formed; and after 18 months of focused efforts, Verilog became an IEEE standard as
IEEE Std 1364-1995.

After the standardization process was complete, the IEEE P1364 Working Group started looking for feed-
back from IEEE 1364 users worldwide so the standard could be enhanced and modified accordingly. This
led to a five-year effort to get a much better Verilog standard in IEEE Std 1364-2001.

With the completion of IEEE Std 1364-2001, work continued in the larger Verilog community to identify
outstanding issues with the language as well as ideas for possible enhancements. As Accellera began work-
ing on standardizing SystemVerilog in 2001, additional issues were identified that could possibly have led to
incompatibilities between Verilog 1364 and SystemVerilog. The IEEE P1364 Working Group was estab-
lished as a subcomittee of the SystemVerilog P1800 Working Group to help ensure consistent resolution of
such issues. The result of this collaborative work is this standard, IEEE Std 1364-2005.
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Notice to users

Errata

Errata, if any, for this and all other standards can be accessed at the following URL: http:/stan-
dards.ieee.org/reading/icee/updates/errata/index.html. Users are encouraged to check this URL for errata
periodically.

Interpretations

Current interpretations can be accessed at the following URL: http://standards.ieee.org/reading/ieee/interp/
index.html.

Patents

Attention is called to the possibility that implementation of this standard may require use of subject matter
covered by patent rights. By publication of this standard, no position is taken with respect to the existence or
validity of any patent rights in connection therewith. The IEEE shall not be responsible for identifying
patents or patent applications for which a license may be required to implement an IEEE standard or for
conducting inquiries into the legal validity or scope of those patents that are brought to its attention.
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IEEE Standard for Verilog®
Hardware Description Language

1. Overview

1.1 Scope

Verilog is a hardware description language (HDL) that was standardized as IEEE Std 1364™-1995 and first
revised as IEEE Std 1364-2001. This revision corrects and clarifies features ambiguously described in the
1995 and 2001 editions. It also resolves incompatibilities and inconsistencies of IEEE 1364-2001 with IEEE
Std 1800™-2005.

The intent of this standard is to serve as a complete specification of the Verilog HDL. This standard contains
the following:

— The formal syntax and semantics of all Verilog HDL constructs

—  The formal syntax and semantics of standard delay format (SDF) constructs

— Simulation system tasks and functions, such as text output display commands

—  Compiler directives, such as text substitution macros and simulation time scaling
—  The programming language interface (PLI) binding mechanism

—  The formal syntax and semantics of the Verilog procedural interface (VPI)

— Informative usage examples

— Informative delay model for SDF

—  The VPI header file

1.2 Conventions used in this standard

This standard is organized into clauses, each of which focuses on a specific area of the language. There are
subclauses within each clause to discuss individual constructs and concepts. The discussion begins with an
introduction and an optional rationale for the construct or the concept, followed by syntax and semantic
descriptions, followed by some examples and notes.

The term shall is used throughout this standard to indicate mandatory requirements, whereas the term may is
used to indicate optional features. These terms denote different meanings to different readers of this
standard:
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a)

b)

To the developers of tools that process the Verilog HDL, the term shall denotes a requirement that
the standard imposes. The resulting implementation is required to enforce the requirements and to
issue an error if the requirement is not met by the input.

To the Verilog HDL model developer, the term shall denotes that the characteristics of the Verilog
HDL are natural consequences of the language definition. The model developer is required to adhere
to the constraint implied by the characteristic. The term may denotes optional features that the model
developer can exercise at discretion. If such features are used, however, the model developer is
required to follow the requirements set forth by the language definition.

To the Verilog HDL model user, the term shall denotes that the characteristics of the models are nat-
ural consequences of the language definition. The model user can depend on the characteristics of
the model implied by its Verilog HDL source text.

1.3 Syntactic description

The formal syntax of the Verilog HDL is described using Backus-Naur Form (BNF). The following
conventions are used:

Lowercase words, some containing embedded underscores, are used to denote syntactic categories.
For example:

module declaration

Boldface words are used to denote reserved keywords, operators, and punctuation marks as a
required part of the syntax. For example:

module => ;

A vertical bar separates alternative items unless it appears in boldface, in which case it stands for
itself. For example:

unary_operator ::=
-~ &) ~&] [ A2~ A

Square brackets enclose optional items. For example:

input_declaration ::= input [range] list_of variables ;

Braces ({}) enclose a repeated item unless it appears in boldface, in which case it stands for itself.
The item may appear zero or more times; the repetitions occur from left to right as with an
equivalent left-recursive rule. Thus, the following two rules are equivalent:

list of param assignments ::= param_assignment {, param_assignment }
list of param_assignments ::=
param_assignment
| list of param assignment, param_assignment

If the name of any category starts with an italicized part, it is equivalent to the category name
without the italicized part. The italicized part is intended to convey some semantic information. For
example, “msb_index” and “/sh_index” are equivalent to “index.”

The main text uses italicized font when a term is being defined and uses constant-width font for
examples, file names, and constants, especially 0, 1, x, and z values.
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1.4 Use of color in this standard

This standard uses a minimal amount of color to enhance readability. The coloring is not essential and does
not affect the accuracy of this standard when viewed in pure black and white. Color is used to show cross
references that are hyperlinked to other portions of this standard. These hyperlinked cross references are
shown in underlined-blue text (hyperlinking works when this standard is viewed interactively as a PDF file).

1.5 Contents of this standard

A synopsis of the clauses and annexes is presented as a quick reference. There are 28 clauses and 9 annexes.
All clauses, as well as Annex A, Annex B, and Annex G, are normative parts of this standard. Annex C,
Annex D, Annex H, and Annex I are included for informative purposes only.

IEEE Std 1364-2005 has deprecated the task/function (TF) and access (ACC) routines, which were specified
previously in Clause 21 through Clause 25, Annex E, and Annex F of IEEE Std 1364-2001 I Clause 20 has
been modified to reflect this change. The text of deprecated clauses and annexes has been removed from this
version of the standard, but the clause headings have been retained. See the corresponding clauses in IEEE
Std 1364-2001 for the deprecated text.

Clause 1 discusses the conventions used in this standard and its contents.

Clause 2 lists references to other publications that are required in order to implement this standard.

Clause 3 describes the lexical tokens used in Verilog HDL source text and their conventions. It describes
how to specify and interpret the lexical tokens.

Clause 4 describes net and variable data types. This clause also discusses the parameter data type for
constant values and describes drive and charge strength of the values on nets.

Clause 5 describes the operators and operands that can be used in expressions.

Clause 6 compares the two main types of assignment statements in the Verilog HDL—continuous
assignments and procedural assignments. It describes the continuous assignment statement that drives values
onto nets.

Clause 7 describes the gate- and switch-level primitives and logic strength modeling.

Clause 8 describes how a primitive can be defined in the Verilog HDL and how these primitives are
included in Verilog HDL models.

Clause 9 describes procedural assignments, procedural continuous assignments, and behavioral language
statements.

Clause 10 describes tasks and functions—procedures that can be called from more than one place in a
behavioral model. It describes how tasks can be used like subroutines and how functions can be used to
define new operators. The clause describes how to disable the execution of a task and a named block of

statements.

Clause 11 describes the scheduling semantics of the Verilog HDL.

IFor information on references, see Clause 2.
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Clause 12 describes how hierarchies are created in the Verilog HDL and how parameter values declared in a
module can be overridden. It describes how generated constructs can be used to do conditional or multiple
instantiations in a design.

Clause 13 describes how to configure the contents of a design.

Clause 14 describes how to specify timing relationships between input and output ports of a module.

Clause 15 describes how timing checks are used in specify blocks to determine whether signals obey the
timing constraints.

Clause 16 describes syntax and semantics of SDF constructs.
Clause 17 describes the system tasks and functions.

Clause 18 describes the system tasks associated with value change dump (VCD) file and the format of the
file.

Clause 19 describes the compiler directives.

Clause 20 previews the C language procedural interface standard (i.e., PLI) and interface mechanisms that
are part of the Verilog HDL.

Clause 21 has been deprecated. See IEEE Std 1364-2001 for the contents of this clause.
Clause 22 has been deprecated. See IEEE Std 1364-2001 for the contents of this clause.
Clause 23 has been deprecated. See IEEE Std 1364-2001 for the contents of this clause.
Clause 24 has been deprecated. See IEEE Std 1364-2001 for the contents of this clause.
Clause 25 has been deprecated. See IEEE Std 1364-2001 for the contents of this clause.
Clause 26 provides an overview of the types of operations that are done with the VPI routines.
Clause 27 describes the VPI routines.

Clause 28 describes encryption and decryption of source text regions.

Annex A (normative) describes, using BNF, the syntax of the Verilog HDL.

Annex B (normative) lists the Verilog HDL keywords.

Annex C (informative) describes system tasks and functions that are frequently used, but that are not part of
this standard.

Annex D (informative) describes compiler directives that are frequently used, but that are not part of this
standard.

Annex E has been deprecated. See I[EEE Std 1364-2001 for the contents of this annex.
Annex F has been deprecated. See IEEE Std 1364-2001 for the contents of this annex.

Annex G (normative) provides a listing of the contents of the vpi_user.h file.

4 Copyright © 2006 IEEE. All rights reserved.
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Annex H (informative) describes the various scenarios that can be used for intellectual property (IP)
protection, and it also shows how the relevant pragmas will be used to achieve the desired effect of securely
protecting, distributing, and decrypting the model.

Annex [ (informative) contains bibliographic entries pertaining to this standard.

1.6 Deprecated clauses

IEEE Std 1364-2005 deprecates the Verilog PLI TF and ACC routines that were contained in previous
versions of this standard. These routines were described in Clause 21 through Clause 25, Annex E, and
Annex F. The text of these clauses and annexes have been removed from this version of the standard. The
text of these deprecated clauses and annexes can be found in IEEE Std 1364-2001.

1.7 Header file listings

The header file listings included in Annex G for vpi_user.h are a normative part of this standard. All
compliant software tools should use the same function declarations, constant definitions, and structure
definitions contained in these header file listings.

1.8 Examples
Several small examples in the Verilog HDL and the C programming language are shown throughout this

standard. These examples are informative. They are intended to illustrate the usage of Verilog HDL
constructs and PLI functions in a simple context and do not define the full syntax.

1.9 Prerequisites

Clause 20, Clause 26, Clause 27, and Annex G presuppose a working knowledge of the C programming
language.
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2. Normative references

The following referenced documents are indispensable for the application of this standard. For dated
references, only the edition cited applies. For undated references, the latest edition of the referenced
document (including any amendments or corrigenda) applies.

Anderson, R., Biham, E., and Knudsen, L. “Serpent: A Proposal for the Advanced Encryption Standard,”
NIST AES Proposal, 1998, http://www.cl.cam.ac.uk/ftp/users/rjal4/serpent.tar.gz.

ANSI Std X9.52-1998, American National Standard for Financial Services—Triple Data Encryption Algo-
rithm Modes of Operation.2

ElGamal, T., “A Public-Key Cryptosystem and a Signature Scheme Based on Discrete Logarithms,” I[EEE
Transactions on Information Theory, vol. IT-31, no. 4, pp. 469472, July 1985.

FIPS 46-3 (October 1999), Data Encryption Standard (DES).3

FIPS 180-2 (August 2002), Secure Hash Standard (SHS).

FIPS 197 (November 2001), Advanced Encryption Standard (AES).

IEEE Std 754™.-1985, IEEE Standard for Binary Floating-Point Arithmetic.* >

IEEE Std 1003.1™, [EEE Standard for Information Technology—Portable Operating System Interface
(POSIX®).

IEEE Std 1364™-2001, IEEE Standard for Verilog® Hardware Description Language.
IETF RFC 1319 (April 1992), The MD2 Message-Digest Algorithm.6
IETF RFC 1321 (April 1992), The MD5 Message-Digest Algorithm.

IETF RFC 2045 (November 1996), Multipurpose Internet Mail Extensions (MIME), Part One: Format of
Internet Message Bodies.

IETF RFC 2144 (May 1997), The CAST-128 Encryption Algorithm.
IETF RFC 2437 (October 1998), PKCS #1: RSA Cryptography Specifications, Version 2.0.

IETF RFC 2440 (November 1998), OpenPGP Message Format.

2ANSI publications are available from the Sales Department, American National Standards Institute, 25 West 43rd Street, 4th Floor,
New York, NY 10036, USA (http://www.ansi.org/).

3FIPS publications are available from the National Technical Information Service (NTIS), U. S. Dept. of Commerce, 5285 Port Royal
Rd., Springfield, VA 22161 (http://www.ntis.org/).

“IEEE publications are available from the Institute of Electrical and Electronics Engineers, 445 Hoes Lane, Piscataway, NJ 08854,
USA (http://standards.ieee.org/).

The IEEE standards or products referred to in this clause are trademarks of the Institute of Electrical and Electronics Engineers, Inc.
SIETF requests for comments (RFCs) are available from the Internet Engineering Task Force (http:/www.ieft.org).
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ISO/IEC 10118-3:2004, Information technology—Security techniques—Hash-functions—Part 3: Dedicated
hash-functions.’

Schneier, B., “Description of a New Variable-Length Key, 64-Bit Block Cipher (Blowfish),” Fast Software
Encryption, Cambridge Security Workshop Proceedings (December 1993), Springer-Verlag, 1994, pp. 191—
204.

Schneier, B., et al, The Twofish Encryption Algorithm: A 128-Bit Block Cipher, 1st ed., Wiley, 1999.

"ISO/IEC publications are available from the ISO Central Secretariat, Case Postale 56, 1 rue de Varembé, CH-1211, Genéve 20, Swit-
zerland/Suisse (http://www.iso.ch/). ISO/IEC publications are also available in the United States from Global Engineering Documents,
15 Inverness Way East, Englewood, Colorado 80112, USA (http://global.ihs.com/). Electronic copies are available in the United States
from the American National Standards Institute, 25 West 43rd Street, 4th Floor, New York, NY 10036, USA (http://www.ansi.org/).
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3. Lexical conventions

This clause describes the lexical tokens used in Verilog HDL source text and their conventions.

3.1 Lexical tokens

Verilog HDL source text files shall be a stream of lexical tokens. A lexical token shall consist of one or more
characters. The layout of tokens in a source file shall be free format; that is, spaces and newlines shall not be
syntactically significant other than being token separators, except for escaped identifiers (see 3.7.1).

The types of lexical tokens in the language are as follows:

—  White space
— Comment
—  Operator

—  Number

—  String

— Identifier
—  Keyword

3.2 White space
White space shall contain the characters for spaces, tabs, newlines, and formfeeds. These characters shall be

ignored except when they serve to separate other lexical tokens. However, blanks and tabs shall be
considered significant characters in strings (see 3.6).

3.3 Comments
The Verilog HDL has two forms to introduce comments. A one-line comment shall start with the two
characters // and end with a newline. A block comment shall start with /* and end with */. Block

comments shall not be nested. The one-line comment token // shall not have any special meaning in a block
comment.

3.4 Operators

Operators are single-, double-, or triple-character sequences and are used in expressions. Clause 5 discusses
the use of operators in expressions.

Unary operators shall appear to the left of their operand. Binary operators shall appear between their
operands. A conditional operator shall have two operator characters that separate three operands.

8 Copyright © 2006 IEEE. All rights reserved.
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3.5 Numbers

Constant numbers can be specified as integer constants (defined in 3.5.1) or real constants.

number ::= (From A.8.7)
decimal number
| octal number
| binary number
| hex number
| real number
real_number?® ::=
unsigned number . unsigned number
| unsigned number [ . unsigned number ] exp [ sign ] unsigned number
exp::=e|E
decimal number ::=
unsigned _number
| [ size ] decimal base unsigned number
| [ size ] decimal base x_digit { _}
| [ size ] decimal base z_digit { _}
binary number ::=
[ size ] binary base binary value

octal number ::=
[ size ] octal base octal value

hex number ::=
[ size ] hex_base hex_value

sign ==+ -
size ::=non_zero unsigned number
non_zero_unsigned number? ::= non_zero decimal digit { | decimal digit}
unsigned_number? ::= decimal_digit { _| decimal_digit }
binary value? ::= binary digit { | binary_digit }
octal_value? ::= octal_digit { _| octal digit }
hex value? ::= hex digit { _|hex_digit }
decimal_base? ::="[s|S]d | '[s|S]D
binary base? ::= "[s|S]b | '[s|S]B
octal_base?::="[s|S]o | '[s|S]O
hex_base? ::="[s|STh | '[s|S]TH
non_zero decimal digit::=1]2[3(4|5|6|7|8]|9
decimal digit::=0]1|2|3|4|5|/6|7|8]9
binary digit ::=x_digit | z_digit| 0|1
octal digit ::=x_digit|z digit|0|1|2|3|4|5|6|7
hex_digit ::=
x_digit |z digit|0]1]2]3|4|5/6]7|8]9
la|blc|d[e[f[A[B[C|D|E[F
x_digit :==x|X
z digit::=z|Z|?

2Embedded spaces are illegal.

Syntax 3-1—Syntax for integer and real numbers
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3.5.1 Integer constants
Integer constants can be specified in decimal, hexadecimal, octal, or binary format.

There are two forms to express integer constants. The first form is a simple decimal number, which shall be
specified as a sequence of digits 0 through 9, optionally starting with a plus or minus unary operator. The
second form specifies a based constant, which shall be composed of up to three tokens—an optional size
constant, an apostrophe character (', ASCII 0x27) followed by a base format character, and the digits
representing the value of the number. It shall be legal to macro-substitute these three tokens.

The first token, a size constant, shall specify the size of the constant in terms of its exact number of bits. It
shall be specified as a nonzero unsigned decimal number. For example, the size specification for two
hexadecimal digits is 8 because one hexadecimal digit requires 4 bits.

The second token, a base format, shall consist of a case-insensitive letter specifying the base for the
number, optionally preceded by the single character s (or S) to indicate a signed quantity, preceded by the
apostrophe character. Legal base specifications are d, D, h, H, o, O, b, or B for the bases decimal,
hexadecimal, octal, and binary, respectively.

The apostrophe character and the base format character shall not be separated by any white space.

The third token, an unsigned number, shall consist of digits that are legal for the specified base format. The
unsigned number token shall immediately follow the base format, optionally preceded by white space. The
hexadecimal digits a to £ shall be case insensitive.

Simple decimal numbers without the size and the base format shall be treated as signed integers, whereas the
numbers specified with the base format shall be treated as signed integers if the s designator is included or
as unsigned integers if the base format only is used. The s designator does not affect the bit pattern
specified, only its interpretation.

A plus or minus operator preceding the size constant is a unary plus or minus operator. A plus or minus
operator between the base format and the number is an illegal syntax.

Negative numbers shall be represented in twos-complement form.

An x represents the unknown value in hexadecimal, octal, and binary constants. A z represents the high-
impedance value. See 4.1 for a discussion of the Verilog HDL value set. An x shall set 4 bits to unknown in
the hexadecimal base, 3 bits in the octal base, and 1 bit in the binary base. Similarly, a z shall set 4 bits,
3 bits, and 1 bit, respectively, to the high-impedance value.

If the size of the unsigned number is smaller than the size specified for the constant, the unsigned number
shall be padded to the left with zeros. If the leftmost bit in the unsigned number is an x or a z, then an x or a
z shall be used to pad to the left, respectively. If the size of the unsigned number is larger than the size
specified for the constant, the unsigned number shall be truncated from the left.

The number of bits that make up an unsized number (which is a simple decimal number or a number without
the size specification) shall be at least 32. Unsized unsigned constants where the high-order bit is unknown

(X or x) or three-state (z or z) shall be extended to the size of the expression containing the constant.

NOTE—In IEEE Std 1364-1995, in unsized constants where the high-order bit is unknown or three-state, the x or z was
only extended to 32 bits.

The use of x and z in defining the value of a number is case insensitive.
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When used in a number, the question-mark (?) character is a Verilog HDL alternative for the z character. It
sets 4 bits to the high-impedance value in hexadecimal numbers, 3 bits in octal, and 1 bit in binary. The
question mark can be used to enhance readability in cases where the high-impedance value is a do-not-care
condition. See the discussion of casez and casex in 9.5.1. The question-mark character is also used in user-
defined primitive (UDP) state tables. See Table 8-1 in 8.1.6.

In a decimal constant, the unsigned number token shall not contain any x, z, or ? digits, unless there is
exactly one digit in the token, indicating that every bit in the decimal constant is x or z.

The underscore character () shall be legal anywhere in a number except as the first character. The
underscore character is ignored. This feature can be used to break up long numbers for readability purposes.

For example:

Example 1—Unsized constant numbers

659 // is a decimal number

'h 837FF // is a hexadecimal number

'07460 // is an octal number

4af // is illegal (hexadecimal format requires 'h)

Example 2—Sized constant numbers

4'b1001 // 1s a 4-bit binary number

5 'D 3 // is a 5-bit decimal number

3'b01x // i1s a 3-bit number with the least
// significant bit unknown

12'hx // 1is a 12-bit unknown number

16'hz // is a 16-bit high-impedance number

Example 3—Using sign with constant numbers

8 'd -6 // this is illegal syntax

-8 'd 6 // this defines the two's complement of 6,
// held in 8 bits—equivalent to -(8'd 6)

4 'shf // this denotes the 4-bit number '1111', to

// be interpreted as a 2's complement number,
// or '-1'. This is equivalent to -4'h 1
-4 'sdls // this is equivalent to -(-4'd 1), or '0001'
16'sd? // the same as 16'sbz

Example 4—Automatic left padding

reg [11:0] a, b, ¢, d;
initial begin

a = "'h x; // yields xxx
b = 'h 3x; // yields 03x
c = 'h z3; // yields zz3
d = 'h 0z3; // yields 0z3

end

reg [84:0] e, £, g;
e = 'h5; // yields {82{1'b0},3'b101}
f = 'hx; // yields {85{1'hx}}
g = 'hz; // yields {85{1'hz}}

Copyright © 2006 IEEE. All rights reserved. 11
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Example 5—Using underscore character in numbers

27_195 000
16'b0011_0101_0001_1111
32 'h 12ab_f001

Sized negative constant numbers and sized signed constant numbers are sign-extended when assigned to a
reg data type, regardless of whether the reg itself is signed.

The default length of x and z is the same as the default length of an integer.
3.5.2 Real constants

The real constant numbers shall be represented as described by IEEE Std 754-1985, an IEEE standard for
double-precision floating-point numbers.

Real numbers can be specified in either decimal notation (for example, 14.72) or in scientific notation (for
example, 39¢8, which indicates 39 multiplied by 10 to the eighth power). Real numbers expressed with a
decimal point shall have at least one digit on each side of the decimal point.

For example:

1.2

0.1

2394 .26331

1.2E12 (the exponent symbol can be e or E)
1.30e-2

0.1le-0

23E10

29E-2

236.123_763_e-12 (underscores are ignored)

The following are invalid forms of real numbers because they do not have at least one digit on each side of
the decimal point:

.12
9.
4.E3
.2e-7
3.5.3 Conversion
Real numbers shall be converted to integers by rounding the real number to the nearest integer, rather than
by truncating it. Implicit conversion shall take place when a real number is assigned to an integer. The ties
shall be rounded away from zero. For example:
—  The real numbers 35.7 and 35.5 both become 36 when converted to an integer and 35.2 becomes 35.

— Converting —1.5 to integer yields —2, converting 1.5 to integer yields 2.

3.6 Strings

A string is a sequence of characters enclosed by double quotes ("'") and contained on a single line. Strings
used as operands in expressions and assignments shall be treated as unsigned integer constants represented
by a sequence of 8-bit ASCII values, with one 8-bit ASCII value representing one character.
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3.6.1 String variable declaration

String variables are variables of reg type (see 4.2) with width equal to the number of characters in the string
multiplied by 8.

For example:
To store the 12-character string "Hello world!" requires a reg 8 * 12, or 96 bits wide.
reg [8*12:1] stringvar;
initial begin
stringvar = "Hello world!";
end

3.6.2 String manipulation

Strings can be manipulated using the Verilog HDL operators. The value being manipulated by the operator
is the sequence of 8-bit ASCII values.

For example:
module string test;

reg [8*14:1] stringvar;
initial begin

stringvar = "Hello world";
$display ("%s is stored as %h", stringvar,stringvar) ;
stringvar = {stringvar,"!!!"};
$Sdisplay ("%s is stored as %h", stringvar,stringvar) ;
end
endmodule

The output is as follows:

Hello world is stored as 00000048656c6c6f£20776£726c64
Hello world!!! is stored as 48656c6c6f20776£726c64212121

When a variable is larger than required to hold a string value being assigned, the value is right-justified, and
the leftmost bits are .padded with zeros, as is done with nonstring values. If a string is larger than the
destination string variable, the string is right-justified, and the leftmost characters are truncated.

3.6.3 Special characters in strings

Certain characters can only be used in strings when preceded by an introductory character called an escape

character. Table 3-1 lists these characters in the right-hand column, with the escape sequence that represents
the character in the left-hand column.

Copyright © 2006 IEEE. All rights reserved. 13
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Table 3-1—Specifying special characters in string

Escape string Character produced by escape string

\n Newline character

\t Tab character

\ \ character

\" " character

\ddd A character specified in 1-3 octal digits (0 <d < 7).
If less than three characters are used, the following character shall not be an octal digit.
Implementations may issue an error if the character represented is greater than \377.

3.7 Identifiers, keywords, and system names

An identifier is used to give an object a unique name so it can be referenced. An identifier is either a simple
identifier or an escaped identifier (see 3.7.1). A simple identifier shall be any sequence of letters, digits,
dollar signs (%), and underscore characters ().

The first character of a simple identifier shall not be a digit or $; it can be a letter or an underscore.
Identifiers shall be case sensitive.

For example:

shiftreg a
busa_index
error condition
merge ab

_bus3

n$e657

Implementations may set a limit on the maximum length of identifiers, but the limit shall be at least
1024 characters. If an identifier exceeds the implementation-specified length limit, an error shall be
reported.

3.7.1 Escaped identifiers

Escaped identifiers shall start with the backslash character (\) and end with white space (space, tab,
newline). They provide a means of including any of the printable ASCII characters in an identifier (the
decimal values 33 through 126, or 21 through 7E in hexadecimal).

Neither the leading backslash character nor the terminating white space is considered to be part of the
identifier. Therefore, an escaped identifier \cpu3 is treated the same as a nonescaped identifier cpu3s.

For example:

\busa+index

\-clock
\***error-condition***
\netl/\net2

\{a,b}

\a* (b+c)
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3.7.2 Keywords

Keywords are predefined nonescaped identifiers that are used to define the language constructs. A Verilog
HDL keyword preceded by an escape character is not interpreted as a keyword.

All keywords are defined in lowercase only. Annex B gives a list of all defined keywords.

3.7.3 System tasks and functions

The dollar sign (8$) introduces a language construct that enables development of user-defined system tasks
and functions. System constructs are not design semantics, but refer to simulator functionality. A name

following the $ is interpreted as a system task or a system function.

The syntax for a system task/function is given in Syntax 3-2.

system_task enable ::= (From A.6.9)

system_task identifier [ ([ expression ] {, [ expression]})];
system_function_call ::= (From A.8.2)

system_function_identifier [ ( expression { , expression } ) ]
system_function_identifier® ::= (From A.9.3)

$[ a-zA-Z0-9_S$ ]{ [ a-zA-Z0-9_$ ] }
system_task identifier? ::=

$[ a-zA-Z0-9_$ 1{ [ a-zA-Z0-9_$ ] }

%The dollar sign ($) in a system_function_identifier or system_task_identifier shall not be followed by white
space. A system_function_identifier or system_task identifier shall not be escaped.

Syntax 3-2—Syntax for system tasks and functions

The S$identifier system task/function can be defined in three places:

— A standard set of $identifier system tasks and functions, as defined in Clause 17 and Clause 18.

— Additional $identifier system tasks and functions defined using the PLI, as described in Clause 20.

— Additional $identifier system tasks and functions defined by software implementations.

Any valid identifier, including keywords already in use in contexts other than this construct, can be used as a
system task/function name. The system tasks and functions described in Clause 17 and Clause 18 are part of
this standard. Additional system tasks and functions with the $identifier construct are not part of this
standard.

For example:

$display ("display a message");
$finish ;

3.7.4 Compiler directives

The ~ character (the ASCII value 0x60, called grave accent) introduces a language construct used to
implement compiler directives. The compiler behavior dictated by a compiler directive shall take effect as
soon as the compiler reads the directive. The directive shall remain in effect for the rest of the compilation

unless a different compiler directive specifies otherwise. A compiler directive in one description file can,
therefore, control compilation behavior in multiple description files.
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The “identifier compiler directive construct can be defined in two places:

— A standard set of “identifier compiler directives defined in Clause 19.

— Additional ‘identifier compiler directives defined by software implementations.
Any valid identifier, including keywords already in use in contexts other than this construct, can be used as a
compiler directive name. The compiler directives described in Clause 19 are part of this standard. Additional
compiler directives with the ‘identifier construct are not part of this standard.

For example:

“define wordsize 8

3.8 Attributes

With the proliferation of tools other than simulators that use Verilog HDL as their source, a mechanism is
included for specifying properties about objects, statements, and groups of statements in the HDL source
that can be used by various tools, including simulators, to control the operation or behavior of the tool.
These properties shall be referred to as attributes. This subclause specifies the syntactic mechanism that
shall be used for specifying attributes, without standardizing on any particular attributes.

The syntax for specifying an attribute is shown in Syntax 3-3.

attribute instance ::= (From A.9.1
(* attr_spec {, attr_spec } *)
attr_spec ::=
attr name [ = constant_expression |
attr_name ::=
identifier

Syntax 3-3—Syntax for attributes

An attribute instance can appear in the Verilog description as a prefix attached to a declaration, a
module item, a statement, or a port connection. It can appear as a suffix to an operator or a Verilog function
name in an expression.

If a value is not specifically assigned to the attribute, then its value shall be 1. If the same attribute name is
defined more than once for the same language element, the last attribute value shall be used; and a tool can
give a warning that a duplicate attribute specification has occurred.

Nesting of attribute instances is disallowed. It shall be illegal to specify the value of an attribute with a
constant expression that contains an attribute instance.

3.8.1 Examples
Example I—The following example shows how to attach attributes to a case statement:

(* full case, parallel case *)
case (foo)
<rest of case statements>

or
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(* full case=1 *)
(* parallel case=1 *) // Multiple attribute instances also OK
case (foo)
<rest of case statements>
or
(* full_case, // no value assigned
parallel_case=1 *)
case (foo)
<rest_of case_statement>
Example 2—To attach the full case attribute, but not the parallel case attribute:
(* full case *) // parallel_case not specified
case (foo)
<rest_of case statement>
or
(* full case=1, parallel case = 0 *)
case (foo)
<rest_of case_statement>

Example 3—To attach an attribute to a module definition:

(* optimize power *)
module modl (<port lists);

or
(* optimize power=1 *)
module modl (<port lists);
Example 4—To attach an attribute to a module instantiation:
(* optimize power=0 *)
modl synthl (<port lists>);
Example 5—To attach an attribute to a reg declaration:
(* fsm _state *) reg [7:0] statel;
(* fsm _state=1 *) reg [3:0] state2, state3;

reg [3:0] regl; // this reg does NOT have fsm state set
(* fsm_state=0 *) reg [3:0] reg2; // nor does this one

Example 6—To attach an attribute to an operator:
a =Db + (* mode = "cla" *) c;

This sets the value for the attribute mode to be the string cla.
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Example 7—To attach an attribute to a Verilog function call:

a = add (* mode = "cla" *) (b, c);

Example 8—To attach an attribute to a conditional operator:

a =b ? (¥ no glitch *) ¢ : d;

3.8.2 Syntax
The syntax for legal statements with attributes is shown in Syntax 3-4 through Syntax 3-9.

The syntax for module declaration attributes is given in Syntax 3-4.

module_declaration ::= (From A.1.2)
{ attribute_instance } module keyword module_identifier
[ module parameter port list ] list of ports ;
{ module_item }
endmodule

| { attribute_instance } module keyword module identifier
[ module parameter port list ] [ list_of port declarations ] ;
{ non_port module item }
endmodule

Syntax 3-4—Syntax for module declaration attributes

The syntax for port declaration attributes is given in Syntax 3-5.

port_declaration ::= (From A.1.3)
{attribute_instance} inout declaration
| {attribute instance} input_declaration
| {attribute instance} output declaration

Syntax 3-6—Syntax for port declaration attributes
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The syntax for module item attributes is given in Syntax 3-6.

module_item ::= (From A.1.4)
port_declaration ;
| non_port module item
module or generate item ::=
{ attribute instance } module or generate item declaration
| { attribute instance } local parameter declaration ;
| { attribute_instance } parameter_override
| { attribute instance } continuous_assign
| { attribute_instance } gate instantiation
| { attribute_instance } udp_instantiation
| { attribute instance } module instantiation
| { attribute instance } initial construct
| { attribute_instance } always_construct
| { attribute_instance } loop generate construct
| { attribute instance } conditional generate construct
non_port_module item ::=
module or generate item
| generate region
| specify_block
| { attribute instance } parameter declaration ;
| { attribute_instance } specparam_declaration

Syntax 3-6—Syntax for module item attributes

The syntax for function port, task, and block attributes is given in Syntax 3-7.

function_port_list ::= (From A.2.6)
{attribute_instance} input declaration {, {attribute instance } input declaration}
task item_declaration ::= (From A.2.7)
block item declaration
| { attribute_instance } input_declaration ;
| { attribute_instance } output declaration ;
| { attribute instance } inout_declaration ;
task port item ::=
{ attribute_instance } input_declaration
| { attribute_instance } output declaration
| { attribute_instance } inout_declaration
block item_declaration ::= (From A.2.8)
{ attribute_instance } reg [ signed ][ range ] list_of block variable identifiers ;
| { attribute instance } integer list of block variable identifiers ;
| { attribute_instance } time list_of block variable identifiers ;
| { attribute_instance } real list_of block real identifiers ;
| { attribute_instance } realtime list of block real identifiers ;
| { attribute_instance } event declaration
| { attribute_instance } local parameter declaration ;
| { attribute instance } parameter declaration ;

Syntax 3-7—Syntax for function port, task, and block attributes
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The syntax for port connection attributes is given in Syntax 3-8.

ordered port connection ::= (From A.4.1)
{ attribute_instance } [ expression ]

named_port connection ::=
{ attribute_instance } . port_identifier ( [ expression ])

Syntax 3-8—Syntax for port connection attributes

The syntax for udp attributes is given in Syntax 3-9.

udp_declaration ::= (From A.5.1)
{ attribute_instance } primitive udp_identifier (udp_port list) ;
udp_port_declaration { udp port declaration }
udp_body
endprimitive
| { attribute_instance } primitive udp_identifier (udp_declaration_port_list) ;
udp_body
endprimitive
udp_output declaration ::= (From A.5.2)
{ attribute_instance } output port_identifier
| { attribute_instance } output reg port_identifier [ = constant_expression ]
udp_input_declaration ::=
{ attribute_instance } input list_of port identifiers
udp_reg declaration ::=
{ attribute_instance } reg variable_identifier

20

Syntax 3-9—Syntax for udp attributes
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4. Data types

The set of Verilog HDL data types is designed to represent the data storage and transmission elements found
in digital hardware.

4.1 Value set
The Verilog HDL value set consists of four basic values:

- represents a logic zero, or a false condition
represents a logic one, or a true condition

- represents an unknown logic wvalue

- represents a high-impedance state

N X B O
I

The values 0 and 1 are logical complements of one another.

When the z value is present at the input of a gate or when it is encountered in an expression, the effect is
usually the same as an x value. Notable exceptions are the metal-oxide semiconductor (MOS) primitives,
which can pass the z value.

Almost all of the data types in the Verilog HDL store all four basic values. Exceptions are the event type
(see 9.7.3), which has no storage, and the real type (see 4.8). All bits of vectors can be independently set to
one of the four basic values.

The language includes strength information in addition to the basic value information for net variables. This
is described in detail in Clause 7.

4.2 Nets and variables

There are two main groups of data types: the variable data types and the net data types. These two groups
differ in the way that they are assigned and hold values. They also represent different hardware structures.

4.2.1 Net declarations

The net data types can represent physical connections between structural entities, such as gates. A net shall
not store a value (except for the trireg net). Instead, its value shall be determined by the values of its drivers,
such as a continuous assignment or a gate. See Clause 6 and Clause 7 for definitions of these constructs. If
no driver is connected to a net, its value shall be high-impedance (z) unless the net is a trireg, in which case
it shall hold the previously driven value. It is illegal to redeclare a name already declared by a net,
parameter, or variable declaration (see 4.11).
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The syntax for net declarations is given in Syntax 4-1.

net_declaration ::= (From A.2.1.3)

net _type [ signed ]
[ delay3 ] list of net identifiers ;

| net_type [ drive strength ] [ signed ]
[ delay3 ] list of net decl assignments ;

| net_type [ vectored | scalared ] [ signed ]
range [ delay3 ] list_of net identifiers ;

| net_type [ drive_strength ] [ vectored | scalared ] [ signed ]
range [ delay3 ] list_of net decl assignments ;

| trireg [ charge strength ] [ signed ]
[ delay3 ] list_of net_identifiers

| trireg [ drive_strength ] [ signed ]
[ delay3 ] list of net decl assignments ;

| trireg [ charge strength | [ vectored | scalared ] [ signed ]
range [ delay3 ] list of net identifiers ;

| trireg [ drive_strength | [ vectored | scalared ] [ signed ]
range [ delay3 ] list_of net decl assignments ;

net_type ::= (From A.2.2.1)
supply0 | supplyl
| tri | triand | trior | tri0 | tril | uwire | wire | wand | wor
drive_strength ::= (From A.2.2.2)
( strengthO , strengthl )
| ( strengthl , strengthO )
| ( strengthO , highz1 )
| ( strengthl , highz0 )
| ( highz0 , strengthl )
| (highzl , strengthO )
strengthO ::= supply0 | strong0 | pull0 | weak(
strengthl ::= supply1 | strongl | pulll | weakl

charge strength ::= ( small ) | ( medium ) | (large )

delay3 ::= (From A.2.2.3)
# delay value
| # (mintypmax_expression [ , mintypmax_expression [ , mintypmax_expression ] | )
delay2 ::=
# delay_value
| # ( mintypmax_expression [ , mintypmax_expression | )
delay value ::=
unsigned number
| real number
| identifier
list_of net decl assignments ::= (From A.2.3)
net_decl assignment {, net _decl assignment }
list_of net_identifiers ::=
net_identifier { dimension }
{, net_identifier { dimension } }
net_decl assignment ::= (From A.2.4)
net_identifier = expression
dimension ::= (From A.2.5)
[ dimension_constant_expression : dimension constant_expression ]
range ;==
[ msb_constant_expression : Isb_constant_expression ]

Syntax 4-1—Syntax for net declaration
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The first two forms of net declaration are described in this subclause. The third form, called net assignment,
is described in Clause 6.

The default initialization value for a net shall be the value z. Nets with drivers shall assume the output value
of their drivers. The trireg net is an exception. The trireg net shall default to the value x, with the strength
specified in the net declaration (small, medium, or large).

4.2.2 Variable declarations

A variable is an abstraction of a data storage element. A variable shall store a value from one assignment to
the next. An assignment statement in a procedure acts as a trigger that changes the value in the data storage
element. The initialization value for reg, time, and integer data types shall be the unknown value, x. The
default initialization value for real and realtime variable data types shall be 0. 0. If a variable declaration
assignment is used (see 6.2.1), the variable shall take this value as if the assignment occurred in a blocking
assignment in an initial construct. It is illegal to redeclare a name already declared by a net, parameter, or
variable declaration.

NOTE—In previous versions of this standard, the term register was used to encompass the reg, integer, time, real, and
realtime types, but that term is no longer used as a Verilog data type.

The syntax for variable declarations is given in Syntax 4-2.

integer declaration ::= (From A.2.1.3)

integer list of variable identifiers ;
real_declaration ::=

real list of real identifiers ;
realtime declaration ::=

realtime list of real identifiers ;
reg_declaration ::=

reg [ signed | [ range ] list_of variable_ identifiers ;
time_declaration ::=

time list_of variable identifiers ;
real_type ::= (From A.2.2.1)

real_identifier { dimension }

| real identifier = constant_expression

variable type ::=
variable identifier { dimension }

| variable identifier = constant expression
list_of real identifiers ::= (From A.2.3)

real_type {,real type }
list_of variable identifiers ::=

variable_type {, variable type }
dimension ::= (From A.2.5)

[ dimension_constant_expression : dimension _constant_expression |
range =

[ msb_constant_expression : Isb_constant_expression |

Syntax 4-2—Syntax for variable declaration

If a set of nets or variables share the same characteristics, they can be declared in the same declaration
statement.

8Notes in text, tables, and figures are given for information only and do not contain requirements needed to implement this standard.
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CAUTION

Nets and variables can be assigned negative values, but only integer, real,
realtime, and signed reg variables and signed nets shall retain the significance
of the sign. Time and unsigned reg variables and unsigned nets shall treat the
value assigned to them as an unsigned value. See 5.1.6 for a description of
how signed and unsigned nets and variables are treated by certain Verilog
operators.

4.3 Vectors

A net or reg declaration without a range specification shall be considered 1 bit wide and is known as a
scalar. Multibit net and reg data types shall be declared by specifying a range, which is known as a vector.

4.3.1 Specifying vectors

The range specification gives addresses to the individual bits in a multibit net or reg. The most significant
bit specified by the msb constant expression is the left-hand value in the range, and the least significant bit
specified by the Isb constant expression is the right-hand value in the range.

Both the msb constant expression and the Isb constant expression shall be constant integer expressions. The
msb and Isb constant expressions may be any integer value — positive, negative, or zero. The Isb value may
be greater than, equal to, or less than the msb value.

Vector nets and regs shall obey laws of arithmetic modulo-2 to the power n (2"), where n is the number of
bits in the vector. Vector nets and regs shall be treated as unsigned quantities, unless the net or reg is

declared to be signed or is connected to a port that is declared to be signed (see 12.2.3).

For example:

wand w; // a scalar net of type "wand"

tri [15:0] busa; // a three-state 16-bit bus

trireg (small) storeit; // a charge storage node of strength small

reg a; // a scalar reg

reg(3:0] v; // a 4-bit vector reg made up of (from most to
// least significant)v([3], vI[2], v[1], and v[0]

reg signed [3:0] signed reg; // a 4-bit vector in range -8 to 7

reg [-1:4] Db; // a 6-bit vector reg

wire wil, w2; // declares two wires

reg [4:0] x, y, z; // declares three 5-bit regs

Implementations may set a limit on the maximum length of a vector, but the limit shall be at least
65536 (219) bits.

Implementations are not required to detect overflow of integer operations.

4.3.2 Vector net accessibility

Vectored and scalared shall be optional advisory keywords to be used in vector net or reg declaration. If
these keywords are implemented, certain operations on vectors may be restricted. If the keyword vectored is
used, bit-selects and part-selects and strength specifications may not be permitted, and the PLI may consider

the object unexpanded. If the keyword scalared is used, bit-selects and part-selects of the object shall be
permitted, and the PLI shall consider the object expanded.
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For example:

tril scalared [63:0] busé64; //a bus that will be expanded
tri vectored [31:0] data; //a bus that may or may not be expanded

4.4 Strengths

Two types of strengths can be specified in a net declaration as follows:

—  Charge strength shall only be used when declaring a net of type trireg.

—  Drive strength shall only be used when placing a continuous assignment on a net in the same
statement that declares the net.

Gate declarations can also specify a drive strength. See Clause 7 for more information on gates and for
information on strengths.

4.4.1 Charge strength

The charge strength specification shall be used only with trireg nets. A trireg net shall be used to model
charge storage; charge strength shall specify the relative size of the capacitance indicated by one of the
following keywords:

— small
—  medium

— large
The default charge strength of a trireg net shall be medium.

A trireg net can model a charge storage node whose charge decays over time. The simulation time of a
charge decay shall be specified in the delay specification for the trireg net (see 7.14.2).

For example:
trireg a; // trireg net of charge strength medium
trireg (large) #(0,0,50) capl; // trireg net of charge strength large
// with charge decay time 50 time units
trireg (small)signed [3:0] cap2; // signed 4-bit trireg vector of
// charge strength small
4.4.2 Drive strength
The drive strength specification allows a continuous assignment to be placed on a net in the same statement

that declares that net. See Clause 6 for more details. Net strength properties are described in detail in
Clause 7.

4.5 Implicit declarations

The syntax shown in 4.2 shall be used to declare nets and variables explicitly. In the absence of an explicit
declaration, an implicit net of default net type shall be assumed in the following circumstances:
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— If an identifier is used in a port expression declaration, then an implicit net of default net type shall
be assumed, with the vector width of the port expression declaration. See 12.3.3 for a discussion of
port expression declarations.

— If an identifier is used in the terminal list of a primitive instance or a module instance, and that
identifier has not been declared previously in the scope where the instantiation appears or in any
scope whose declarations can be directly referenced from the scope where the instantiation appears
(see 12.7), then an implicit scalar net of default net type shall be assumed.

— If an identifier appears on the left-hand side of a continuous assignment statement, and that identifier
has not been declared previously in the scope where the continuous assignment statement appears or
in any scope whose declarations can be directly referenced from the scope where the continuous
assignment statement appears (see 12.7), then an implicit scalar net of default net type shall be
assumed. See 6.1.2 for a discussion of continuous assignment statements.

The implicit net declaration belongs to the scope in which the net reference appears. For example, if the
implicit net is declared by a reference in a generate block, then the net is implicitly declared only in that
generate block. Subsequent references to the net from outside the generate block or in another generate
block within the same module either would be illegal or would create another implicit declaration of a
different net (depending on whether the reference meets the above criteria). See 12.4 for information about
generate blocks.

See 19.2 for a discussion of control of the type for implicitly declared nets with the “default_nettype
compiler directive.

4.6 Net types

There are several distinct types of nets, as shown in Table 4-1.

Table 4-1—Net types

wire tri tri0 supply0
wand triand tril supplyl
wor trior trireg uwire

4.6.1 Wire and tri nets

The wire and tri nets connect elements. The net types wire and tri shall be identical in their syntax and
functions; two names are provided so that the name of a net can indicate the purpose of the net in that model.
A wire net can be used for nets that are driven by a single gate or continuous assignment. The tri net type

can be used where multiple drivers drive a net.

Logical conflicts from multiple sources of the same strength on a wire or a tri net result in x (unknown)
values.

Table 4-2 is a truth table for resolving multiple drivers on wire and tri nets. It assumes equal strengths for
both drivers. See 7.9 for a discussion of logic strength modeling.
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Table 4-2—Truth table for wire and tri nets

wire/tri | 0 1 X z

1 x |1 | x |1
X X [ X | X | X
z 0 1 X |z

4.6.2 Wired nets

Wired nets are of type wor, wand, trior, and friand and are used to model wired logic configurations. Wired
nets use different truth tables to resolve the conflicts that result when multiple drivers drive the same net.
The wor and trior nets shall create wired or configurations so that when any of the drivers is 1, the resulting
value of the net is 1. The wand and triand nets shall create wired and configurations so that if any driver is
0, the value of the net is 0.

The net types wor and trior shall be identical in their syntax and functionality. The net types wand and
triand shall be identical in their syntax and functionality. Table 4-3 and Table 4-4 give the truth tables for
wired nets, assuming equal strengths for both drivers. See 7.9 for a discussion of logic strength modeling.

Table 4-3—Truth table for wand and triand nets

wand/triand | 0 | 1 | x | z
0 00 |0 ]O
1 0|1 |x |1
X 0 | x | x |x
7 0 1 X |z

wor/trior 0| 1| x|z
0 0|1 [x |0
1 L [1 |1 |1
X x |1 | x |x
z 0|1 |x |z
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4.6.3 Trireg net

The trireg net stores a value and is used to model charge storage nodes. A trireg net can be in one of two
states:

Driven state When at least one driver of a trireg net has a value of 1, 0, or %, the resolved
value propagates into the trireg net and is the driven value of the trireg net.

Capacitive state  When all the drivers of a trireg net are at the high-impedance value (z), the
trireg net retains its last driven value; the high-impedance value does not propa-
gate from the driver to the trireg.

The strength of the value on the trireg net in the capacitive state can be small, medium, or large, depending
on the size specified in the declaration of the trireg net. The strength of a trireg net in the driven state can be
supply, strong, pull, or weak, depending on the strength of the driver.

For example:

Figure 4-1 shows a schematic that includes a trireg net whose size is medium, its driver, and the simulation
results.

wire a wire b
—_— \ wire c
E— ) nmosl nmos2
- 2 T trireg d
simulation time wire a wire b wire c trireg d
0 1 1 strong 1 strong 1
10 0 1 HiZ medium 1

Figure 4-1—Simulation values of a trireg and its driver

a)  Atsimulation time 0, wire a and wire b have a value of 1. A value of 1 with a strong strength prop-
agates from the and gate through the nmos switches connected to each other by wire c into trireg
net d.

b) At simulation time 10, wire a changes value to 0, disconnecting wire ¢ from the and gate. When
wire c is no longer connected to the and gate, the value of wire ¢ changes to HiZ. The value of wire
b remains 1 so wire c remains connected to trireg net d through the nmos2 switch. The HiZz value
does not propagate from wire c into trireg net d. Instead, trireg net d enters the capacitive state, stor-
ing its last driven value of 1. It stores the 1 with a medium strength.

4.6.3.1 Capacitive networks

A capacitive network is a connection between two or more trireg nets. In a capacitive network whose trireg
nets are in the capacitive state, logic and strength values can propagate between trireg nets.

For example:

Figure 4-2 shows a capacitive network in which the logic value of some trireg nets change the logic value of
other trireg nets of equal or smaller size.
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wire a
wire b
wire c r___w r———w
nmos_1 tranifl 1
5 T ~— T
— - trifeg_la trirég_sm

wire d ,—\ ,—|
nmos_ 2 | eranifi2 |
- T ~— T

trirég_mel trireg me2
S|mtiurLaet|on wirea wireb wirec wired trireg_la trireg_sm trireg_me1 trireg_me2
0 1 1 1 1 1 1 1 1
10 1 [0] 1 1 1 1 1 1
20 1 o [0 1 [0] 1 1 1
30 1 0 o [o 0 1 (o] 1
40 [0] 0 0 0 0 1 0 1
50 0 0 0 0 (o]

Figure 4-2—Simulation results of a capacitive network

In Figure 4-2, the capacitive strength of trireg_ la net is large, trireg mel and trireg me2 are
medium, and trireg smis small. Simulation reports the following sequence of events:

a) At simulation time 0, wire a and wire b have a value of 1. The wire c drives a value of 1 into
trireg laand trireg sm; wire d drives a value of 1 into trireg mel and trireg me2.

b) At simulation time 10, the value of wire b changes to 0, disconnecting trireg sm and
trireg me2 from their drivers. These trireg nets enter the capacitive state and store the value 1,
their last driven value.

c) Atsimulation time 20, wire c drives a value of 0 into trireg la.

d) At simulation time 30, wire d drives a value of 0 into trireg mel.

e) At simulation time 40, the value of wire a changes to 0, disconnecting trireg la and
trireg mel from their drivers. These trireg nets enter the capacitive state and store the value 0.

f) At simulation time 50, the value of wire b changes to 1.

This change of value in wire b connects trireg smto trireg la; these trireg nets have different
sizes and stored different values. This connection causes the smaller trireg net to store the value of
the larger trireg net, and trireg sm now stores a value of 0.

This change of value in wire b also connects trireg mel to trireg_me2; these trireg nets have
the same size and stored different values. The connection causes both trireg mel and
trireg me2 to change value to x.
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In a capacitive network, charge strengths propagate from a larger trireg net to a smaller trireg net. Figure 4-3
shows a capacitive network and its simulation results.

wire b wire c

| |

tranifl 1 tranifl 2
«— 1 < 1

[ ™ trireg la trireg sm

sirr][iurlna;ion wire a wire b wire c trireg_la trireg_sm
0 strong 1 1 1 strong 1 strong 1
10 strong 1 0 1 large 1  large 1
20 strong 1 0 0 large 1  small 1
30 strong 1 0 1 large 1  large 1
40 strong 1 0 0 large 1  small 1

Figure 4-3—Simulation results of charge sharing

In Figure 4-3, the capacitive strength of trireg la is large, and the capacitive strength of trireg smis
small. Simulation reports the following results:

a) At simulation time 0, the values of wire a, wire b, and wire ¢ are 1, and wire a drives a strong 1
into trireg laand trireg sm.

b) At simulation time 10, the value of wire b changes to 0, disconnecting trireg la and trireg sm
from wire a. The trireg la and trireg sm nets enter the capacitive state. Both trireg nets share
the large charge of trireg_la because they remain connected through tranif1 2.

c) At simulation time 20, the value of wire ¢ changes to 0, disconnecting trireg sm from
trireg la.The trireg smno longer shares large charge of trireg la and now stores a small
charge.

d) At simulation time 30, the value of wire ¢ changes to 1, connecting the two trireg nets. These trireg
nets now share the same charge.

e) At simulation time 40, the value of wire ¢ changes again to 0, disconnecting trireg sm from
trireg la. Once again, trireg_sm no longer shares the large charge of trireg la and now
stores a small charge.

4.6.3.2 Ideal capacitive state and charge decay

A trireg net can retain its value indefinitely, or its charge can decay over time. The simulation time of charge
decay is specified in the delay specification of the trireg net. See 7.14.2 for charge decay explanation.
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4.6.4 Tri0 and tri1 nets

The #i0 and #ril nets model nets with resistive pulldown and resistive pullup devices on them. A tri0 net is
equivalent to a wire net with a continuous 0 value of pull strength driving it. A tril net is equivalent to a
wire net with a continuous 1 value of pull strength driving it.

When no driver drives a tri0 net, its value is 0 with strength pull. When no driver drives a tril net, its value
is 1 with strength pull. When there are drivers on a tri0 or tril net, the drivers combine with the strength
pull value implicitly driven on the net to determine the net’s value. See 7.9 for a discussion of logic strength
modeling.

Table 4-5 and Table 4-6 are truth tables for modeling multiple drivers of strength strong on triQ and tril
nets. The resulting value on the net has strength strong, unless both drivers are z, in which case the net has
strength pull.

Table 4-5—Truth table for tri0 net

tri0 0|1 |x |z
0 0 [x |x |0
1 x |1 | x |1
X X | x | x | x
z 0|1 |x |0

Table 4-6—Truth table for tri1 net

tril 0|1 |x |z
0 0 |x |x |0
1 X 1 X 1
X X | x | x | X
z 0 1 X 1

4.6.5 Unresolved nets
The uwire net is an unresolved or unidriver wire and is used to model nets that allow only a single driver.
The uwire type can be used to enforce this restriction. It shall be an error to connect any bit of a uwire net to

more than one driver. It shall be an error to connect a uwire net to a bidirectional terminal of a bidirectional
pass switch.

The port connection rule in 12.3.9.3 ensures that an implementation enforces this restriction across the net
hierarchy or gives a warning if it does not.
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4.6.6 Supply nets

The supply0 and supplyl nets can be used to model the power supplies in a circuit. These nets shall have
supply strengths.

4.7 Regs

Assignments to a reg are made by procedural assignments (see 6.2 and 9.2). Because the reg holds a value
between assignments, it can be used to model hardware registers. Edge-sensitive (i.e., flip-flops) and level-
sensitive (i.e., reset-set and transparent latches) storage elements can be modeled. A reg need not represent a
hardware storage element because it can also be used to represent combinatorial logic.

4.8 Integers, reals, times, and realtimes

In addition to modeling hardware, there are other uses for variables in an HDL model. Although reg
variables can be used for general purposes such as counting the number of times a particular net changes
value, the integer and time variable data types are provided for convenience and to make the description
more self-documenting.

The syntax for declaring integer, time, real, and realtime variables is given in Syntax 4-3 (from
Syntax 4-2).

integer declaration ::= (From A.2.1.3)

integer list of variable identifiers ;
real_declaration ::=

real list of real identifiers ;
realtime declaration ::=

realtime list of real identifiers ;
time_declaration ::=

time list_of variable identifiers ;
real_type ::= (From A.2.2.1)

real_identifier { dimension }

| real identifier = constant_expression

variable type ::=
variable identifier { dimension }

| variable identifier = constant expression
list_of real identifiers ::= (From A.2.3)

real_type {,real type }
list_of variable identifiers ::=

variable_type {, variable type }
dimension ::= (From A.2.5)

[ dimension_constant_expression : dimension _constant_expression |

Syntax 4-3—Syntax for integer, time, real, and realtime declarations

The syntax for a list of reg variables is defined in 4.2.2.

An integer is a general-purpose variable used for manipulating quantities that are not regarded as hardware
registers.
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A time variable is used for storing and manipulating simulation time quantities in situations where timing
checks are required and for diagnostics and debugging purposes. This data type is typically used in
conjunction with the $time system function (see 17.7.1).

The integer and time variables shall be assigned values in the same manner as reg. Procedural assignments
shall be used to trigger their value changes.

The time variables shall behave the same as a reg of at least 64 bits, with the least significant bit being bit 0.
They shall be unsigned quantities, and unsigned arithmetic shall be performed on them. In contrast, integer
variables shall be treated as signed regs with the least significant bit being zero. Arithmetic operations
performed on integer variables shall produce twos-complement results.

Bit-selects and part-selects of vector regs, integer variables, and time variables shall be allowed (see 5.2).
Implementations may limit the maximum size of integer variables, but it shall be at least 32 bits.

The Verilog HDL supports real number constants and real variable data types in addition to integer and time
variable data types. Except for the following restrictions, variables declared as real can be used in the same

places that integer and time variables are used:

— Not all Verilog HDL operators can be used with real number values. See Table 5-2 and Table 5-3 for
lists of valid and invalid operators for real numbers and real variables.

—  Real variables shall not use range in the declaration.

— Real variables shall default to an initial value of zero.

The realtime declarations shall be treated synonymously with real declarations and can be used
interchangeably.

For example:

integer a; // integer value

time last chng; // time value

real float ; // a variable to store a real value

realtime rtime ; // a variable to store time as a real value

4.8.1 Operators and real numbers

The result of using logical or relational operators on real numbers and real variables is a single-bit scalar
value. Not all Verilog HDL operators can be used with expressions involving real numbers and real
variables. Table 5-2 lists the valid operators for use with real numbers and real variables. Real number
constants and real variables are also prohibited in the following cases:

— Edge descriptors (posedge, negedge) applied to real variables
— Bit-select or part-select references of variables declared as real

— Real number index expressions of bit-select or part-select references of vectors
4.8.2 Conversion
Real numbers shall be converted to integers by rounding the real number to the nearest integer, rather than

by truncating it. Implicit conversion shall take place when a real number is assigned to an integer. If the
fractional part of the real number is exactly 0.5, it shall be rounded away from zero.
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Implicit conversion shall take place when an expression is assigned to a real. Individual bits that are x or z in
the net or the variable shall be treated as zero upon conversion.

See 17.8 for a discussion of system tasks that perform explicit conversion.

4.9 Arrays

An array declaration for a net or a variable declares an element type that is either scalar or vector (see 4.3).
For example:

Declaration Element type
reg x[11:0]; scalar reg
wire [0:7] y[5:0]; 8-bit-wide vector wire indexed from 0 to 7
reg [31:0] x [127:0]; 32-bit-wide reg

NOTE—Array size does not affect the element size.

Arrays can be used to group elements of the declared element type into multidimensional objects. Arrays
shall be declared by specifying the element address range(s) after the declared identifier. Each dimension
shall be represented by an address range. See 4.2.1 and 4.2.2 for net and variable declarations. The
expressions that specify the indices of the array shall be constant integer expressions. The value of the
constant expression can be a positive integer, a negative integer, or zero.

One declaration statement can be used for declaring both arrays and elements of the declared data type. This
ability makes it convenient to declare both arrays and elements that match the element vector width in the
same declaration statement.

An element can be assigned a value in a single assignment, but complete or partial array dimensions cannot.
Nor can complete or partial array dimensions be used to provide a value to an expression. To assign a value
to an element of an array, an index for every dimension shall be specified. The index can be an expression.
This option provides a mechanism to reference different array elements depending on the value of other
variables and nets in the circuit. For example, a program counter reg can be used to index into a random

access memory (RAM).

Implementations may limit the maximum size of an array, but they shall allow at Ieast
16 777 216 (2**) elements.

4.9.1 Net arrays

Elements of net arrays can be used in the same fashion as a scalar or vector net. They are useful for
connecting to ports of module instances inside loop generate constructs (see 12.4.1).

4.9.2 reg and variable arrays

Arrays for all variables types (reg, integer, time, real, realtime) shall be possible.
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4.9.3 Memories

A one-dimensional array with elements of type reg is also called a memory. These memories can be used to
model read-only memories (ROMs), random access memories (RAMs), and reg files. Each reg in the array
is known as an element or word and is addressed by a single array index.

An n-bit reg can be assigned a value in a single assignment, but a complete memory cannot. To assign a
value to a memory word, an index shall be specified. The index can be an expression. This option provides a
mechanism to reference different memory words, depending on the value of other variables and nets in the
circuit. For example, a program counter reg could be used to index into a RAM.

4.9.3.1 Array examples

4.9.3.1.1 Array declarations

reg [7:0] mema[0:255]; // declares a memory mema of 256 8-bit
// registers. The indices are 0 to 255

reg arrayb[7:0] [0:255]; // declare a two-dimensional array of
// one bit registers

wire w_array[7:0] [5:0]; // declare array of wires

integer intal[1:64]; // an array of 64 integer values

time chng hist[1:1000] // an array of 1000 time values

integer t index;
4.9.3.1.2 Assignment to array elements
The assignment statements in this subclause assume the presence of the declarations in 4.9.3.1.1.

mema = 0; // Illegal syntax- Attempt to write to entire array
arrayb[1l] = 0; // Illegal Syntax - Attempt to write to elements
// [1110]1..1[1][255]
arrayb[1] [12:31] = 0; // Illegal Syntax - Attempt to write to
// elements [1][12]..[1][31]

mema [1] = 0; // Assigns 0 to the second element of mema
arrayb[1] [0] = 0; // Assigns 0 to the bit referenced by indices

// [1]110]
inta[4] = 33559; // Assign decimal number to integer in array
chng hist [t _index] = $time; // Assign current simulation time to

// element addressed by integer index
4.9.3.1.3 Memory differences
A memory of n 1-bit regs is different from an n-bit vector reg.

reg [1:n] rega; // An n-bit register is not the same
reg mema [l:n]; // as a memory of n 1-bit registers

4.10 Parameters

Verilog HDL parameters do not belong to either the variable or the net group. Parameters are not variables;
they are constants. There are two types of parameters: module parameters and specify parameters. It is
illegal to redeclare a name already declared by a net, parameter, or variable declaration.
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Both types of parameters accept a range specification. By default, parameters and specparams shall be as
wide as necessary to contain the value of the constant, except when a range specification is present.

4.10.1 Module parameters

The syntax for module parameter declarations is given in Syntax 4-4.

local_parameter declaration ::= (From A.2.1.1)
localparam [ signed ] [ range ] list of param_assignments
| localparam parameter type list of param_assignments
parameter_declaration ::=
parameter [ signed ] [ range ] list_ of param_assignments
| parameter parameter type list of param assignments
parameter type ::=
integer | real | realtime | time
list of param assignments ::= (From A.2.3)
param_assignment { , param_assignment }
param_assignment ::= (From A.2.4)
parameter identifier = constant mintypmax_expression
range ::= (From A.2.5)
[ msb_constant_expression : Isb_constant_expression |

Syntax 4-4—Syntax for module parameter declaration

The list of param_assignments shall be a comma-separated list of assignments, where the right-hand side
of the assignment shall be a constant expression, that is, an expression containing only constant numbers and
previously defined parameters (see Clause 5).

The list of param_assignments can appear in a module as a set of module items or in the module
declaration in the module parameter port list (see 12.1). If any param assignments appear in a
module_parameter_port_list, then any param_assignments that appear in the module become local
parameters and shall not be overridden by any method.

Parameters represent constants; hence, it is illegal to modify their value at run time. However, module
parameters can be modified at compilation time to have values that are different from those specified in the
declaration assignment. This allows customization of module instances. A parameter can be modified with
the defparam statement or in the module instance statement. Typical uses of parameters are to specify
delays and width of variables. See 12.2 for details on parameter value assignment.

A module parameter can have a #ype specification and a range specification. The type and range of module
parameters shall be in accordance with the following rules:

— A parameter declaration with no type or range specification shall default to the type and range of the
final value assigned to the parameter, after any value overrides have been applied.

— A parameter with a range specification, but with no type specification, shall be the range of the
parameter declaration and shall be unsigned. The sign and range shall not be affected by value
overrides.

— A parameter with a type specification, but with no range specification, shall be of the type specified.
A signed parameter shall default to the range of the final value assigned to the parameter, after any
value overrides have been applied.

— A parameter with a signed type specification and with a range specification shall be signed and shall
be the range of its declaration. The sign and range shall not be affected by value overrides.
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— A parameter with no range specification and with either a signed type specification or no type
specification shall have an implied range with an /sb equal to 0 and an msb equal to one less than the
size of the final value assigned to the parameter.

— A parameter with no range specification, with either a signed type specification or no type
specification, and for which the final value assigned to it is unsized shall have an implied range with
an /sb equal to 0 and an msb equal to an implementation-dependent value of at least 31.
The conversion rules between real and integer values described in 4.8.2 apply to parameters as well.

Bit-selects and part-selects of parameters that are not of type real shall be allowed (see 5.2).

For example:

parameter msb = 7; // defines msb as a constant value 7
parameter e = 25, £ = 9; // defines two constant numbers
parameter r = 5.7; // declares r as a real parameter

parameter byte size = 8,
byte mask = byte size - 1;
parameter average delay = (r + f) / 2;

parameter signed [3:0] mux selector = 0;
parameter real r1 = 3.5el7;
parameter pl = 13'h7e;

parameter [31:0] dec _const = 1'bl; // value converted to 32 bits
parameter newconst = 3'h4; // implied range of [2:0]
parameter newconst = 4; // implied range of at least [31:0]

4.10.2 Local parameters (localparam)

Verilog HDL local parameters are identical to parameters except that they cannot directly be modified by
defparam statements (see 12.2.1) or module instance parameter value assignments (see 12.2.2). Local
parameters can be assigned constant expressions containing parameters, which can be modified with
defparam statements or module instance parameter value assignments.

Bit-selects and part-selects of local parameters that are not of type real shall be allowed (see 5.2).

The syntax for local parameter declarations is given in Syntax 4-4.
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4.10.3 Specify parameters

The syntax for declaring specify parameters is shown in Syntax 4-5.

specparam_declaration ::= (From A.2.1.1)
specparam [ range ] list of specparam_assignments ;
list of specparam_assignments ::= (From A.2.3)
specparam_assignment { , specparam_assignment }
specparam_assignment ::= (From A.2.4)
specparam_identifier = constant_mintypmax_expression
| pulse_control specparam
pulse control_specparam ::=
PATHPULSES = (reject limit value [, error_limit_value ])
| PATHPULSESspecify input terminal descriptor$specify output terminal descriptor
= (reject_limit_value [ , error_limit_value ])
error_limit value ::=
limit_value
reject limit value ::=
limit_value
limit value ::=
constant_mintypmax_expression
range ::= (From A.2.5)
[ msb_constant_expression : Isb_constant_expression |

Syntax 4-5—Syntax for specparam declaration

The keyword specparam declares a special type of parameter that is intended only for providing timing and
delay values, but can appear in any expression that is not assigned to a parameter and is not part of the range
specification of a declaration. Specify parameters (also called specparams) are permitted both within the
specify block (see Clause 14) and in the main module body.

A specify parameter declared outside a specify block shall be declared before it is referenced. The value
assigned to a specify parameter can be any constant expression. A specify parameter can be used as part of a
constant expression for a subsequent specify parameter declaration. Unlike a module parameter, a specify
parameter cannot be modified from within the language, but it can be modified through SDF annotation (see
Clause 16).

Specify parameters and module parameters are not interchangeable. In addition, module parameters shall not
be assigned a constant expression that includes any specify parameters. Table 4-7 summarizes the
differences between the two types of parameter declarations.

Table 4-7—Differences between specparams and parameters

Specparams (specify parameter) Parameters (module parameter)

Use keyword specparam Use keyword parameter

Shall be declared inside a module or specify block Shall be declared outside specify blocks

May only be used inside a module or specify block May not be used inside specify blocks

May be assigned specparams and parameters May not be assigned specparams

Use SDF annotation to override values Use defparam or instance declaration parame-
ter value passing to override values
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A specify parameter can have a range specification. The range of specify parameters shall be in accordance
with the following rules:

— A specparam declaration with no range specification shall default to the range of the final value
assigned to the parameter, after any value overrides have been applied.

— A specparam with a range specification shall be the range of the parameter declaration. The range
shall not be affected by value overrides.

Bit-selects and part-selects of specify parameters that are not of type real shall be allowed (see 5.2).
For example:

specify
specparam tRise clk g = 150, tFall clk g = 200;
specparam tRise control = 40, tFall control = 50;
endspecify

The lines between the keywords specify and endspecify declare four specify parameters. The first line
declares specify parameters called tRise clk g and tFall clk g with values 150 and 200,
respectively; the second line declares tRise control and tFall control specify parameters with
values 40 and 50, respectively.

For example:

module RAM16GEN (output [7:0] DOUT, input [7:0] DIN, input [5:0] ADR,
input WE, CE);
specparam dhold = 1.0;
specparam ddly = 1.0;
parameter width = 1;
parameter regsize = dhold + 1.0; // Illegal - cannot assign
// specparams to parameters
endmodule

4.11 Name spaces

In Verilog HDL, there are several name spaces; two are global and the rest are local. The global name spaces
are definitions and text macros. The definitions name space unifies all the module (see 12.1) and primitive
(see 8.1) definitions. Once a name is used to define a module or primitive, the name shall not be used again
to declare another module or primitive.

The text macro name space is global. Because text macro names are introduced and used with a leading
* character, they remain unambiguous with any other name space (see 19.3). The text macro names are
defined in the linear order of appearance in the set of input files that make up the description of the design
unit. Subsequent definitions of the same name override the previous definitions for the balance of the input
files.

The local name spaces are block, module, generate block, port, specify block, and attribute. Once a name is
defined within the block, module, port, generate block, or specify block name space, it shall not be defined
again in that space (with the same or a different type). As described in 3.8, it is legal to redefine names

within the attribute name space.

The block name space is introduced by the named block (see 9.8), function (see 10.4), and task (see 10.2)
constructs. It unifies the definitions of the named blocks, functions, tasks, parameters, named events, and
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variable type of declaration (see 4.2.2). The variable type of declaration includes the reg, integer, time,
real, and realtime declarations.

The module name space is introduced by the module and primitive constructs. It unifies the definition of
functions, tasks, named blocks, module instances, generate blocks, parameters, named events, genvars, net
type of declaration, and variable type of declaration. The net type of declaration includes wire, wor, wand,
tri, trior, triand, tri0, tril, trireg, uwire, supply0, and supply1 (see 4.6).

The generate block name space is introduced by generate constructs (see 12.4). It unifies the definition of
functions, tasks, named blocks, module instances, generate blocks, local parameters, named events, genvars,
net type of declaration, and variable type of declaration.

The port name space is introduced by the module, primitive, function, and task constructs. It provides a
means of structurally defining connections between two objects that are in two different name spaces. The
connection can be unidirectional (either input or output) or bidirectional (inout). The port name space
overlaps the module and the block name spaces. Essentially, the port name space specifies the type of
connection between names in different name spaces. The port type of declarations include input, output,
and inout (see 12.3). A port name introduced in the port name space may be reintroduced in the module
name space by declaring a variable or a wire with the same name as the port name.

The specify block name space is introduced by the specify construct (see 14.2).
The attribute name space is enclosed by the (* and *) constructs attached to a language element (see 3.8).

An attribute name can be defined and used only in the attribute name space. Any other type of name cannot
be defined in this name space.
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5. Expressions

This clause describes the operators and operands available in the Verilog HDL and how to use them to form
expressions.

An expression is a construct that combines operands with operators to produce a result that is a function of
the values of the operands and the semantic meaning of the operator. Any legal operand, such as a net bit-
select, without any operator is considered an expression. Wherever a value is needed in a Verilog HDL
statement, an expression can be used.

Some statement constructs require an expression to be a constant expression. The operands of a constant
expression consist of constant numbers, strings, parameters, constant bit-selects and part-selects of
parameters, constant function calls (see 10.4.5), and constant system function calls only; but they can use
any of the operators defined in Table 5-1.

Constant system function calls are calls to certain built-in system functions where the arguments are constant
expressions. When used in constant expressions, these function calls shall be evaluated at elaboration time.
The system functions that may be used in constant system function calls are pure functions, i.e., those whose
value depends only on their input arguments and which have no side effects. Specifically, the system
functions allowed in constant expressions are the conversion system functions listed in 17.8 and the
mathematical system functions listed in 17.11.

The data types reg, integer, time, real, and realtime are all variable data types. Descriptions pertaining to
variable usage apply to all of these data types.

An operand can be one of the following:

—  Constant number (including real) or string

—  Parameter (including local and specify parameters)

— Parameter (not real) bit-select or part-select (including local and specify parameters)
— Net

— Net bit-select or part-select

— reg, integer, or time variable

— reg, integer, or time variable bit-select or part-select

— real or realtime variable

—  Array element

— Array element (not real) bit-select or part-select

— A call to a user-defined function or system-defined function that returns any of the above

5.1 Operators

The symbols for the Verilog HDL operators are similar to those in the C programming language. Table 5-1
lists these operators.
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Table 5-1—Operators in Verilog HDL

{3 {3} Concatenation, replication
unary +unary - | Unary operators

+ -k kF Arithmetic

% Modulus

> >= < <= Relational

! Logical negation

&& Logical and

I Logical or

= Logical equality

1= Logical inequality

=== Case equality

I= Case inequality

~ Bitwise negation

& Bitwise and

| Bitwise inclusive or

A Bitwise exclusive or
A~ or ~N Bitwise equivalence
& Reduction and

~& Reduction nand

| Reduction or

~| Reduction nor

" Reduction xor

~"or "~ Reduction xnor

<< Logical left shift

>> Logical right shift
<<< Arithmetic left shift
>>> Arithmetic right shift
?: Conditional

5.1.1 Operators with real operands

The operators shown in Table 5-2 shall be legal when applied to real operands. All other operators shall be
considered illegal when used with real operands.

The result of using logical or relational operators on real numbers is a single-bit scalar value.
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Table 5-2—Legal operators for use in real expressions

unary + unary - | Unary operators
+ -k k% Arithmetic

> >= < <= Relational

I && || Logical

= 1= Logical equality
7 Conditional

Table 5-3 lists operators that shall not be used to operate on real numbers.

Table 5-3—Operators not allowed for real expressions

Bty Concatenate, replicate
% Modulus

== == Case equality

~ & | Bitwise

A AL A

A A~ A Reduction

& ~& | ~

<< B> << >>> Shift

See 4.8.1 for more information on use of real numbers.
5.1.2 Operator precedence
The precedence order of the Verilog operators is shown in Table 5-4.
Operators shown on the same row in Table 5-4 shall have the same precedence. Rows are arranged in order
of decreasing precedence for the operators. For example, *,/, and % all have the same precedence, which is
higher than that of the binary + and — operators.
All operators shall associate left to right with the exception of the conditional operator, which shall associate
right to left. Associativity refers to the order in which the operators having the same precedence are
evaluated. Thus, in the following example, B is added to &, and then C is subtracted from the result of A+B.
A+B-C
When operators differ in precedence, the operators with higher precedence shall associate first. In the
following example, B is divided by ¢ (division has higher precedence than addition), and then the result is
added to a.
A+B/C

Parentheses can be used to change the operator precedence.

(A + B) / C // not the same as A + B / C
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Table 5-4—Precedence rules for operators

+- 1~ & ~& | ~| A ~* A~ (unary)

Highest precedence

3k

*1 %

+ - (binary)

<< > <L >>>

< <= > >=

= |= === |==

& (binary)

A A~ ~ (binary)

| (binary)

&&

?: (conditional operator)

0

Lowest precedence

5.1.3 Using integer numbers in expressions

Integer numbers can be used as operands in expressions. An integer number can be expressed as

— An unsized, unbased integer (e.g., 12)

— An unsized, based integer (e.g., 'd12,

'sd12)

— A sized, based integer (e.g., 16'd12, 16 'sd12)

A negative value for an integer with no base specifier shall be interpreted differently from an integer with a
base specifier. An integer with no base specifier shall be interpreted as a signed value in twos-complement
form. An integer with an unsigned base specifier shall be interpreted as an unsigned value.

For example:

This example shows four ways to write the expression “minus 12 divided by 3.” Note that -12 and - 'd12
both evaluate to the same twos-complement bit pattern, but, in an expression, the - 'd12 loses its identity as
a signed negative number.

integer
IntA =

IntA

IntA =

IntA

44

IntA;
-12 / 3;

-'d 12 / 3;
-'sd 12 / 3;

-4'sd 12 / 3;

The result is -4.

The result is 1431655761.
The result is -4.

-4'sdl2 is the negative of the 4-bit
quantity 1100, which is -4. -(-4) = 4.
The result is 1.
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5.1.4 Expression evaluation order

The operators shall follow the associativity rules while evaluating an expression as described in 5.1.2.
However, if the final result of an expression can be determined early, the entire expression need not be
evaluated. This is called short-circuiting an expression evaluation.

For example:

reg reghA, regB, regC, result ;
result = regA & (regB | regC) ;

If rega is known to be zero, the result of the expression can be determined as zero without evaluating the
subexpression regB | regC.

5.1.5 Arithmetic operators

The binary arithmetic operators are given in Table 5-5.

Table 5-5—Arithmetic operators defined

atb aplusb

a-b a minus b

a*b a multiplied by b (or a times b)
a/b a divided by b

a%b amodulo b

a**h a to the power of b

The integer division shall truncate any fractional part toward zero. For the division or modulus operators, if
the second operand is a zero, then the entire result value shall be x. The modulus operator (for example,
vy % z) gives the remainder when the first operand is divided by the second and thus is zero when z divides
y exactly. The result of a modulus operation shall take the sign of the first operand.

If either operand of the power operator is real, then the result type shall be real. The result of the power
operator is unspecified if the first operand is zero and the second operand is nonpositive or if the first
operand is negative and the second operand is not an integral value.

If neither operand of the power operator is real, then the result type shall be determined as outlined in 5.4.1
and 5.5.1. The result value is 'bx if the first operand is zero and the second operand is negative. The result
value is 1 if the second operand is zero.

In all cases, the second operand of the power operator shall be treated as self-determined.

These statements are illustrated in Table 5-6.
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Table 5-6—Power operator rules

gg ; :: negative < -1 -1 zero 1 positive > 1
iti op2 is odd -> -1
posiive opl ** op2 ng s even > | 0 1 opl ** op2
Zero 1 1 1 1 1
negative 0 op2 is odd -> -1 bx | 0
op2 is even > 1

The unary arithmetic operators shall take precedence over the binary operators. The unary operators are
given in Table 5-7.

Table 5-7—Unary operators defined

+m Unary plus m (same as m)

-m Unary minus m

For the arithmetic operators, if any operand bit value is the unknown value x or the high-impedance value z,
then the entire result value shall be x.

For example:

Table 5-8 gives examples of some modulus and power operations.

Table 5-8—Examples of modulus and power operators

Expression Result Comments
10% 3 1 10/3 yields a remainder of 1.
11%3 2 11/3 yields a remainder of 2.
12%3 0 12/3 yields no remainder.
-10%3 -1 The result takes the sign of the first operand.
11 % -3 2 The result takes the sign of the first operand
—4'd12% 3 1 —4'd12 is seen as a large positive number that leaves a remainder of 1 when divided by 3.
32 9 3*%3
2%%3 8 2%2%2
2 *% 0 1 Anything to the zero exponent is 1.
0**0 1 Zero to the zero exponent is also 1.
2.0 ** —3'sbl 0.5 2.0 is real, giving real reciprocal.
2 ** _3'shl 0 2 ** _1 = 1/2. Integer division truncates to zero.
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Table 5-8—Examples of modulus and power operators (continued)
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Expression Result Comments
0 **—1 'bx 0 ** —1 = 1/0. Integer division by zero is 'bx.
9 **0.5 3.0 Real square root.
9.0 ** (1/2) 1.0 Integer division truncates exponent to zero.
-3.0 %% 2.0 9.0 Defined because real 2.0 is still integral value.

5.1.6 Arithmetic expressions with regs and integers

A value assigned to a reg variable or a net shall be treated as an unsigned value unless the reg variable or net
has been explicitly declared to be signed. A value assigned to an integer, real or realtime variable shall be
treated as signed. A value assigned to a time variable shall be treated as unsigned. Signed values, except for
those assigned to real and realtime variables, shall use a twos-complement representation. Values assigned
to real and realtime variables shall use a floating-point representation. Conversions between signed and

unsigned values shall keep the same bit representation; only the interpretation changes.

Table 5-9 lists how arithmetic operators interpret each data type.

For example:

Table 5-9—Data type interpretation by arithmetic operators

Data type

Interpretation

unsigned net

Unsigned

signed net

Signed, twos complement

unsigned reg

Unsigned

signed reg Signed, twos complement
integer Signed, twos complement
time Unsigned

real, realtime

Signed, floating point

The following example shows various ways to divide “minus twelve by three”—using integer and reg data
types in expressions.

integer intA;
reg [15:0]

regh;

reg signed [15:0] regS;

intA
regA

regA
intA

-4'dl12;
intA / 3; // expression result is -4,
// intA is an integer data type,
-4'd12; // regA is 65524
reghA / 3; // expression result is 21841,
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// regA is a reg data type

intA = -4'dl2 / 3; // expression result is 1431655761.
// -4'd12 is effectively a 32-bit reg data type
regA = -12 / 3; // expression result is -4, -12 is effectively
// an integer data type. regA is 65532
regsS = -12 / 3; // expression result is -4. regS is a signed reg
regS = -4'sdl2 / 3; // expression result is 1. -4'sdl2 is actually 4.

// The rules for integer division yield 4/3==1.
5.1.7 Relational operators

Table 5-10 lists and defines the relational operators.

Table 5-10—Definitions of relational operators

a<b a less than b

a>b a greater than b

a<=b a less than or equal to b
a>=b a greater than or equal to b

An expression using these relational operators shall yield the scalar value o if the specified relation is false
or the value 1 if it is true. If either operand of a relational operator contains an unknown (x) or high-
impedance (z) value, then the result shall be a 1-bit unknown value (x).

When one or both operands of a relational expression are unsigned, the expression shall be interpreted as a
comparison between unsigned values. If the operands are of unequal bit lengths, the smaller operand shall be
zero-extended to the size of the larger operand.

When both operands are signed, the expression shall be interpreted as a comparison between signed values.
If the operands are of unequal bit lengths, the smaller operand shall be sign-extended to the size of the larger

operand.

If either operand is a real operand, then the other operand shall be converted to an equivalent real value and
the expression shall be interpreted as a comparison between real values.

All the relational operators shall have the same precedence. Relational operators shall have lower
precedence than arithmetic operators.

For example:

The following examples illustrate the implications of this precedence rule:

a < foo - 1 // this expression is the same as
a < (foo - 1) // this expression, but
foo - (1 < a) // this one is not the same as
foo - 1 < a // this expression
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When foo - (1 < a) evaluates, the relational expression evaluates first, and then either zero or one is
subtracted from foo. When foo - 1 < a evaluates, the value of foo operand is reduced by one and then
compared with a.

5.1.8 Equality operators

The equality operators shall rank lower in precedence than the relational operators. Table 5-11 lists and
defines the equality operators.

Table 5-11—Definitions of equality operators

a=—= a equal to b, including x and z

al== anot equal to b, including x and z
a==>b a equal to b, result can be unknown
al=b a not equal to b, result can be unknown

All four equality operators shall have the same precedence. These four operators compare operands bit for
bit. As with the relational operators, the result shall be 0 if comparison fails and 1 if it succeeds.

If the operands are of unequal bit lengths and if one or both operands are unsigned, the smaller operand shall
be zero-extended to the size of the larger operand. If both operands are signed, the smaller operand shall be
sign-extended to the size of the larger operand.

If either operand is a real operand, then the other operand shall be converted to an equivalent real value, and
the expression shall be interpreted as a comparison between real values.

For the logical equality and logical inequality operators (== and ! =), if, due to unknown or high-impedance
bits in the operands, the relation is ambiguous, then the result shall be a 1-bit unknown value (x).

For the case equality and case inequality operators (=== and ! ==), the comparison shall be done just as it is
in the procedural case statement (see 9.5). Bits that are x or z shall be included in the comparison and shall
match for the result to be considered equal. The result of these operators shall always be a known value,
either 1 or 0.

5.1.9 Logical operators

The operators logical and (&&) and logical or (]|) are logical connectives. The result of the evaluation of a
logical comparison shall be 1 (defined as true), 0 (defined as false), or, if the result is ambiguous, the
unknown value (x). The precedence of && is greater than that of | |, and both are lower than relational and

equality operators.

A third logical operator is the unary logical negation operator (!). The negation operator converts a
nonzero or true operand into 0 and a zero or false operand into 1. An ambiguous truth value remains as x.

For example:

Example 1—If reg alpha holds the integer value 237 and beta holds the value zero, then the following
examples perform as described:

regA = alpha && beta; // regA is set to 0
regB = alpha || beta; // regB is set to 1
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Example 2—The following expression performs a logical and of three subexpressions without needing any
parentheses:

a < size-1 && b != ¢ && index != lastone

However, it is recommended for readability purposes that parentheses be used to show very clearly the
precedence intended, as in the following rewrite of this example:

(a < size-1) && (b != c) && (index != lastone)
Example 3—A common use of ! is in constructions like the following:
if (!inword)

In some cases, the preceding construct makes more sense to someone reading the code than this equivalent
construct:

if (inword == 0)
5.1.10 Bitwise operators
The bitwise operators shall perform bitwise manipulations on the operands; that is, the operator shall

combine a bit in one operand with its corresponding bit in the other operand to calculate 1 bit for the result.
Logic Table 5-12 through Table 5-16 show the results for each possible calculation.

Table 5-12—Bitwise binary and operator

& 0| 1| x|z
0 00 |0 ]O
1 0 1 X | x
x 0 | x | x |X
z 0 | x | x |x

| 01| x | z
0 0 1 X | x
1 1111
x x |1 | x |x
z x |1 | x |x
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Table 5-14—Bitwise binary exclusive or operator

n 01| x| z
0 0 1 X | x
1 1 0 | x |x
x X | X | x |[X
z X | X | x | X

:: 0 1 X z
0 1 10 | x |x
1 0 |1 |x |x
X X [ x | x | x
z X | x | x | X

Table 5-16—Bitwise unary negation operator

0 1
1 0
X X
z X

When the operands are of unequal bit length, the shorter operand is zero-filled in the most significant bit
positions.

5.1.11 Reduction operators

The unary reduction operators shall perform a bitwise operation on a single operand to produce a single-bit
result. For reduction and, reduction or, and reduction xor operators, the first step of the operation shall apply
the operator between the first bit of the operand and the second using logic Table 5-17 through Table 5-19.
The second and subsequent steps shall apply the operator between the 1-bit result of the prior step and the
next bit of the operand using the same logic table. For reduction nand, reduction nor, and reduction xnor
operators, the result shall be computed by inverting the result of the reduction and, reduction or, and
reduction xor operation, respectively.
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Table 5-17—Reduction unary and operator

& 0| 1| x|z
0 00 |0 ]O
1 0 1 X | x
X 0 | x | x |X
z 0 | x | x |x

| 01| x | z
0 0 1 X | x
1 1|1 |1 |1
X x |1 | x |x
z x |1 | x |x

A 0| 1| x|z
0 0 1 X | x
1 1 0 | x | x
X X | X | x |X
z X | X | x | X

For example:

Table 5-20 shows the results of applying reduction operators on different operands.

Table 5-20—Results of unary reduction operations

Operand | & | ~& | ~| n ~N Comments
400000 0 1 0 1 0 1 No bits set
4bl1111 1 0 1 0 0 1 All bits set
400110 0 1 1 0 0 1 Even number of bits set
4'b1000 0 1 1 0 1 0 Odd number of bits set
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5.1.12 Shift operators

There are two types of shift operators: the logical shift operators, << and >>, and the arithmetic shift
operators, <<< and >>>. The left shift operators, << and <<<, shall shift their left operand to the left by the
number by the number of bit positions given by the right operand. In both cases, the vacated bit positions
shall be filled with zeroes. The right shift operators, >> and >>>, shall shift their left operand to the right by
the number of bit positions given by the right operand. The logical right shift shall fill the vacated bit
positions with zeroes. The arithmetic right shift shall fill the vacated bit positions with zeroes if the result
type is unsigned. It shall fill the vacated bit positions with the value of the most significant (i.e., sign) bit of
the left operand if the result type is signed. If the right operand has an x or z value, then the result shall be
unknown. The right operand is always treated as an unsigned number and has no effect on the signedness of
the result. The result signedness is determined by the left-hand operand and the remainder of the expression,
as outlined in 5.5.1.

For example:

Example 1—In this example, the reg result is assigned the binary value 0100, which is 0001 shifted to the
left two positions and zero-filled.

module shift;
reg [3:0] start, result;
initial begin

start = 1;

result = (start << 2);
end
endmodule

Example 2—In this example, the reg result is assigned the binary value 1110, which is 1000 shifted to the
right two positions and sign-filled.

module ashift;
reg signed [3:0] start, result;
initial begin

start = 4'b1000;

result = (start >>> 2);
end
endmodule

5.1.13 Conditional operator

The conditional operator, also known as ternary operator, shall be right associative and shall be constructed
using three operands separated by two operators in the format given in Syntax 5-1.

conditional expression ::= (From A.8.3)
expressionl ? { attribute instance } expression2 : expression3
expressionl ::=
expression
expression2 ::=
expression
expression3 ::=
expression

Syntax 5-1—Syntax for conditional operator
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The evaluation of a conditional operator shall begin with a logical equality comparison (see 5.1.8) of
expressionl with zero, termed the condition. If the condition evaluates to false (0), then expression3 shall be
evaluated and used as the result of the conditional expression. If the condition evaluates to true (1), then
expression? is evaluated and used as the result. If the condition evaluates to an ambiguous value (x or z),
then both expression2 and expression3 shall be evaluated; and their results shall be combined, bit by bit,
using Table 5-21 to calculate the final result unless expression2 or expression3 is real, in which case the
result shall be 0. If the lengths of expression2 and expression3 are different, the shorter operand shall be
lengthened to match the longer and zero-filled from the left (the high-order end).

Table 5-21—Ambiguous condition results for conditional operator

? 0|1 | x|z
0 0 | x | x |x
1 x |1 | x |x
x X | x [ x | x
z X | x [ x | x

For example:
The following example of a three-state output bus illustrates a common use of the conditional operator:
wire [15:0] busa = drive busa ? data : 16'bz;

The bus called data is driven onto busa when drive busa is 1. If drive busa is unknown, then an
unknown value is driven onto busa. Otherwise, busa is not driven.

5.1.14 Concatenations
A concatenation is the result of the joining together of bits resulting from one or more expressions. The
concatenation shall be expressed using the brace characters { and }, with commas separating the expressions

within.

Unsized constant numbers shall not be allowed in concatenations. This is because the size of each operand in
the concatenation is needed to calculate the complete size of the concatenation.

For example:
This example concatenates four expressions:
{a, p[3:0], w, 3'bl01}
It is equivalent to the following example:
{a, b[3], bl[2], bI1], b[0], w, 1'bl, 1'b0, 1'bl}
An operator that can be applied only to concatenations is replication, which is expressed by a concatenation

preceded by a non-negative, non-x and non-z constant expression, called a replication constant, enclosed
together within brace characters, and which indicates a joining together of that many copies of the
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concatenation. Unlike regular concatenations, expressions containing replications shall not appear on the
left-hand side of an assignment and shall not be connected to output or inout ports.

This example replicates w four times.
{4{w}} // This yields the same value as {w, w, w, w}
The following examples show illegal replications:

{1'bz{1'b0}} // illegal
{1'bx{1'b0}} // illegal

The next example illustrates a replication nested within a concatenation:

{b, {3{a, b}}} // This yields the same value as
// {b, a, b, a, b, a, b}

A replication operation may have a replication constant with a value of zero. This is useful in parameterized
code. A replication with a zero replication constant is considered to have a size of zero and is ignored. Such
a replication shall appear only within a concatenation in which at least one of the operands of the
concatenation has a positive size.

For example:
parameter P = 32;
// The following is legal for all P from 1 to 32
assign b[31:0] = { {32-p{1'b1}}, a[P-1:0] } ;

// The following is illegal for P=32 because the zero
// replication appears alone within a concatenation

assign c[31:0] = { {{32-P{1'’b1}}}, al[P-1:0] }
// The following is illegal for P=32

initial
$displayb ({32-P{1'b1}}, a[P-1:0]);

When a replication expression is evaluated, the operands shall be evaluated exactly once, even if the
replication constant is zero. For example:

result = {4{func(w)}} ;
would be computed as

y = func(w) ;
result = {y, Y, Y Y} i

5.2 Operands

There are several types of operands that can be specified in expressions. The simplest type is a reference to a
net, variable, or parameter in its complete form; that is, just the name of the net, variable, or parameter is
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given. In this case, all of the bits making up the net, variable, or parameter value shall be used as the
operand.

If a single bit of a vector net, vector reg, integer, or time variable, or parameter is required, then a bit-select
operand shall be used. A part-select operand shall be used to reference a group of adjacent bits in a vector
net, vector reg, integer, or time variable, or parameter.

An array element or a bit-select or part-select of an array element can be referenced as an operand.
A concatenation of other operands (including nested concatenations) can be specified as an operand. A
function call is an operand.

5.2.1 Vector bit-select and part-select addressing

Bit-selects extract a particular bit from a vector net, vector reg, integer, or time variable, or parameter. The
bit can be addressed using an expression. If the bit-select is out of the address bounds or the bit-select is x or
z, then the value returned by the reference shall be x. A bit-select or part-select of a scalar, or of a variable or
parameter of type real or realtime, shall be illegal.

Several contiguous bits in a vector net, vector reg, integer, or time variable, or parameter can be addressed
and are known as part-selects. There are two types of part-selects, a constant part-select and an indexed part-
select. A constant part-select of a vector reg or net is given with the following syntax:

vect [msb_expr:1lsb expr]

Both msb_expr and 1sb_expr shall be constant integer expressions. The first expression has to address a
more significant bit than the second expression.

An indexed part-select of a vector net, vector reg, integer, or time variable, or parameter is given with the
following syntax:

reg [15:0] big vect;
reg [0:15] little vect;

big vect[lsb_base expr +: width_ expr]
little vect[msb_base expr +: width expr]

big vect [msb base expr -: width expr]
little vect[lsb base expr -: width expr]

The msb_base expr and 1sb_base expr shall be integer expressions, and the width expr shall be a
positive constant integer expression. The 1sb_base expr and msb_base expr can vary at run time. The
first two examples select bits starting at the base and ascending the bit range. The number of bits selected is
equal to the width expression. The second two examples select bits starting at the base and descending the
bit range.

A part-select of any type that addresses a range of bits that are completely out of the address bounds of the
net, reg, integer, time variable, or parameter or a part-select that is x or z shall yield the value x when read
and shall have no effect on the data stored when written. Part-selects that are partially out of range shall,
when read, return x for the bits that are out of range and shall, when written, only affect the bits that are in
range.
For example:

reg [31: 0] big vect;

reg [0 :31] little vect;
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reg [63: 0] dword;
integer sel;

big vect[ 0 +: 8] // == big vect[ 7 : 0]
big vect[15 -: 8] // == big vect[15 : 8]

little vect[ 0 +: 8] // == little vect[0 : 7]
little vect[15 -: 8] // == little vect([8 :15]
dword [8*sel +: 8] // variable part-select with fixed width

For example:

Example 1—The following example specifies the single bit of acc vector that is addressed by the operand
index:

acc [index]

The actual bit that is accessed by an address is, in part, determined by the declaration of acc. For instance,
each of the declarations of acc shown in the next example causes a particular value of index to access a
different bit:

reg [15:0] acc;
reg [2:17] acc

Example 2—The next example and the bullet items that follow it illustrate the principles of bit addressing.
The code declares an 8-bit reg called vect and initializes it to a value of 4. The list describes how the
separate bits of that vector can be addressed.

reg [7:0] vect;
vect = 4; // fills vect with the pattern 00000100
// msb is bit 7, 1lsb is bit 0

— If the value of addr is 2, then vect [addr] returns 1.
—  If the value of addr is out of bounds, then vect [addr] returns x.
— Ifaddris 0, 1, or 3 through 7, vect [addr] returns 0.
— vect [3:0] returns the bits 0100.
— vect [5:1] returns the bits 00010.
—  vect [expression that returns x] returns x .
— vect [expression that returns z] returns x.
— Ifany bit of addr is x or z, then the value of addr is x.
NOTE 1—Part-select indices that evaluate to x or z may be flagged as a compile time error.

NOTE 2—Bit-select or part-select indices that are outside of the declared range may be flagged as a compile time error.

5.2.2 Array and memory addressing

Declaration of arrays and memories (one-dimensional arrays of reg) are discussed in 4.9. This subclause
discusses array addressing.

For example:

The next example declares a memory of 1024 eight-bit words:
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reg [7:0] mem name[0:1023];

The syntax for a memory address shall consist of the name of the memory and an expression for the address,
specified with the following format:

mem_name [addr expr]

The addr_expr can be any integer expression; therefore, memory indirections can be specified in a single
expression. The next example illustrates memory indirection:

mem_name [mem name [3]]

In this example, mem name [3]addresses word three of the memory called mem name. The value at word
three is the index into mem_name that is used by the memory address mem name [mem name [3]]. As with
bit-selects, the address bounds given in the declaration of the memory determine the effect of the address
expression. If the index is out of the address bounds or if any bit in the address is x or z, then the value of the
reference shall be x.

For example:

The next example declares an array of 256-by-256 eight-bit elements and an array 256-by-256-by-8 one-bit
elements:

reg [(7:0] twod array[0:255] [0:255];
wire threed array[0:255] [0:255] [0:7] ;

The syntax for access to the array shall consist of the name of the memory or array and an integer expression
for each addressed dimension:

twod_array[addr expr] [addr_ expr]
threed arrayladdr expr] [addr expr] [addr expr]

As before, the addr_expr can be any integer expression. The array twod_array accesses a whole 8-bit
vector, while the array threed array accesses a single bit of the three-dimensional array.

To express bit-selects or part-selects of array elements, the desired word shall first be selected by supplying
an address for each dimension. Once selected, bit-selects and part-selects shall be addressed in the same

manner as net and reg bit-selects and part-selects (see 5.2.1).

For example:

twod array[14] [1] [3:0] // access lower 4 bits of word
twod _array[1] [3] [6] // access bit 6 of word
twod_array[1] [3] [sel] // use variable bit-select
threed_array[14] [1] [3:0] // Illegal

5.2.3 Strings

String operands shall be treated as constant numbers consisting of a sequence of 8-bit ASCII codes, one per
character. Any Verilog HDL operator can manipulate string operands. The operator shall behave as though
the entire string were a single numeric value.

When a variable is larger than required to hold the value being assigned, the contents after the assignment
shall be padded on the left with zeros. This is consistent with the padding that occurs during assignment of
nonstring values.
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For example:

The following example declares a string variable large enough to hold 14 characters and assigns a value to it.
The example then manipulates the string using the concatenation operator.

module string test;
reg [8*14:1] stringvar;

initial begin

stringvar = "Hello world";
$display ("%s is stored as %h", stringvar, stringvar);
stringvar = {stringvar,"!!i"};
$display ("%s is stored as %h", stringvar, stringvar);
end
endmodule

The result of simulating the above description is

Hello world is stored as 00000048656c6c6f20776£726c64
Hello world!!! is stored as 48656c6c6f20776£726c64212121

5.2.3.1 String operations
The common string operations copy, concatenate, and compare are supported by Verilog HDL operators.
Copy is provided by simple assignment. Concatenation is provided by the concatenation operator.

Comparison is provided by the equality operators.

When manipulating string values in vector regs, the regs should be at least 8 *n bits (where n is the number
of ASCII characters) in order to preserve the 8-bit ASCII code.

5.2.3.2 String value padding and potential problems

When strings are assigned to variables, the values stored shall be padded on the left with zeros. Padding can
affect the results of comparison and concatenation operations. The comparison and concatenation operators
shall not distinguish between zeros resulting from padding and the original string characters (\0, ASCII
NUL).

For example:

The following example illustrates the potential problem:

reg [8*10:1] sl, s2;
initial begin

sl = "Hello";
s2 = " world!";
if ({s1,s2} == "Hello world!")
Sdisplay ("strings are equal");
end

The comparison in this example fails because during the assignment the string variables are padded as
illustrated in the next example:

sl 000000000048656c6c6E
s2 = 00000020776£726c6421
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The concatenation of s1 and s2 includes the zero padding, resulting in the following value:
000000000048656c6c6£00000020776£726c6421

Because the string “Hello world!” contains no zero padding, the comparison fails, as shown in the following
example:

( sl IS s2 IR
000000000048656c6c6£00000020776£726Cc6421
48656c6c6£20776£726c6421

J J
"Hello" " world!™"

This comparison yields a result of zero, which is equivalent to false.
5.2.3.3 Null string handling

The null string (" ") shall be considered equivalent to the ASCII NUL ("\o0"), which has a value zero (0),
which is different from a string "0".
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5.3 Minimum, typical, and maximum delay expressions

Verilog HDL delay expressions can be specified as three expressions separated by colons and enclosed by
parentheses. This is intended to represent minimum, typical, and maximum values—in that order. The
syntax is given in Syntax 5-2.

constant_expression ::= (From A.8.3)
constant_primary
| unary operator { attribute instance } constant primary
| constant_expression binary operator { attribute instance } constant_expression
| constant_expression ? { attribute_instance } constant_expression
constant_expression
constant_mintypmax_expression ::=
constant_expression
| constant_expression : constant expression : constant expression
expression ::=
primary
| unary operator { attribute _instance } primary
| expression binary operator { attribute instance } expression
| conditional expression
mintypmax_expression ::=
expression
| expression : expression : expression
constant_primary ::= (From A.8.4)
number
| parameter_identifier [ [ constant range expression | |
| specparam_identifier [ [ constant range expression | ]
| constant_concatenation
| constant_multiple concatenation
| constant_function_call
| constant_system_function_call
| (constant mintypmax_expression )
| string
primary ::=
number
| hierarchical identifier [ { [ expression ] } [ range expression | ]
| concatenation
| multiple concatenation
| function_call
| system_function_call
| (mintypmax_expression )
| string

Syntax 5-2—Syntax for mintypmax expression

Verilog HDL models typically specify three values for delay expressions. The three values allow a design to
be tested with minimum, typical, or maximum delay values.

Values expressed in min:typ:max format can be used in expressions. The min:typ:max format can be used
wherever expressions can appear.

For example:

Example 1—This example shows an expression that defines a single triplet of delay values. The minimum
value is the sum of a+d; the typical value is b+e; the maximum value is c+£, as follows:
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(a:b:c) + (d:e:f)

Example 2—The next example shows a typical expression that is used to specify min:typ:max format
values:

val - (32'd 50: 32'd 75: 32'd 100)

5.4 Expression bit lengths

Controlling the number of bits that are used in expression evaluations is important if consistent results are to
be achieved. Some situations have a simple solution; for example, if a bitwise and operation is specified on
two 16-bit regs, then the result is a 16-bit value. However, in some situations, it is not obvious how many
bits are used to evaluate an expression or what size the result should be.

For example, should an arithmetic add of two 16-bit values perform the evaluation using 16 bits, or should
the evaluation use 17 bits in order to allow for a possible carry overflow? The answer depends on the type of
device being modeled and whether that device handles carry overflow. The Verilog HDL uses the bit length
of the operands to determine how many bits to use while evaluating an expression. The bit length rules are
given in 5.4.1. In the case of the addition operator, the bit length of the largest operand, including the left-
hand side of an assignment, shall be used.

For example:
reg [15:0] a, b; // 1le6-bit regs
reg [15:0] sumA; // 1l6-bit reg

reg [16:0] sumB; // 17-bit reg

Suma a + b; // expression evaluates using 16 bits
sumB = a + b; // expression evaluates using 17 bits

5.4.1 Rules for expression bit lengths

The rules governing the expression bit lengths have been formulated so that most practical situations have a
natural solution.

The number of bits of an expression (known as the size of the expression) shall be determined by the
operands involved in the expression and the context in which the expression is given.

A self-determined expression is one where the bit length of the expression is solely determined by the
expression itself—for example, an expression representing a delay value.

A context-determined expression is one where the bit length of the expression is determined by the bit length
of the expression and by the fact that it is part of another expression. For example, the bit size of the right-
hand expression of an assignment depends on itself and the size of the left-hand side.

Table 5-22 shows how the form of an expression shall determine the bit lengths of the results of the
expression. In Table 5-22, i, j, and k represent expressions of an operand, and L (i) represents the bit

length of the operand represented by i.

Multiplication may be performed without losing any overflow bits by assigning the result to something wide
enough to hold it.
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Table 5-22—Bit lengths resulting from self-determined expressions

Expression Bit length Comments
Unsized constant number® Same as integer
Sized constant number As given
iop j, where op is: max(L(1),L(G))
+_*/%&|A/\NNA
op i, where op is: L(i)
+ -~
iop j, where op is: 1 bit Operands are sized to max(L(i),L(j))
=== l== == = > >= < <=
iop j, where op is: 1 bit All operands are self-determined
&& ||
op i, where op is: 1 bit All operands are self-determined

& ~& | ~| N~ A~

iop j, where op is: L) j is self-determined
S>> << RE S>> <<

i?j:k max(L(j),L(k)) iis self-determined
{1,eeij } L@)+..+LG) All operands are self-determined
{i{j,...k} } i* (LG)+..tL(k)) All operands are self-determined

%1f an unsized constant is part of an expression that is longer than 32 bits and if the most significant bit
is unknown (X or x) or three-state (Z or z), the most significant bit is extended up to the size of the
expression. Otherwise, signed constants are sign-extended and unsigned constants are zero-extended.

5.4.2 Example of expression bit-length problem
During the evaluation of an expression, interim results shall take the size of the largest operand (in case of an
assignment, this also includes the left-hand side). Care has to be taken to prevent loss of a significant bit
during expression evaluation. The example below describes how the bit lengths of the operands could result
in the loss of a significant bit.
Given the following declarations:

reg [15:0] a, b, answer; // 1l6-bit regs
the intent is to evaluate the expression

answer = (a + b) >> 1; //will not work properly

where a and b are to be added, which can result in an overflow, and then shifted right by 1 bit to preserve the
carry bit in the 16-bit answer.

A problem arises, however, because all operands in the expression are of a 16-bit width. Therefore, the
expression (a + b) produces an interim result that is only 16 bits wide, thus losing the carry bit before the
evaluation performs the 1-bit right shift operation.
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The solution is to force the expression (a + b) to evaluate using at least 17 bits. For example, adding an
integer value of 0 to the expression will cause the evaluation to be performed using the bit size of integers.
The following example will produce the intended result:

answer = (a + b + 0) >> 1; //will work correctly
In the following example:

module bitlength() ;
reg [3:0] a,b,c;
reg [4:0] d;

initial begin
a = 9;
b = 8;
c =1;
$Sdisplay ("answer = %b", c ? (a&b) : 4d);
end
endmodule

the $display statement will display

answer = 01000

By itself, the expression a&b would have the bit length 4, but because it is in the context of the conditional
expression, which uses the maximum bit length, the expression a&b actually has length 5, the length of d.

5.4.3 Example of self-determined expressions
reg [3:0] a;
reg [5:0] Db;

reg [15:0] c;

initial begin

a = 4'hF;
b = 6'hA;
$display ("a*b=%h", a*b);// expression size is self-determined
c = {a**b}; // expression a**b is self-determined

// due to concatenation operator {}
Sdisplay ("a**b=%h", c);
c = a**b; // expression size is determined by c
$Sdisplay ("c=%h", c);
end

Simulator output for this example:

a*b=16 // 'h96 was truncated to 'hlé since expression size is 6
a**b=1 // expression size is 4 bits (size of a)
c=ac6l // expression size is 16 bits (size of c)

5.5 Signed expressions

Controlling the sign of an expression is important if consistent results are to be achieved. In addition to the
rules outlined in 5.5.1 through 5.5.4, two system functions shall be used to handle type casting on
expressions: $signed() and $unsigned(). These functions shall evaluate the input expression and return a
value with the same size and value of the input expression and the type defined by the function:
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$signed - returned value is signed
Sunsigned - returned value is unsigned

For example:

reg [7:0] regA, regB;
reg signed [7:0] regs;

regA Sunsigned (-4) ; // regA = 8'b11111100
regB = Sunsigned (-4'sd4); // regB = 8'b00001100
regs $signed (4'b1100); // regs -4

5.5.1 Rules for expression types
The following are the rules for determining the resulting type of an expression:

—  Expression type depends only on the operands. It does not depend on the left-hand side (if any).

—  Decimal numbers are signed.

— Based numbers are unsigned, except where the s notation is used in the base specifier (as in
"415d12").

— Bit-select results are unsigned, regardless of the operands.

— Part-select results are unsigned, regardless of the operands even if the part-select specifies the entire
vector.

reg [15:0] a;
reg signed [7:0] Db;

initial
a = b[7:0]; // b[7:0] is unsigned and therefore zero-extended

— Concatenate results are unsigned, regardless of the operands.
—  Comparison results (1, 0) are unsigned, regardless of the operands.
— Reals converted to integers by type coercion are signed

— The sign and size of any self-determined operand are determined by the operand itself and
independent of the remainder of the expression.

—  For nonself-determined operands, the following rules apply:
— If any operand is real, the result is real.
— Ifany operand is unsigned, the result is unsigned, regardless of the operator.

— If all operands are signed, the result will be signed, regardless of operator, except when
specified otherwise.

5.5.2 Steps for evaluating an expression
The following are the steps for evaluating an expression:

— Determine the expression size based upon the standard rules of expression size determination.
—  Determine the sign of the expression using the rules outlined in 5.5.1.

— Propagate the type and size of the expression (or self-determined subexpression) back down to the
context-determined operands of the expression. In general, any context-determined operand of an
operator shall be the same type and size as the result of the operator. However, there are two
exceptions:
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—  If the result type of the operator is real and if it has a context-determined operand that is not
real, that operand shall be treated as if it were self-determined and then converted to real just
before the operator is applied.

—  The relational and equality operators have operands that are neither fully self-determined nor
fully context-determined. The operands shall affect each other as if they were context-deter-
mined operands with a result type and size (maximum of the two operand sizes) determined
from them. However, the actual result type shall always be 1 bit unsigned. The type and size of
the operand shall be independent of the rest of the expression and vice versa.

—  When propagation reaches a simple operand as defined in 5.2 (a primary as defined in A.8.4), then
that operand shall be converted to the propagated type and size. If the operand must be extended,
then it shall be sign-extended only if the propagated type is signed.

5.5.3 Steps for evaluating an assignment
The following are the steps for evaluating an assignment:

—  Determine the size of the right-hand side by the standard assignment size determination rules (see
5.4).

— If needed, extend the size of the right-hand side, performing sign extension if, and only if, the type
of the right-hand side is signed.

5.5.4 Handling X and Z in signed expressions

If a signed operand is to be resized to a larger signed width and the value of the sign bit is X, the resulting
value shall be bit-filled with xs. If the sign bit of the value is z, then the resulting value shall be bit-filled
with zs. If any bit of a signed value is X or z, then any nonlogical operation involving the value shall result
in the entire resultant value being an X and the type consistent with the expression’s type.

5.6 Assignments and truncation

If the width of the right-hand expression is larger than the width of the left-hand side in an assignment, the
MSBs of the right-hand expression will always be discarded to match the size of the left-hand side.
Implementations are not required to warn or report any errors related to assignment size mismatch or
truncation. Truncating the sign bit of a signed expression may change the sign of the result.

For example:

reg [5:0] a;
reg signed [4:0] b;

initial begin

a = 8'hff; // After the assignment, a = 6'h3f
b = 8'hff; // After the assignment, b = 5'hlf
end
For example:
reg [0:5] a;
reg signed [0:4] b, c;
initial begin
a = 8'sh8f; // After the assignment, a = 6'hO0f
b = 8'sh8f; // After the assignment, b = 5'hOf
c = -113; // After the assignment, ¢ = 15
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// 1000 1111 = (-'h71 = -113) truncates to ('hOF = 15)
end

For example:

reg [7:0] a;
reg signed [7:0] b;
reg signed [5:0] c, d;

initial begin

a = 8'hff;
c = a; // After the assignment, c¢ = 6'h3f
b = -113;
d = b; // After the assignment, d = 6'hOf
end
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6. Assignments

The assignment is the basic mechanism for placing values into nets and variables. There are two basic forms
of assignments:

—  The continuous assignment, which assigns values to nets

The procedural assignment, which assigns values to variables

There are two additional forms of assignments, assign/deassign and force/release, which are called
procedural continuous assignments, described in 9.3.

An assignment consists of two parts, a left-hand side and a right-hand side, separated by the equals ( =)
character; or, in the case of nonblocking procedural assignment, the less-than-equals ( <= character pair.
The right-hand side can be any expression that evaluates to a value. The left-hand side indicates the variable
to which the right-hand side value is to be assigned. The left-hand side can take one of the forms given in
Table 6-1, depending on whether the assignment is a continuous assignment or a procedural assignment.

Table 6-1—Legal left-hand forms in assignment statements

Statement type Left-hand side

Continuous assignment Net (vector or scalar)

Constant bit-select of a vector net

Constant part-select of a vector net

Constant indexed part-select of a vector net

Concatenation or nested concatenation of any of the above left-hand side

Procedural assignment Variables (vector or scalar)

Bit-select of a vector reg, integer, or time variable

Constant part-select of a vector reg, integer, or time variable

Indexed part-select of a vector reg, integer, or time variable

Memory word

Concatenation or nested concatenation of any of the above left-hand side

6.1 Continuous assignments

Continuous assignments shall drive values onto nets, both vector and scalar. This assignment shall occur
whenever the value of the right-hand side changes. Continuous assignments provide a way to model
combinational logic without specifying an interconnection of gates. Instead, the model specifies the logical
expression that drives the net.

68 Copyright © 2006 IEEE. All rights reserved.

Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



IEEE
HARDWARE DESCRIPTION LANGUAGE Std 1364-2005

The syntax for continuous assignments is given in Syntax 6-1.

net_declaration ::= (From A.2.1.3)
net _type [ signed ]
[ delay3 ] list of net identifiers ;
| net_type [ drive strength ] [ signed ]
[ delay3 ] list of net decl assignments ;
| net_type [ vectored | scalared ] [ signed ]
range [ delay3 ] list of net identifiers ;
| net_type [ drive_strength ] [ vectored | scalared ] [ signed ]
range [ delay3 ] list_of net decl assignments ;
| trireg [ charge strength ] [ signed ]
[ delay3 ] list of net identifiers ;
| trireg [ drive_strength ] [ signed ]
[ delay3 ] list of net decl assignments ;
| trireg [ charge strength ] [ vectored | scalared ] [ signed ]
range [ delay3 ] list of net identifiers ;
| trireg [ drive_strength ] [ vectored | scalared ] [ signed ]
range [ delay3 ] list_ of net decl assignments ;
list of net decl assignments ::= (From A.2.3)
net_decl assignment { , net decl assignment }
net_decl assignment ::= (From A.2.4)
net_identifier = expression
continuous_assign ::= (From A.6.1)
assign [ drive_strength ][ delay3 ] list of net assignments ;
list of net assignments ::=
net_assignment { , net_assignment }
net_assignment ::=
net_lvalue = expression

Syntax 6-1—Syntax for continuous assignment

6.1.1 The net declaration assignment

The first two alternatives in the net declaration are discussed in 4.2. The third alternative, the net declaration
assignment, allows a continuous assignment to be placed on a net in the same statement that declares the net.

For example:
The following is an example of the net declaration form of a continuous assignment:

wire (strongl, pull)) mynet = enable ;

NOTE—Because a net can be declared only once, only one net declaration assignment can be made for a particular net.
This contrasts with the continuous assignment statement; one net can receive multiple assignments of the continuous
assignment form.

6.1.2 The continuous assignment statement

The continuous assignment statement shall place a continuous assignment on a net data type. The net may be
explicitly declared or may inherit an implicit declaration in accordance with the implicit declaration rules
defined in 4.5.
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Assignments on nets shall be continuous and automatic. In other words, whenever an operand in the right-
hand expression changes value, the whole right-hand side shall be evaluated. If the new value is different
from the previous value, then the new value shall be assigned to the left-hand side.

For example:

Example 1—The following is an example of a continuous assignment to a net that has been previously
declared:

wire mynet ;
assign (strongl, pull)) mynet = enable ;

Example 2—The following is an example of the use of a continuous assignment to model a 4-bit adder with
carry. The assignment could not be specified directly in the declaration of the nets because it requires a
concatenation on the left-hand side.

module adder (sum out, carry out, carry in, ina, inb);
output [3:0] sum out;

output carry out;

input [3:0] ina, inb;

input carry in;

wire carry out, carry in;

wire [3:0] sum out, ina, inb;

assign {carry out, sum out} = ina + inb + carry in;
endmodule

Example 3—The following example describes a module with one 16-bit output bus. It selects between one of
four input busses and connects the selected bus to the output bus.

module select bus (busout, bus0, busl, bus2, bus3, enable, s);
parameter n = 16;

parameter Zee = 16'bz;

output [1:n] busout;

input [1:n] busO, busl, bus2, bus3;

input enable;

input [1:2] s;

tri [1:n] data; // net declaration

// net declaration with continuous assignment

tri [1:n] busout = enable ? data : Zee;

// assignment statement with four continuous assignments

assign
data = (s == 0) ? bus0 : Zee,
data = (s == 1) ? busl : Zee,
data = (s == 2) ? bus2 : Zee,
data = (s == 3) ? bus3 : Zee;
endmodule

The following sequence of events is experienced during simulation of this example:

a) The value of s, a bus selector input variable, is checked in the assign statement. Based on the value
of s, the net data receives the data from one of the four input buses.

b) The setting of data net triggers the continuous assignment in the net declaration for busout. If
enable is set, the contents of data are assigned to busout; if enable is 0, the contents of zee are
assigned to busout.
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6.1.3 Delays

A delay given to a continuous assignment shall specify the time duration between a right-hand operand
value change and the assignment made to the left-hand side. If the left-hand references a scalar net, then the
delay shall be treated in the same way as for gate delays; that is, different delays can be given for the output
rising, falling, and changing to high impedance (see Clause 7).

If the left-hand references a vector net, then up to three delays can be applied. The following rules determine
which delay controls the assignment:

—  If the right-hand side makes a transition from nonzero to zero, then the falling delay shall be used.
—  If the right-hand side makes a transition to z, then the turn-off delay shall be used.

— For all other cases, the rising delay shall be used.

Specifying the delay in a continuous assignment that is part of the net declaration shall be treated differently
from specifying a net delay and then making a continuous assignment to the net. A delay value can be
applied to a net in a net declaration, as in the following example:

wire #10 wireA;

This syntax, called a net delay, means that any value change that is to be applied to wireA by some other
statement shall be delayed for ten time units before it takes effect. When there is a continuous assignment in
a declaration, the delay is part of the continuous assignment and is not a net delay. Thus, it shall not be added
to the delay of other drivers on the net. Furthermore, if the assignment is to a vector net, then the rising and
falling delays shall not be applied to the individual bits if the assignment is included in the declaration.

In situations where a right-hand operand changes before a previous change has had time to propagate to the
left-hand side, then the following steps are taken:

a)  The value of the right-hand expression is evaluated.

b)  If this right-hand side value differs from the value currently scheduled to propagate to the left-hand
side, then the currently scheduled propagation event is descheduled.

¢) If the new right-hand side value equals the current left-hand side value, no event is scheduled.

d) If the new right-hand side value differs from the current left-hand side value, a delay is calculated in
the standard way using the current value of the left-hand side, the newly calculated value of the
right-hand side, and the delays indicated on the statement; a new propagation event is then sched-
uled to occur delay time units in the future.

6.1.4 Strength

The driving strength of a continuous assignment can be specified by the user. This applies only to
assignments to scalar nets of the following types:

wire tri trireg
wand triand tri0
wor trior tril

Continuous assignments driving strengths can be specified either in a net declaration or in a stand-alone
assignment, using the assign keyword. The strength specification, if provided, shall immediately follow the
keyword (either the keyword for the net type or assign) and precede any delay specified. Whenever the
continuous assignment drives the net, the strength of the value shall be simulated as specified.
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A drive strength specification shall contain one strength value that applies when the value being assigned to
the net is 1 and a second strength value that applies when the assigned value is 0. The following keywords
shall specify the strength value for an assignment of 1:

supplyl strongl pulll weakl highz1
The following keywords shall specify the strength value for an assignment of 0:
supply0 strong( pullo weak( highz0

The order of the two strength specifications shall be arbitrary. The following two rules shall constrain the
use of drive strength specifications:

— The strength specifications (highzl, highz0) and (highz0, highzl) shall be treated as illegal
constructs.

— If drive strength is not specified, it shall default to (strongl, strong0).

6.2 Procedural assignments

The primary discussion of procedural assignments is in 9.2. However, a description of the basic ideas in this
clause highlights the differences between continuous assignments and procedural assignments.

As stated in 6.1, continuous assignments drive nets in a manner similar to the way gates drive nets. The
expression on the right-hand side can be thought of as a combinatorial circuit that drives the net
continuously. In contrast, procedural assignments put values in variables. The assignment does not have
duration; instead, the variable holds the value of the assignment until the next procedural assignment to that
variable.

Procedural assignments occur within procedures such as always, initial (see 9.9), task, and function (see
Clause 10) and can be thought of as “triggered” assignments. The trigger occurs when the flow of execution
in the simulation reaches an assignment within a procedure. Reaching the assignment can be controlled by
conditional statements. Event controls, delay controls, if statements, case statements, and looping statements
can all be used to control whether assignments are evaluated. Clause 9 gives details and examples.

6.2.1 Variable declaration assignment

The variable declaration assignment is a special case of procedural assignment as it assigns a value to a
variable. It allows an initial value to be placed in a variable in the same statement that declares the variable.
The assignment shall be to a constant expression. The assignment does not have duration; instead, the
variable holds the value until the next assignment to that variable. Variable declaration assignments to an
array are not allowed. Variable declaration assignments are only allowed at the module level. If the same
variable is assigned different values both in an initial block and in a variable declaration assignment, the
order of the evaluation is undefined.

For example:

Example I—Declare a 4-bit reg and assign it the value 4.

reg(3:0] a = 4'h4;

This is equivalent to writing

reg(3:0] a;
initial a = 4'h4;
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Example 2—The following example is not legal:
reg [3:0] array [3:0] = 0;

Example 3—Declare two integers; the first is assigned the value of 0.
integer i = 0, j;

Example 4—Declare two real variables, assigned to the values 2.5 and 300,000.
real r1 = 2.5, n300k = 3E6;

Example 5—Declare a time variable and realtime variable with initial values.

time t1 = 25;
realtime rt1 = 2.5;

6.2.2 Variable declaration syntax

The syntax for variable declaration assignments is given in Syntax 6-2.

integer declaration ::= (From A.2.1.3)

integer list of variable identifiers ;
real declaration ::=

real list of real identifiers ;
realtime declaration ::=

realtime list of real identifiers ;
reg_declaration ::=

reg [ signed | [ range ] list_of variable_ identifiers ;
time_declaration ::=

time list_of variable identifiers ;
real_type ::= (From A.2.2.1)

real_identifier { dimension }

| real identifier = constant expression

variable type ::=
variable identifier { dimension }

| variable identifier = constant expression
list of real identifiers ::= (From A.2.3)

real_type {,real type }
list_of variable identifiers ::=

variable_type {, variable type }

Syntax 6-2—Syntax for variable declaration assignment
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7. Gate- and switch-level modeling

This clause describes the syntax and semantics of the built-in primitives of gate- and switch-level modeling
and how a hardware design can be described using these primitives.

There are 14 logic gates and 12 switches predefined in the Verilog HDL to provide the gate- and switch-
level modeling facility. Modeling with logic gates and switches has the following advantages:

—  Gates provide a much closer one-to-one mapping between the actual circuit and the model.

There is no continuous assignment equivalent to the bidirectional transfer gate.

7.1 Gate and switch declaration syntax
Syntax 7-1 shows the gate and switch declaration syntax.
A gate or a switch instance declaration shall have the following specifications:

The keyword that names the type of gate or switch primitive
— An optional drive strength

An optional propagation delay

— An optional identifier that names each gate or switch instance
An optional range for array of instances

—  The terminal connection list

Multiple instances of the one type of gate or switch primitive can be declared as a comma-separated list. All
such instances shall have the same drive strength and delay specification.
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gate_instantiation ::= (From A.3.1)
cmos_switchtype [delay3] cmos_switch_instance { , cmos_switch_instance } 3
| enable gatetype [drive strength] [delay3] enable gate instance {, enable gate instance } ;
| mos_switchtype [delay3] mos_switch instance { , mos_switch_instance } ;
|n_input_gatetype [drive_strength] [delay2] n_input gate instance {,n_input gate instance };
| n_output gatetype [drive strength] [delay2] n_output gate instance
{,n_output gate instance } ;
| pass_en_switchtype [delay2] pass_enable switch_instance {, pass_enable switch_instance } ;
| pass_switchtype pass_switch_instance { , pass_switch_instance } ;
| pulldown [pulldown_strength] pull gate instance {, pull gate instance } ;
| pullup [pullup_strength] pull gate instance {, pull gate instance } ;

cmos_switch_instance ::= [ name_of gate instance |
(output_terminal , input_terminal , ncontrol terminal , pcontrol terminal )

enable gate instance ::=[ name of gate instance ]
(output_terminal , input_terminal , enable terminal )

mos_switch_instance ::= [ name_of gate instance |
(output_terminal , input_terminal , enable terminal )
n_input gate instance ::=[ name of gate instance ]
(output_terminal , input_terminal { , input_terminal } )
n_output gate instance ::= [ name_of gate instance ]
(output_terminal {, output_terminal } , input_terminal )
pass_switch _instance ::= [ name of gate instance | (inout terminal , inout terminal )

pass_enable switch instance ::= [ name_of gate instance ]
(inout terminal , inout terminal , enable terminal )

pull gate instance ::=[ name of gate instance ] (output terminal )
name of gate instance ::= gate instance identifier [ range ]

pulldown_strength ::= (From A.3.2)
( strengthO , strengthl )
| (strengthl , strengthO )
| ( strengthO0)

pullup_strength ::= ( strengthO , strengthl )
| (strengthl , strengthO )
| ( strengthl )

enable terminal ::= (From A.3.3)
expression

inout terminal ::=net lvalue
input_terminal ::= expression
ncontrol_terminal ::= expression
output terminal ::=net_lvalue
pcontrol_terminal ::= expression

cmos_switchtype ::= (From A.3.4)
cmos | rcmos

enable gatetype ::= bufif0 | bufifl | notif0 | notifl
mos_switchtype ::= nmos | pmos | rnmos | rpmos
n_input_gatetype ::= and | nand | or | nor | xor | xnor
n_output_gatetype ::= buf | not

pass_en_switchtype ::= tranif0 | tranifl | rtranifl | rtranif0
pass_switchtype ::= tran | rtran

Syntax 7-1—Syntax for gate instantiation
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A gate or switch instance declaration shall begin with the keyword that specifies the gate or switch primitive
being used by the instances that follow in the declaration. Table 7-1 lists the keywords that shall begin a gate
or a switch instance declaration.

Table 7-1—Built-in gates and switches

n_input gates n_output gates Th;z-::ate Pull gates MOS switches Bi‘:vi:iiztlfz:al
and buf bufif0 pulldown cmos rtran
nand not bufifl pullup nmos rtranif(
nor notif0 pmos rtranifl
or notifl rcmos tran
xnor rnmos tranif(
xor rpmos tranifl

Explanations of the built-in gates and switches shown in Table 7-1 begin in 7.2.

7.1.2 The drive strength specification

An optional drive strength specification shall specify the strength of the logic values on the output terminals
of the gate instance. Only the instances of the gate primitives shown in Table 7-2 can have the drive strength

specification.
Table 7-2—Valid gate types for strength specifications
and nand buf not pulldown
or nor bufif0 notif0 pullup
xor xnor bufifl notifl

The drive strength specification for a gate instance, with the exception of pullup and pulldown, shall have a
strengthl specification and a strength0 specification. The strengthl specification shall specify the strength
of signals with a logic value 1, and the strength0 specification shall specify the strength of signals with a
logic value 0. The strength specification shall follow the gate type keyword and precede any delay
specification. The strength( specification can precede or follow the strengthl specification. The strengthl
and strength0 specifications shall be separated by a comma and enclosed within a pair of parentheses.

The pullup gate can have only a strengthl specification; a strength( specification shall be optional. The
pulldown gate can have only a strength( specification; a strengthl specification shall be optional. See 7.8
for more details.

The strengthl specification shall be one of the following keywords:

weakl

strongl pulll

supplyl
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The strength0 specification shall be one of the following keywords:
supply0 strong( pull0 weak0
Specifying highzl as strengthl shall cause the gate or switch to output a logic value z in place of a 1.
Specifying highz0 shall cause the gate to output a logic value z in place of a 0. The strength specifications
(highz0, highz1) and (highz1, highz0) shall be considered invalid.
In the absence of a strength specification, the instances shall have the default strengths strongl and strong0.
For example:
The following example shows a drive strength specification in a declaration of an open collector nor gate:
nor (highzl,strong0) nl (outl,inl, in2);
In this example, the nor gate outputs a z in place of a 1.
Logic strength modeling is discussed in more detail in 7.9 through 7.13.
7.1.3 The delay specification
An optional delay specification shall specify the propagation delay through the gates and switches in a
declaration. Gates and switches in declarations with no delay specification shall have no propagation delay.
A delay specification can contain up to three delay values, depending on the gate type. The pullup and
pulldown instance declarations shall not include delay specifications. Delays are discussed in more detail in
7.14.

7.1.4 The primitive instance identifier

An optional name can be given to a gate or switch instance. If multiple instances are declared as an array of
instances, an identifier shall be used to name the instances.

7.1.5 The range specification

There are many situations when repetitive instances are required. These instances shall differ from each
other only by the index of the vector to which they are connected.

In order to specify an array of instances, the instance name shall be followed by the range specification. The
range shall be specified by two constant expressions, left-hand index (1hi) and right-hand index (rhi),
separated by a colon and enclosed within a pair of square brackets. A [1hi:rhi] range specification shall
represent an array of abs (1hi-rhi) +1 instances. Neither of the two constant expressions are required to be
zero, and 1hi is not required to be larger than rhi. If both constant expressions are equal, only one instance
shall be generated.

An array of instances shall have a continuous range. One instance identifier shall be associated with only
one range to declare an array of instances.

The range specification shall be optional. If no range specification is given, a single instance shall be
created.

For example:

The declaration shown below is illegal:
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nand #2 t nand[0:3] ( ... ), t nand[4:7] ( ... );

It could be declared correctly as one array of eight instances or as two arrays with unique names of four
elements each:

nand #2 t_nand[0:7] ( ... );
nand #2 x nand[0:3] ( ... ), y nand[4:7] ( ... );

7.1.6 Primitive instance connection list

The terminal list describes how the gate or switch connects to the rest of the model. The gate or switch type
can limit these expressions. The connection list shall be enclosed in a pair of parentheses, and the terminals
shall be separated by commas. The output or bidirectional terminals shall always come first in the terminal
list, followed by the input terminals.

The terminal connections for an array of instances shall follow these rules:

—  The bit length of each port expression in the declared instance-array shall be compared with the bit
length of each single-instance port or terminal in the instantiated module or primitive.

—  For each port or terminal where the bit length of the instance-array port expression is the same as the
bit length of the single-instance port, the instance-array port expression shall be connected to each
single-instance port.

— If bit lengths are different, each instance shall get a part-select of the port expression as specified in
the range, starting with the right-hand index.

— Too many or too few bits to connect to all the instances shall be considered an error.

An individual instance from an array of instances shall be referenced in the same manner as referencing an
element of an array of regs.

For example:

Example 1—The following declaration of nand_array declares four instances that can be referenced by
nand array[l],nand array([2],nand array[3],and nand array[4], respectively.

nand #2 nand array[1:4]( ... ) ;

Example 2—The two module descriptions that follow are equivalent except for indexed instance names, and
they demonstrate the range specification and connection rules for declaring an array of instances:

module driver (in, out, en);
input [3:0] in;

output [3:0] out;

input en;

bufif0 ar[3:0] (out, in, en); // array of three-state buffers
endmodule

module driver equiv (in, out, en);

input [3:0] in;

output [3:0] out;

input en;

bufif0 ar3 (out([3], in([3], en); // each buffer declared separately
bufif0 ar2 (out([2], in[2], en);
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bufif0 ar1 (out[1], in[1], en);
bufif0 ar0 (out[0], in[0], en);

endmodule

Example 3—The two module descriptions that follow are equivalent except for indexed instance names, and
they demonstrate how different instances within an array of instances are connected when the port sizes do
not match:

module busdriver (busin, bushigh, buslow, enh, enl);
input [15:0] busin;

output [7:0] bushigh, buslow;

input enh, enl;

driver busar3 (busin[15:12], bushigh[7:4], enh);
driver busar2 (busin[11:8], bushigh([3:0], enh);
driver busarl (busin[7:4], buslow[7:4], enl);
driver busar0 (busin[3:0], buslow[3:0], enl);

endmodule

module busdriver equiv (busin, bushigh, buslow, enh, enl);
input [15:0] busin;

output [7:0] bushigh, buslow;

input enh, enl;

driver busar[3:0] (.out ({bushigh, buslow}), .in(busin),
.en({enh, enh, enl, enl}));
endmodule

Example 4—This example demonstrates how a series of modules can be chained together. Figure 7-1 shows
an equivalent schematic interconnection of DFF instances.

module dffn (g, d, clk);
parameter bits = 1;

input [bits-1:0] d;
output [bits-1:0] g;
input clk ;

DFF dff [bits-1:0]1 (g, d, clk); // create a row of D flip-flops
endmodule

module MxN pipeline (in, out, clk);

parameter M = 3, N = 4; // M=width, N=depth

input [M-1:0] in;

output [M-1:0] out;

input clk;

wire [M* (N-1):1] t;

// #(M) redefines the bits parameter for dffn
// create p[l:N] columns of dffn rows (pipeline)

dffn #M) pl1:N] ({out, t}, {t, in}, clk);

endmodule
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pl[4] pl[3] pl2] p[1]
t[3] t[6] t[9] out[2]
in[2] |
dff[2] dff[2] dff[2] dff[2]
in[2:0] t[2] t[5] t[8]
I out[2:0]
L gep dffT1] dffT1] dfT1] | Tout]
clk
in[0] t[1] t[4] t[7]
Bl out[0]
dffl0] dff[0] dff[0] dff[o]

Figure 7-1—Schematic diagram of interconnections in array of instances

7.2 and, nand, nor, or, xor, and xnor gates
The instance declaration of a multiple input logic gate shall begin with one of the following keywords:

and nand nor or xor xnor
The delay specification shall be zero, one, or two delays. If the specification contains two delays, the first
delay shall determine the output rise delay, the second delay shall determine the output fall delay, and the
smaller of the two delays shall apply to output transitions to x. If only one delay is specified, it shall specify
both the rise delay and the fall delay. If there is no delay specification, there shall be no propagation delay
through the gate.

These six logic gates shall have one output and one or more inputs. The first terminal in the terminal list
shall connect to the output of the gate and all other terminals connect to its inputs.

The truth tables for these gates, showing the result of two input values, appear in Table 7-3.
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Table 7-3—Truth tables for multiple input logic gates

and | 0 | 1| x| z or 0|1 ]| x|z xor | 0| 1] x|z
0 0J1]0]0]O 0 011 |x]x 0 011 |x|x
1 0O]1 |x|x 1 L j1r|1j]1 1 110 |x|x
e 0]lx|x|x X x |1 |x]x e x | x| x|x
z 0]x|x|x z x |1 | x|x z x | x | x|x
nand || 0 | 1 | x | z nor |0 |1 | x|z xnor [0 | 1] x| z
0 Ijrf1rji1 0 110 |x|x 0 110 |x|x
1 110 |x|x 1 01]0]J01]O 1 011 |x|x
e I I x|x|x X x |0 |x|x e x| x| x|x
z 1 1x]x]x z x |0 |x|x z x | x| x|x

Versions of these six logic gates having more than two inputs shall have a natural extension, but the number
of inputs shall not alter propagation delays.

For example:
The following example declares a two-input and gate:
and al (out, inl, in2);

The inputs are in1 and in2. The output is out. The instance name is al.

7.3 buf and not gates

The instance declaration of a multiple output logic gate shall begin with one of the following keywords:
buf not

The delay specification shall be zero, one, or two delays. If the specification contains two delays, the first

delay shall determine the output rise delay, the second delay shall determine the output fall delay, and the

smaller of the two delays shall apply to output transitions to x. If only one delay is specified, it shall specify

both the rise delay and the fall delay. If there is no delay specification, there shall be no propagation delay

through the gate.

These two logic gates shall have one input and one or more outputs. The last terminal in the terminal list
shall connect to the input of the logic gate, and the other terminals shall connect to the outputs of the logic
gate.
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Truth tables for these logic gates with one input and one output are shown in Table 7-4.

Table 7-4—Truth tables for multiple output logic gates

buf not
input output input output
0 0 0 1
1 1 1 0
X X X X
z X V/ X

For example:
The following example declares a two-output buf:
buf bl (outl, out2, in);

The input is in. The outputs are out1 and out2. The instance name is b1l.

7.4 bufif1, bufif0, notif1, and notif0 gates

The instance declaration of these three-state logic gates shall begin with one of the following keywords:
bufif0 bufifl notifl notif

These four logic gates model three-state drivers. In addition to logic values 1 and 0, these gates can output z.

The delay specification shall be zero, one, two, or three delays. If the delay specification contains three
delays, the first delay shall determine the rise delay, the second delay shall determine the fall delay, the third
delay shall determine the delay of transitions to z, and the smallest of the three delays shall determine the
delay of transitions to x. If the specification contains two delays, the first delay shall determine the output
rise delay, the second delay shall determine the output fall delay, and the smaller of the two delays shall
apply to output transitions to x and z. If only one delay is specified, it shall specify the delay for all output
transitions. If there is no delay specification, there shall be no propagation delay through the gate.

Some combinations of data input values and control input values can cause these gates to output either of
two values, without a preference for either value (see 7.10.2). These logic tables for these gates include two
symbols representing such unknown results. The symbol L shall represent a result that has a value 0 or z.
The symbol H shall represent a result that has a value 1 or z. Delays on transitions to H or L shall be treated
the same as delays on transitions to x.

These four logic gates shall have one output, one data input, and one control input. The first terminal in the
terminal list shall connect to the output, the second terminal shall connect to the data input, and the third
terminal shall connect to the control input.
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Table 7-5 presents the logic tables for these gates.

Table 7-5—Truth tables for three-state logic gates

CONTROL CONTROL
bufif0 bufifl
0|1 ]x]z 0|1 ]| x|z
D 0101z D 0z ]O
A 1 1 lz]H|H A 1|z 1 |H|H
T Xx(x]z|]x|]x T x|z |x|]x|x
A z |x |z |x|x A z |z | x|x|x

CONTROL CONTROL
notif( notifl
0]l]1]|x]z 0]l]1]|x]z
D 0|1 ]z ]|H|H D 0| z 1 |H|H
A 10z ]|L]|L A 1z]0
T x(Ix]z|x|x T x(lz |x]|x]|x
A z |x |z |x|x A z |z | x|x]|x

For example:
The following example declares an instance of bufif1:

bufifl bfl (outw, inw, controlw) ;

The output is outw, the input is inw, and the control is controlw. The instance name is bf1.

7.5 MOS switches
The instance declaration of a MOS switch shall begin with one of the following keywords:

cmos nmos pmos rcmos rnmos rpmos

The cmos and remos switches are described in 7.7.

IEEE
Std 1364-2005

The pmos keyword stands for the P-type metal-oxide semiconductor (PMOS) transistor and the nmos
keyword stands for the N-type metal-oxide semiconductor (NMOS) transistor. PMOS and NMOS transistors
have relatively low impedance between their sources and drains when they conduct. The rpmos keyword
stands for resistive PMOS transistor and the rnmos keyword stands for resistive NMOS transistor. Resistive
PMOS and resistive NMOS transistors have significantly higher impedance between their sources and
drains when they conduct than PMOS and NMOS transistors have. The load devices in static MOS networks
are examples of rpmos and rnmos transistors. These four switches are unidirectional channels for data

similar to the bufif gates.
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The delay specification shall be zero, one, two, or three delays. If the delay specification contains three
delays, the first delay shall determine the rise delay, the second delay shall determine the fall delay, the third
delay shall determine the delay of transitions to z, and the smallest of the three delays shall determine the
delay of transitions to x. If the specification contains two delays, the first delay shall determine the output
rise delay, the second delay shall determine the output fall delay, and the smaller of the two delays shall
apply to output transitions to x and z. If only one delay is specified, it shall specify the delay for all output
transitions. If there is no delay specification, there shall be no propagation delay through the switch.

Some combinations of data input values and control input values can cause these switches to output either of
two values, without a preference for either value. The logic tables for these switches include two symbols
representing such unknown results. The symbol L represents a result that has a value 0 or z. The symbol H
represents a result that has a value 1 or z. Delays on transitions to H and L shall be the same as delays on
transitions to x.

These four switches shall have one output, one data input, and one control input. The first terminal in the
terminal list shall connect to the output, the second terminal shall connect to the data input, and the third
terminal shall connect to the control input.

The nmos and pmos switches shall pass signals from their inputs and through their outputs with a change in
the strength of the signal in only one case, as discussed in 7.11. The rnmos and rpmos switches shall reduce

the strength of signals that propagate through them, as discussed in 7.12.

Table 7-6 presents the logic tables for these switches.

Table 7-6—Truth tables for MOS switches

CONTROL CONTROL
pmos nmos
rpmos ol1l+1, rnmos ol 1] «!2
D 00z ]|]L]|L D 0Oflz]|]OoO|JL]|L
A 1 1]z |H]|H A 1|zl |H|H
T x|x |z |x]|x T x|z |x|x|x
A z |z |z|lz ]|z A z |z |lz|lz]|z

For example:
The following example declares a pmos switch:
pmos pl (out, data, control);

The output is out, the data input is data, and the control input is control. The instance name is p1.

7.6 Bidirectional pass switches
The instance declaration of a bidirectional pass switch shall begin with one of the following keywords:

tran tranifl tranif(
rtran rtranifl rtranif(
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The bidirectional pass switches shall not delay signals propagating through them. When tranif0, tranifl,
rtranif0, or rtranifl devices are turned off, they shall block signals; and when they are turned on, they shall
pass signals. The tran and rtran devices cannot be turned off, and they shall always pass signals.

The delay specifications for tranifl, tranif0, rtranifl, and rtranif0 devices shall be zero, one, or two
delays. If the specification contains two delays, the first delay shall determine the turn-on delay, the second
delay shall determine the turn-off delay, and the smaller of the two delays shall apply to output transitions to
x and z. If only one delay is specified, it shall specify both the turn-on and the turn-off delays. If there is no
delay specification, there shall be no turn-on or turn-off delay for the bidirectional pass switch.

The bidirectional pass switches tran and rtran shall not accept delay specification.

The tranifl, tranif0, rtranifl, and rtranif0 devices shall have three items in their terminal lists. The first
two shall be bidirectional terminals that conduct signals to and from the devices, and the third terminal shall
connect to a control input. The tran and rtran devices shall have terminal lists containing two bidirectional
terminals. Both bidirectional terminals shall unconditionally conduct signals to and from the devices,
allowing signals to pass in either direction through the devices. The bidirectional terminals of all six devices
shall be connected only to scalar nets or bit-selects of vector nets.

The tran, tranif0, and tranifl devices shall pass signals with an alteration in their strength in only one case,
as discussed in 7.11. The rtran, rtranif0, and rtranifl devices shall reduce the strength of the signals
passing through them according to rules discussed in 7.12.

For example:
The following example declares an instance of tranifl:
tranifl t1 (inout1l, inout2, control) ;

The bidirectional terminals are inoutl and inout2. The control input is control. The instance name is
tl.

7.7 CMOS switches

The instance declaration of a CMOS switch shall begin with one of the following keywords:
cmos rcmos

The delay specification shall be zero, one, two, or three delays. If the delay specification contains three
delays, the first delay shall determine the rise delay, the second delay shall determine the fall delay, the third
delay shall determine the delay of transitions to z, and the smallest of the three delays shall determine the
delay of transitions to x. Delays in transitions to H or L are the same as delays in transitions to x. If the
specification contains two delays, the first delay shall determine the output rise delay, the second delay shall
determine the output fall delay, and the smaller of the two delays shall apply to output transitions to x and z.
If only one delay is specified, it shall specify the delay for all output transitions. If there is no delay
specification, there shall be no propagation delay through the switch.

The cmos and remos switches shall have a data input, a data output, and two control inputs. In the terminal
list, the first terminal shall connect to the data output, the second terminal shall connect to the data input, the

third terminal shall connect to the n-channel control input, and the last terminal shall connect to the p-
channel control input.
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The ecmos gate shall pass signals with an alteration in their strength in only one case, as discussed in 7.11.
The remos gate shall reduce the strength of signals passing through it according to rules described in 7.12.

The cmos switch shall be treated as the combination of a pmes switch and an nmos switch. The remos
switch shall be treated as the combination of an rpmos switch and an rnmos switch. The combined switches
in these configurations shall share data input and data output terminals, but they shall have separate control
inputs.

For example:

The equivalence of the cmos gate to the pairing of an nmes gate and a pmos gate is shown in the following
example:

cmos (w, datain, ncontrol, pcontrol) ; neontrol

J— nmos
is equivalent to: | .
w —| |— datain
\—‘ pmos
O
nmos (w, datain, ncontrol) ; ‘
pmos (w, datain, pcontrol) ; pcontrol

7.8 pullup and pulldown sources
The instance declaration of a pullup or a pulldown source shall begin with one of the following keywords:
pullup pulldown

A pullup source shall place a logic value 1 on the nets connected in its terminal list. A pulldown source
shall place a logic value 0 on the nets connected in its terminal list.

The signals that these sources place on nets shall have pull strength in the absence of a strength
specification. If there is a strengthl specification on a pullup source or a strength(Q specification on a
pulldown source, the signals shall have the strength specified. A strength0 specification on a pullup source
and a strengthl specification on a pulldown source shall be ignored.

There shall be no delay specifications for these sources.

For example:

The following example declares two pullup instances:

pullup (strongl) pl (neta), p2 (netb);

In this example, the p1 instance drives neta and the p2 instance drives netb with strong strength.

7.9 Logic strength modeling

The Verilog HDL provides for accurate modeling of signal contention, bidirectional pass gates, resistive
MOS devices, dynamic MOS, charge sharing, and other technology-dependent network configurations by
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allowing scalar net signal values to have a full range of unknown values and different levels of strength or
combinations of levels of strength. This multiple-level logic strength modeling resolves combinations of
signals into known or unknown values to represent the behavior of hardware with improved accuracy.
A strength specification shall have two components:
a)  The strength of the 0 portion of the net value, called strength0, designated as one of the following:
supply0 strong( pullo weak( highz0
b)  The strength of the 1 portion of the net value, called strengthl, designated as one of the following:
supplyl strongl pulll weakl highz1

The combinations (highz0, highz1) and (highz1, highz0) shall be considered illegal.

Despite this division of the strength specification, it is helpful to consider strength as a property occupying
regions of a continuum in order to predict the results of combinations of signals.

Table 7-7 demonstrates the continuum of strengths. The left column lists the keywords used in specifying
strengths. The right column gives correlated strength levels.

Table 7-7—Strength levels for scalar net signal values

Strength name Strength level
supply0 7
strong( 6
pull0 5
large0 4
weak0 3
medium0 2
small0 1
highz0 0
highz1 0
smalll 1
mediuml1 2
weakl 3
largel 4
pulll 5
strongl 6
supplyl 7
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In Table 7-7, there are four driving strengths:
supply strong pull weak
Signals with driving strengths shall propagate from gate outputs and continuous assignment outputs.
In Table 7-7, there are three charge storage strengths:
large medium small
Signals with the charge storage strengths shall originate in the trireg net type.

It is possible to think of the strengths of signals in Table 7-7 as locations on the scale in Figure 7-2.

strength0 strength1
7/6|5|4|3/2|1/0(0(1]2|3|4|5|6/|7

Su0 [ St0 | PuO | La0 | WeO | MeO | Sm0 |HiZO[HiZ1 Sml| Mel| Wel| Lal| Pul| St1| Sul

Figure 7-2—Scale of strengths
Discussions of signal combinations later in this clause employ graphics similar to those used in Figure 7-2.

If the signal value of a net is known, all of its strength levels shall be in either the strength0 part of the scale
represented by Figure 7-2, or all strength levels shall be in its strengthl part. If the signal value of a net is
unknown, it shall have strength levels in both the strength0 and the strengthl parts. A net with a signal value
z shall have a strength level only in one of the 0 subdivisions of the parts of the scale.

7.10 Strengths and values of combined signals

In addition to a signal value, a net shall have either a single unambiguous strength level or an ambiguous
strength consisting of more than one level. When signals combine, their strengths and values shall determine
the strength and value of the resulting signal in accordance with the principles in 7.10.1 through 7.10.4.

7.10.1 Combined signals of unambiguous strength

This subclause deals with combinations of signals in which each signal has a known value and a single
strength level.

If two or more signals of unequal strength combine in a wired net configuration, the stronger signal shall
dominate all the weaker drivers and determine the result. The combination of two or more signals of like
value shall result in the same value with the greater of all the strengths. The combination of signals identical
in strength and value shall result in the same signal.

The combination of signals with unlike values and the same strength can have three possible results. Two of
the results occur in the presence of wired logic, and the third occurs in its absence. Wired logic is discussed
in 7.10.4. The result in the absence of wired logic is the subject of Figure 7-4 (in 7.10.2).

For example:

In Figure 7-3, the numbers in parentheses indicate the relative strengths of the signals. The combination of a
pulll and a strong0 results in a strong0, which is the stronger of the two signals.
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Pul (5)
Sto(6)
Sto(6)
Sul (7)
Sul (7)
Lal (4)

Figure 7-3—Combining unequal strengths

7.10.2 Ambiguous strengths: sources and combinations
There are several classifications of signals possessing ambiguous strengths:

—  Signals with known values and multiple strength levels

— Signals with a value x, which have strength levels consisting of subdivisions of both the strengthl
and the strength0 parts of the scale of strengths in Figure 7-2

— Signals with a value L, which have strength levels that consist of high impedance joined with
strength levels in the strength0 part of the scale of strengths in Figure 7-2

— Signals with a value H, which have strength levels that consist of high impedance joined with
strength levels in the strengthl part of the scale of strengths in Figure 7-2

Many configurations can produce signals of ambiguous strength. When two signals of equal strength and
opposite value combine, the result shall be a value x, along with the strength levels of both signals and all
the smaller strength levels.

For example:

Figure 7-4 shows the combination of a weak signal with a value 1 and a weak signal with a value 0 yielding
a signal with weak strength and a value x.

Wel

WeX

WeO

Figure 7-4—Combination of signals of equal strength and opposite values

This output signal is described in Figure 7-5.

strength0 strength1
7/16/5|4(3|2(1|]0/0|1|23|4|5|6|7

Sul [ St0 | PuO | La0 | WeO | MeO | Sm0 |HiZ0[HiZ1l Sml| Mel| Wel| Lal| Pul| St1l| Sul

- L

Figure 7-5—Weak x signal strength
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An ambiguous signal strength can be a range of possible values. An example is the strength of the output
from the three-state drivers with unknown control inputs as shown in Figure 7-6.

X

bufifl
St1 StH

bufif(
Wel StL

Figure 7-6—Bufifs with control inputs of x

The output of the bufifl in Figure 7-6 is a strong H, composed of the range of values described in
Figure 7-7.

strength0 strength1
7,654 /3|2(1|]0|0|1|23|4|5|6/|7

Sul | St0 | Pul [La0 |WeO [MeO | SmO [HiZ0|HiZl Sml| Mel| Wel| Lal| Pul| Stl| Sul

Figure 7-7—Strong H range of values

The output of the bufif0 in Figure 7-6 is a strong L, composed of the range of values described in
Figure 7-8.

strength0 strength1
71654 (32|10 |0|123|4|5|6|7

Su0l [ St0 | PuO | La0 | WeO | MeO | Sm0 |[HiZ0[|HiZ1l Sml | Mel| Wel| Lal| Pul| St1| Sul

- -

Figure 7-8—Strong L range of values

The combination of two signals of ambiguous strength shall result in a signal of ambiguous strength. The
resulting signal shall have a range of strength levels that includes the strength levels in its component
signals. The combination of outputs from two three-state drivers with unknown control inputs, shown in
Figure 7-9, is an example.
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X
PuH
Pul
X
35X
WeO
WeL

Figure 7-9—Combined signals of ambiguous strength

In Figure 7-9, the combination of signals of ambiguous strengths produces a range that includes the
extremes of the signals and all the strengths between them, as described in Figure 7-10.

strength0 strength1
71654 (3|2(1|]0/0|1|2 3|4 |5|6|7

Sul [ St0 | PuO | La0 | WeO | MeO | Sm0 |[HiZ0[|HiZ1 Sml | Mel| Wel| Lal| Pul| St1l| Sul

- L.
Figure 7-10—Range of strengths for an unknown signal

The result is a value x because its range includes the values 1 and 0. The number 35, which precedes the x,
is a concatenation of two digits. The first is the digit 3, which corresponds to the highest strength0 level for
the result. The second digit, 5, corresponds to the highest strengthl level for the result.

Switch networks can produce a ranges of strengths of the same value, such as the signals from the upper and
lower configurations in Figure 7-11.

regb =x Vcc pullup

B Pu1 (5)
rega =1 (6) ] | | 051

reg g =x | ex
Pu0 (5) B
530
regd =0 |__|
and WeO (3
l rege =0 [ €0 (3)

pulldown ground

Figure 7-11—Ambiguous strengths from switch networks
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In Figure 7-11, the upper combination of a reg, a gate controlled by a reg of unspecified value, and a pullup
produces a signal with a value of 1 and a range of strengths (651) described in Figure 7-12.

strength0 strength1
7/6|5|4/3/2(1/0|0({1]2[3|4,5|6]7

Su0 | St0 | Pul |Lal [WeO |MeO | Sm0 |[HiZ0|HiZ1l Sml | Mel| Wel| Lal| Pul| St1l| Sul

|—P|

Figure 7-12—Range of two strengths of a defined value

In Figure 7-11, the lower combination of a pulldown, a gate controlled by a reg of unspecified value, and an
and gate produces a signal with a value 0 and a range of strengths (530) described in Figure 7-13.

strength0 strength1
7/16/5|/4(3|2(1|]0/0|12 3|4 |5|6|7

Sul [ St0 | Pu0 | La0 | WeO | MeO | SmO [HiZ0|HiZ1 Sml| Mel| Wel| Lal| Pul| Stl| Sul

———— P

Figure 7-13—Range of three strengths of a defined value

When the signals from the upper and lower configurations in Figure 7-11 combine, the result is an unknown
with a range (56x) determined by the extremes of the two signals shown in Figure 7-14.

strength0 strength1
716543210012 [3|4|5|6/|7

Su0 [ St0 | PuO | La0 | WeO | MeO | Sm0 |HiZO|HiZ1] Sml | Mel| Wel| Lal| Pul| St1l| Sul

- L

Figure 7-14—Unknown value with a range of strengths

In Figure 7-11, replacing the pulldown in the lower configuration with a supply0 would change the range of
the result to the range (StX) described in Figure 7-15.

The range in Figure 7-15 is strong x because it is unknown and the extremes of both its components are
strong. The extreme of the output of the lower configuration is strong because the lower pmos reduces the
strength of the supply0 signal. This modeling feature is discussed in 7.11.
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strength0 strength1
7/6,5/4|3|2 (1|0, 0|1|2[3|4,5|6]7

Su0 | St0 | Pul [La0 |WeO [MeO | SmO [HiZ0|HiZl Sml| Mel| Wel| Lal| Pul| Stl| Sul

Figure 7-15—Strong X range

Logic gates produce results with ambiguous strengths as well as three-state drivers. Such a case appears in
Figure 7-16. The and gate N1 is declared with highz0 strength, and N2 is declared with weak0 strength.

a=1 StH and (strongl,highz0) N1(a,b);
N1 and (strongl, weak0) N2(c,d);
b=X
36X
c=0 —
N2
d=0 — We0

Figure 7-16—Ambiguous strength from gates

In Figure 7-16, reg b has an unspecified value; therefore, input to the upper and gate is strong x. The upper
and gate has a strength specification including highz0. The signal from the upper and gate is a strong H
composed of the values as described in Figure 7-17.

strength0 strength1
7/6 54|32 (1|/0|0|1]|2|3|4|5]|6]7

Su0 | St0 | PuO | LaO | WeO | MeO | Sm0 |[HiZO|HiZ1 Sml| Mel| Wel| Lal| Pul| St1l| Sul

g -

Figure 7-177—Ambiguous strength signal from a gate

HiZz0 is part of the result because the strength specification for the gate in question specified that strength for
an output with a value 0. A strength specification other than high impedance for the 0 value output results in
a gate output value x. The output of the lower and gate is a weak 0 as described in Figure 7-18.
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strength0 strength1
7/16/5|4(3|2(1|0|0|1)23|4|5|6|7

Sul [ St0 | Pul | La0 | WeO | MeO | Sm0 |HiZ0|HiZ1l Sml| Mel| Wel| Lal| Pul| St1l| Sul

-

Figure 7-18—Weak 0

When the signals combine, the result is the range (36x) as described in Figure 7-19.

strength0 strength1

7|16 /54/3|2(1|0/0|1)23|4|5|6|7

Su0l [ St0 | PuO | La0 | WeO | MeO | Sm0 |HiZ0|HiZ1l Sml| Mel| Wel| Lal| Pul| St1l| Sul

g -

Figure 7-19—Ambiguous strength in combined gate signals

Figure 7-19 presents the combination of an ambiguous signal and an unambiguous signal. Such
combinations are the topic of 7.10.3.

7.10.3 Ambiguous strength signals and unambiguous signals

The combination of a signal with unambiguous strength and known value with another signal of ambiguous
strength presents several possible cases. To understand a set of rules governing this type of combination, it is
necessary to consider the strength levels of the ambiguous strength signal separately from each other and
relative to the unambiguous strength signal. When a signal of known value and unambiguous strength
combines with a component of a signal of ambiguous strength, these shall be the rules:

a) The strength levels of the ambiguous strength signal that are greater than the strength level of the
unambiguous signal shall remain in the result.

b) The strength levels of the ambiguous strength signal that are smaller than or equal to the strength
level of the unambiguous signal shall disappear from the result, subject to rule c.

c¢) Ifthe operation of rule a and rule b results in a gap in strength levels because the signals are of oppo-
site value, the signals in the gap shall be part of the result.

The following figures show some applications of the rules.

In Figure 7-20, the strength levels in the ambiguous strength signal that are smaller than or equal to the
strength level of the unambiguous strength signal disappear from the result, demonstrating rule b.

In Figure 7-21, rule a, rule b, and rule ¢ apply. The strength levels of the ambiguous strength signal that are
of opposite value and lesser strength than the unambiguous strength signal disappear from the result. The
strength levels in the ambiguous strength signal that are less than the strength level of the unambiguous
strength signal, and of the same value, disappear from the result. The strength level of the unambiguous
strength signal and the greater extreme of the ambiguous strength signal define a range in the result.
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strength0 strength1
7.6 543|210 |0|1(2|3|4,5|6)7
Su0 | St0 | Pul [La0 |We0 |MeO | Sm0 [HiZO0|HiZ1| Sml| Mel| Wel| Lal| Pull| St1| sul
- >
strength0 strength1
7.6 (54 |13|2|{1|]0|0|1]|2|3|4|,5|6]/|7
Su0 | St0 | Pul [La0 |We0 |MeO | Sm0 [HiZO0|HiZ1| Sml| Mel| Wel| Lal| Pull| St1| sul
|
Combining the two signals above results in the following signal:
strength0 strength1
7/6|5(4/3|21(0|]0|1|2|3|4|5|6)7
Su0 | St0 | Pu0 [La0 |WeO |MeO | SmO [HiZ0|HiZ1| Sml| Mel| Wel| Lal| Pul| St1| Sul
]
Figure 7-20—Elimination of strength levels
strength0 strength1
7/6 (54|13, 2|{1]0|0|1|2|3|4,5,6]/|7
Su0 | St0|Pul | La0 |We0 | MeO | SmO |[HiZ0|HiZ1| Sml| Mel| Wel| Lal| Pul| St1| sul
| -
strength0 strength1
7/6 (54|13, 2{1|]0|0|1|2|3|4,5|6]/7
Su0 [ St0 | Pul | La0 |WeO | MeO | SmO [HiZ0|HiZ1| Sml| Mel| Wel| Lal| Pul| St1| Sul
]
Combining the two signals above results in the following signal:
strength0 strength1
7.6 54 /3|2(1/0|0|1(2|3|4|,5|6/|7
Su0 [ St0 | Pul | La0 |WeO | MeO | SmO [HiZ0|HiZ1| Sml| Mel| Wel| Lal| Pul| St1| Sul
R

Figure 7-21—Result showing a range and the elimination of strength levels of two values
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In Figure 7-22, rule a and rule b apply. The strength levels in the ambiguous strength signal that are less than
the strength level of the unambiguous strength signal disappear from the result. The strength level of the

unambiguous strength signal and the strength level at the greater extreme of the ambiguous strength signal
define a range in the result.

strength0 strength1
7165 4|3/ 2({1|0]0|1|2|3|4,5|6]/7

Sul| St0 | Pul| Lal | WeO |MeO | Sm0 [HiZ0[HiZ1 Sml| Mel| Wel| Lal| Pul| St1l

Sul

strength0 strength1
7165413, 2{1|]0(0(1/2|3|4|5|6|7

Sul| St0 | Pul| La0 |Wel|MeO | SmO [HiZ0|HiZl Sml| Mel| Wel| Lal| Pul| St1l

|

Combining the two signals above results in the following signal:

Sul

strength0 strength1
716543, 2{1|]0(0(1/2|3|4|5|6|7

Su0| St0 | Pul| Lal | WeO |MeO | Sm0 [HiZ0[HiZ1] Sml| Mel| Wel| Lal| Pul| St1l

-+

Sul

Figure 7-22—Result showing a range and the elimination of strength levels of one value
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In Figure 7-23, rule a, rule b, and rule c apply. The greater extreme of the range of strengths for the
ambiguous strength signal is larger than the strength level of the unambiguous strength signal. The result is a

range defined by the greatest strength in the range of the ambiguous strength signal and by the strength level
of the unambiguous strength signal.

strengthO strength1
7.6 /5(4,/3|2|1|/0|0|1]2|3|4|5|6/|7

Sul [ St0 | Pul | La0 | WeO | MeO | Sm0 [HiZ0|HiZ1l Sml| Mel| Wel| Lal| Pul| St1l| Sul

strengthO0 strength1
7.6 /5(4,/3|2|1|]0|0|1]2|3|4|5|6/|7

Su0l [ St0 | Pul | La0 | WeO | MeO | Sm0 [HiZ0|HiZ1l Sml| Mel| Wel| Lal| Pul| St1l| Sul

-

Combining the two signals above results in the following signal:

strengthO strength1
7.6 (5(4,/3|2|1|]0|0|1]2|3|4|5|6/|7

Sul [ St0 | Pul | La0 |WeO | MeO | Sm0 [HiZ0|HiZ1l Sml| Mel| Wel| Lal| Pul| St1l| Sul

|- -

Figure 7-23—A range of both values
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7.10.4 Wired logic net types

The net types triand, wand, trior, and wor shall resolve conflicts when multiple drivers have the same
strength. These net types shall resolve signal values by treating signals as inputs of logic functions.

For example:

Consider the combination of two signals of unambiguous strength in Figure 7-24.

strength0 strength1
71654 /3|]2|1/0|0(1]2|3,4/,5|6]|7

Su0 | St0|Pul| La0 |WelO|MeO |SmO |[HiZ0O|HiZl Sml| Mel| Wel| Lal| Pul| St1l| Sul

||

strength0 strength1
71654 /3|]2|1/0|0(1]2|3,4/,5|6]|7

Su0l [ St0 | Pul | Lal [WeO | MeO | Sm0 [HiZ0|HiZ1 Sml| Mel| Wel| Lal| Pul| Stl| Sul

wired AND logic value result: 0
wired OR 1logic value result: 1

Figure 7-24—Wired logic with unambiguous strength signals

The combination of the signals in Figure 7-24, using wired and logic, produces a result with the same value
as the result produced by an and gate with the value of the two signals as its inputs. The combination of
signals using wired or logic produces a result with the same value as the result produced by an or gate with
the values of the two signals as its inputs. The strength of the result is the same as the strength of the
combined signals in both cases. If the value of the upper signal changes so that both signals in Figure 7-24
possess a value 1, then the results of both types of logic have a value 1.
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When ambiguous strength signals combine in wired logic, it is necessary to consider the results of all

combinations of each of the strength levels in the first signal with each of the strength levels in the second
signal, as shown in Figure 7-25.

strength0 strength1
716|514 /3[]2|1/0/0(1]2|3, 4/,5|6]|7

Sul [ St0 | Pul | La0 [WeO |MeO | Sm0 [HiZ0|HiZ1 Sml| Mel| Wel| Lal| Pul| Stl]| Sul

Signal 1

strength0 strength1
7/,6( 5| 4|3 2,1, 0] 0| 1] 2| 3| 4| 5| 6| 7

Sul [ St0 | Pul | La0 [WeO |MeO | Sm0 [HiZ0|HiZ] Sml| Mel| Wel| Lal| Pul| Stl]| Sul

Signal 2

The combinations of strength levels for and logic appear in the
following chart:

signall signal2 result

strength | value strength value strength value

5 0 5 1 5 0

6 0 5 1 6 0

The result is the following signal:

strength0 strength1
7,654 (32100123 4|5|6]|7

Sul | St0 | Pul | La0 [WeO | MeO | Sm0 [HiZ0|HiZ1 Sml| Mel| Wel| Lal| Pul| St1l| Sul

l—»]

The combinations of strength levels for or logic appear in the
following chart:

signall signal2 result

strength | value | strength | value strength value

5 0 5 1 5 1

6 0 5 1 6 0

The result is the following signal:

strength0 strength1
7116|5432 |1/0|0(1]2|3,4/,5|6]7

Su0 | St0|Pul| La0|WeO|MeO |SmO |[HiZO0|HiZ]1] Sml| Mel| Wel| Lal| Pul| Stl| Sul
|

Figure 7-25—Wired logic and ambiguous strengths
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7.11 Strength reduction by nonresistive devices

The nmos, pmos, and cmos switches shall pass the strength from the data input to the output, except that a
supply strength shall be reduced to a strong strength.

The tran, tranif0, and tranifl switches shall not affect signal strength across the bidirectional terminals,
except that a supply strength shall be reduced to a strong strength.

7.12 Strength reduction by resistive devices

The rnmos, rpmos, rcmos, rtran, rtranifl, and rtranif0 devices shall reduce the strength of signals that
pass through them according to Table 7-8.

Table 7-8—Strength reduction rules

Input strength Reduced strength
Supply drive Pull drive
Strong drive Pull drive
Pull drive Weak drive
Large capacitor Medium capacitor
Weak drive Medium capacitor
Medium capacitor Small capacitor
Small capacitor Small capacitor
High impedance High impedance

7.13 Strengths of net types

The tri0, tril, supply0, and supplyl net types shall generate signals with specific strength levels. The trireg
declaration can specify either of two signal strength levels other than a default strength level.

7.13.1 tri0 and tri1 net strengths

The tri0 net type models a net connected to a resistive pulldown device. In the absence of an overriding
source, such a signal shall have a value 0 and a pull strength. The tril net type models a net connected to a
resistive pullup device. In the absence of an overriding source, such a signal shall have a value 1 and a pull
strength.

7.13.2 trireg strength

The trireg net type models charge storage nodes. The strength of the drive resulting from a trireg net that is
in the charge storage state (that is, a driver charged the net and then went to high impedance) shall be one of
these three strengths: large, medium, or small. The specific strength associated with a particular trireg net

shall be specified by the user in the net declaration. The default shall be medium. The syntax of this
specification is described in 4.4.1.
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7.13.3 supply0 and supply1 net strengths

The supply0 net type models ground connections. The supplyl net type models connections to power
supplies. The supply0 and supply1 net types shall have supply driving strengths.

7.14 Gate and net delays

Gate and net delays provide a means of more accurately describing delays through a circuit. The gate delays
specify the signal propagation delay from any gate input to the gate output. Up to three values per output
representing rise, fall, and turn-off delays can be specified (see 7.2 through 7.8).

Net delays refer to the time it takes from any driver on the net changing value to the time when the net value
is updated and propagated further. Up to three delay values per net can be specified.

For both gates and nets, the default delay shall be zero when no delay specification is given. When one delay
value is given, then this value shall be used for all propagation delays associated with the gate or the net.
When two delays are given, the first delay shall specify the rise delay, and the second delay shall specify the
fall delay. The delay when the signal changes to high impedance or to unknown shall be the lesser of the two
delay values.

For a three-delay specification,

—  The first delay refers to the transition to the 1 value (rise delay).
— The second delay refers to the transition to the 0 value (fall delay).
—  The third delay refers to the transition to the high-impedance value.

When a value changes to the unknown (x) value, the delay is the smallest of the three delays. The strength of
the input signal shall not affect the propagation delay from an input to an output.

Table 7-9 summarizes the from-to propagation delay choice for the two- and three-delay specifications.

Table 7-9—Rules for propagation delays

Delay used if there are
From value: To value:
2 delays 3 delays
0 1 dl dl
0 X min(d1, d2) min(d1, d2, d3)
0 z min(dl, d2) d3
1 0 d2 d2
1 X min(d1, d2) min(d1, d2, d3)
1 z min(dl, d2) d3
X 0 d2 d2
X 1 dl dl
X z min(d1, d2) d3
z 0 d2 d2
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Table 7-9—Rules for propagation delays (continued)

Delay used if there are
From value: To value:
2 delays 3 delays
z 1 dl dl
z X min(d1, d2) min(d1, d2, d3)

For example:
Example 1—The following is an example of a delay specification with one, two, and three delays:

and #(10) al (out, inl, in2); // only one delay
and #(10,12) a2 (out, inl, in2); // rise and fall delays
bufif0 #(10,12,11) b3 (out, in, ctrl);// rise, fall, and turn-off delays

Example 2—The following example specifies a simple latch module with three-state outputs, where
individual delays are given to the gates. The propagation delay from the primary inputs to the outputs of the
module will be cumulative, and it depends on the signal path through the network.

module tri latch (gout, ngout, clock, data, enable);
output gout, ngout;

input clock, data, enable;

tri gout, ngout;

not #5 nl (ndata, data);
nand #(3,5) n2 (wa, data, clock),
n3 (wb, ndata, clock);
nand #(12,15) n4 (g, ng, wa),
n5 (ng, gq, wb);
bufifl #(3,7,13) g drive (gout, g, enable),

ng drive (ngout, ng, enable);

endmodule
7.14.1 min:typ:max delays
The syntax for delays on gate primitives (including UDPs; see Clause 8), nets, and continuous assignments
shall allow three values each for the rising, falling, and turn-off delays. The minimum, typical, and
maximum values for each delay shall be specified as expressions separated by colons. There shall be no
required relation (e.g., min < typ < max) between the expressions for minimum, typical, and maximum
delays. These can be any three expressions.
For example:
The following example shows min: typ :max values for rising, falling, and turn-off delays:

module iobuf (iol, io2, dir);

bufif0 #(5:7:9, 8:10:12, 15:18:21) bl (iol, io2, dir);
bufifl #(6:8:10, 5:7:9, 13:17:19) b2 (io2, iol, dir);

endmodule
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The syntax for delay controls in procedural statements (see 9.7) also allows minimum, typical, and
maximum values. These are specified by expressions separated by colons. The following example illustrates
this concept.

parameter min hi = 97, typ hi = 100, max_hi = 107;
reg clk;

always begin
#(95:100:105) clk = 1;
#(min_hi:typ hi:max hi) clk = 0;
end

7.14.2 trireg net charge decay

Like all nets, the delay specification in a trireg net declaration can contain up to three delays. The first two
delays shall specify the delay for transition to the 1 and 0 logic states when the trireg net is driven to these
states by a driver. The third delay shall specify the charge decay time instead of the delay in a transition to
the z logic state. The charge decay time specifies the delay between when the drivers of a trireg net turn off
and when its stored charge can no longer be determined.

A trireg net does not need a turn-off delay specification because a trireg net never makes a transition to the
z logic state. When the drivers of a trireg net make transitions from the 1, 0, or x logic states to off, the
trireg net shall retain the previous 1, 0, or x logic state that was on its drivers. The z value shall not
propagate from the drivers of a trireg net to a trireg net. A trireg net can only hold a z logic state when z is
the initial logic state of the trireg net or when the trireg net is forced to the z state with a force statement
(see 9.3.2).

A delay specification for charge decay models a charge storage node that is not ideal, i.e., a charge storage
node whose charge leaks out through its surrounding devices and connections.

The charge decay process and the delay specification for charge decay are described in 7.14.2.1 and
7.14.2.2, respectively.

7.14.2.1 Charge decay process
Charge decay is the cause of transition of a 1 or 0 that is stored in a trireg net to an unknown value (x) after
a specified delay. The charge decay process shall begin when the drivers of the trireg net turn off and the
trireg net starts to hold charge. The charge decay process shall end under the following two conditions:
a) The delay specified by charge decay time elapses, and the trireg net makes a transition from 1 or 0
to x.
b)  The drivers of trireg net turn on and propagate a 1, 0, or x into the trireg net.

7.14.2.2 Delay specification for charge decay time

The third delay in a trireg net declaration shall specify the charge decay time. A three-valued delay
specification in a trireg net declaration shall have the following form:

#(d1, 42, d3) // (rise_delay, fall delay, charge decay time)

The charge decay time specification in a trireg net declaration shall be preceded by a rise and a fall delay
specification.
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For example:

Example 1—The following example shows a specification of the charge decay time in a trireg net
declaration:

trireg (large) #(0,0,50) capl;

This example declares a trireg net named capl. This trireg net stores a large charge. The delay
specifications for the rise delay is 0, the fall delay is 0, and the charge decay time specification is 50 time
units.

Example 2—The next example presents a source description file that contains a trireg net declaration with a
charge decay time specification. Figure 7-26 shows an equivalent schematic for the source description.

module capacitor;
reg data, gate;

// trireg declaration with a charge decay time of 50 time units
trireg (large) #(0,0,50) capl;

nmos nmosl (capl, data, gate); // nmos that drives the trireg

initial begin
$monitor ("$0d data=%v gate=%v capl=%v", S$time, data, gate, capl);

data = 1;
// Toggle the driver of the control input to the nmos switch
gate = 1;
#10 gate = 0;
#30 gate = 1;
#10 gate = 0;
#100 $finish;
end
endmodule
gate
data
nmosl J_ ,
jj trireg
Figure 7-26—Trireg net with capacitance
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8. User-defined primitives (UDPs)

This clause describes a modeling technique to augment the set of predefined gate primitives by designing
and specifying new primitive elements called UDPs. Instances of these new UDPs can be used in exactly the
same manner as the gate primitives to represent the circuit being modeled.

The following two types of behavior can be represented in a UDP:

a) Combinational—modeled by a combinational UDP
b) Sequential—modeled by a sequential UDP

A combinational UDP uses the value of its inputs to determine the next value of its output. A sequential
UDP uses the value of its inputs and the current value of its output to determine the value of its output.
Sequential UDPs provide a way to model sequential circuits such as flip-flops and latches. A sequential

UDP can model both level-sensitive and edge-sensitive behavior.

Each UDP has exactly one output, which can be in one of three states: 0, 1, or x. The three-state value z is
not supported. In sequential UDPs, the output always has the same value as the internal state.

The z values passed to UDP inputs shall be treated the same as x values.

8.1 UDP definition
UDP definitions are independent of modules; they are at the same level as module definitions in the syntax
hierarchy. They can appear anywhere in the source text, either before or after they are instantiated inside a

module. They shall not appear between the keywords module and endmodule.

Implementations may limit the maximum number of UDP definitions in a model, but they shall allow at
least 256.

The formal syntax of the UDP definition is given in Syntax 8-1.
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udp_declaration ::= (From A.5.1)
{ attribute_instance } primitive udp_identifier (udp port list) ;
udp_port declaration { udp port declaration }
udp_body
endprimitive
| { attribute_instance } primitive udp_identifier (udp_declaration_port list) ;
udp_body
endprimitive
udp_port_list ::= (From A.5.2)
output port_identifier , input_port_identifier { , input_port_identifier }
udp_declaration_port_list ::=
udp_output declaration , udp_input_declaration { , udp input declaration }
udp port_declaration ::=
udp_output_declaration ;
| udp_input_declaration ;
| udp _reg declaration ;
udp_output declaration ::=
{ attribute_instance } output port_identifier
| { attribute_instance } output reg port_identifier [ = constant_expression |
udp_input_declaration ::=
{ attribute_instance } input list_of port identifiers
udp_reg_declaration ::=
{ attribute_instance } reg variable_identifier
udp_body ::= (From A.5.3)
combinational body | sequential body
combinational body ::=
table combinational entry { combinational entry } endtable
combinational entry ::=
level input _list : output_symbol ;
sequential body ::=
[ udp_initial statement ] table sequential entry { sequential entry } endtable
udp_initial_statement ::=
initial output port identifier = init_val
init_val ::=1'b0 | 1'b1 | 1'bx | 1'DX | 1'BO|1'B1 |1'Bx | 1'BX |1 |0
sequential_entry ::=
seq_input_list : current_state : next_state ;
seq_input_list ::=
level input list | edge input list
level input_list ::=
level _symbol { level symbol }
edge input_list ::=
{ level symbol } edge indicator { level symbol }
edge_indicator ::=
(level_symbol level symbol ) | edge symbol
current_state ::= level symbol
next_state ::=output_symbol | -
output_symbol ::=0]1|x|X
level symbol::=0|1|x|X|?|b|B
edge symbol :=r |R|f|F|p|P|n|N|*

Syntax 8-1—Syntax for UDPs
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8.1.1 UDP header

A UDP definition shall have one of two alternate forms. The first form shall begin with the keyword
primitive, followed by an identifier, which shall be the name of the UDP. This in turn shall be followed by
a comma-separated list of port names enclosed in parentheses, which shall be followed by a semicolon. The
UDP definition header shall be followed by port declarations and a state table. The UDP definition shall be
terminated by the keyword endprimitive.

The second form shall begin with the keyword primitive, followed by an identifier, which shall be the name
of the UDP. This in turn shall be followed by a comma-separated list of port declarations enclosed in
parentheses, followed by a semicolon. The UDP definition header shall be followed by a state table. The
UDP definition shall be terminated by the keyword endprimitive.

UDPs have multiple input ports and exactly one output port; bidirectional inout ports are not permitted on
UDPs. All ports of a UDP shall be scalar; vector ports are not permitted.

The output port shall be the first port in the port list.
8.1.2 UDP port declarations

UDPs shall contain input and output port declarations. The output port declaration begins with the keyword
output, followed by one output port name. The input port declaration begins with the keyword input,
followed by one or more input port names.

Sequential UDPs shall contain a reg declaration for the output port, either in addition to the output
declaration, when the UDP is declared using the first form of a UDP Header, or as part of the
output declaration. Combinational UDPs cannot contain a reg declaration. The initial value of the output
port can be specified in an initial statement in a sequential UDP (see 8.1.3).

Implementations may limit the maximum number of inputs to a UDP, but they shall allow at least 9 inputs
for sequential UDPs and 10 inputs for combinational UDPs.

8.1.3 Sequential UDP initial statement

The sequential UDP initial statement specifies the value of the output port when simulation begins. This
statement begins with the keyword initial. The statement that follows shall be an assignment statement that
assigns a single-bit literal value to the output port.

8.1.4 UDP state table

The state table defines the behavior of a UDP. It begins with the keyword table and is terminated with the
keyword endtable. Each row of the table is terminated by a semicolon.

Each row of the table is created using a variety of characters (see Table 8-1), which indicate input values and
output state. Three states—o0, 1, and x—are supported. The z state is explicitly excluded from consideration
in UDPs. A number of special characters are defined to represent certain combinations of state possibilities.
These are described in Table 8-1.

The order of the input state fields of each row of the state table is taken directly from the port list in the UDP
definition header. It is not related to the order of the input port declarations.

Combinational UDPs have one field per input and one field for the output. The input fields are separated
from the output field by a colon (:). Each row defines the output for a particular combination of the input
values (see 8.2).
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Sequential UDPs have an additional field inserted between the input fields and the output field. This
additional field represents the current state of the UDP and is considered equivalent to the current output
value. It is delimited by colons. Each row defines the output based on the current state, particular
combinations of input values, and at most one input transition (see 8.4). A row such as the one shown below
is illegal:

(01) (10) O : O : 1 ;

If all input values are specified as x, then the output state shall be specified as x.

It is not necessary to explicitly specify every possible input combination. All combinations of input values
that are not explicitly specified result in a default output state of x.

It is illegal to have the same combination of inputs, including edges, specified for different outputs.
8.1.5 Z values in UDP

The z value in a table entry is not supported, and it is considered illegal. The z values passed to UDP inputs
shall be treated the same as x values.

8.1.6 Summary of symbols
To improve the readability and to ease writing of the state table, several special symbols are provided.

Table 8-1 summarizes the meaning of all the value symbols that are valid in the table part of a UDP
definition.

Table 8-1—UDP table symbols

Symbol Interpretation Comments

0 Logic 0

1 Logic 1

X Unknown Permitted in the input and output fields of all
UDPs and in the current state field of sequen-
tial UDPs.

? Iteration of 0, 1, and x Not permitted in output field.

b Iteration of 0 and 1 Permitted in the input fields of all UDPs and

in the current state field of sequential UDPs.
Not permitted in the output field.

- No change Permitted only in the output field of a
sequential UDP.
(vw) Value change from v to w v and w can be any one of 0, 1, x, ?, or b,

and are only permitted in the input field.

* Same as (??) Any value change on input.
r Same as (01) Rising edge on input.
f Same as (10) Falling edge on input.
p Iteration of (01), (0 x) and (x1) Potential positive edge on the input.
n Iteration of (10), (1x)and (x0 Potential negative edge on the input.
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8.2 Combinational UDPs

In combinational UDPs, the output state is determined solely as a function of the current input states.
Whenever an input state changes, the UDP is evaluated and the output state is set to the value indicated by
the row in the state table that matches all the input states. All combinations of the inputs that are not
explicitly specified will drive the output state to the unknown value x.

For example:

The following example defines a multiplexer with two data inputs and a control input:

primitive multiplexer (mux, control, datahA, dataB);

output mux;

input control, dataA, dataB;

table

// control dataA dataB mux
0 1 0 : 1 ;
0 1 1 1 ;
0 1 X 1 ;
0 0 0 0 ;
0 0 1 0 ;
0 0 X 0 ;
1 0 1 1 ;
1 1 1 1 ;
1 X 1 1 ;
1 0 0 0 ;
1 1 0 0 ;
1 X 0 0 ;
X 0 0 0 ;
X 1 1 1 ;

endtable

endprimitive

The first entry in this example can be explained as follows: when control equals 0, dataa equals 1, and
dataB equals 0, then output mux equals 1.

The input combination 0xx (control=0, dataA=x, dataB=x) is not specified. If this combination
occurs during simulation, the value of output port mux will become x.

Using 2, the description of a multiplexer can be abbreviated as follows:

primitive multiplexer (mux, control, datad, dataB);

output mux;

input control, datahA, dataB;

table

// control dataA dataB mux
0 1 ? : 1 ; // ? =0 1x
0 0 ? o ;
1 ? 1 1 ;
1 ? 0 0 ;
x 0 0 0 ;
x 1 1 1 ;

endtable

endprimitive
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8.3 Level-sensitive sequential UDPs

Level-sensitive sequential behavior is represented the same way as combinational behavior, except that the
output is declared to be of type reg and there is an additional field in each table entry. This new field
represents the current state of the UDP. The output field in a sequential UDP represents the next state.

For example:
Consider the example of a latch:
primitive latch (g, clock, data);

output g; reg g;
input clock, data;

table
// clock data ¢ g+
0 1 ? 1 ;
0 0 ? 0 ;
1 ? :?2 : - ; // - = no change
endtable
endprimitive

This description differs from a combinational UDP model in two ways. First, the output identifier g has an
additional reg declaration to indicate that there is an internal state q. The output value of the UDP is always
the same as the internal state. Second, a field for the current state, which is separated by colons from the
inputs and the output, has been added.

8.4 Edge-sensitive sequential UDPs

In level-sensitive behavior, the values of the inputs and the current state are sufficient to determine the
output value. Edge-sensitive behavior differs in that changes in the output are triggered by specific
transitions of the inputs. This makes the state table a transition table.

Each table entry can have a transition specification on at most one input. A transition is specified by a pair of
values in parentheses such as (01) or a transition symbol such as r. Entries such as the following are illegal:

(01) (01)0 : 0 : 1 ;

All transitions that do not affect the output shall be explicitly specified. Otherwise, such transitions cause the
value of the output to change to x. All unspecified transitions default to the output value x.

If the behavior of the UDP is sensitive to edges of any input, the desired output state shall be specified for all
edges of all inputs.

For example:
The following example describes a rising edge D flip-flop:
primitive d edge ff (g, clock, data);

output g; reg qg;
input clock, data;

table
// clock data q g+
// obtain output on rising edge of clock
(01) 0 : ? : 0 ;
(01) 1 : ? : 1 ;
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(07?) 1 : 1 : 1 ;
(0?) 0 : 0 : 0 ;
// ignore negative edge of clock
(?0) ? : ? : - ;

// ignore data changes on steady clock
? (?7?) : ? : -

endtable
endprimitive

1

The terms such as (01) represent transitions of the input values. Specifically, (01) represents a transition
from 0 to 1. The first line in the table of the preceding UDP definition is interpreted as follows: when clock
changes value from 0 to 1 and data equals 0, the output goes to 0 no matter what the current state.

The transition of clock from 0 to x with data equal to 0 and current state equal to 1 will result in the output g
going to x.

8.5 Sequential UDP initialization

The initial value on the output port of a sequential UDP can be specified with an initial statement that
provides a procedural assignment. The initial statement is optional.

Like initial statements in modules, the initial statement in UDPs begins with the keyword initial. The valid
contents of initial statements in UDPs and the valid left-hand and right-hand sides of their procedural
assignment statements differ from initial statements in modules. A partial list of differences between these
two types of initial statements is described in Table 8-2.

Table 8-2—Initial statements in UDPs and modules

Initial statements in UDPs

Initial statements in modules

Contents limited to one procedural assignment
statement

Contents can be one procedural statement of any
type or a block statement that contains more than
one procedural statement

The procedural assignment statement shall assign a
value to a reg whose identifier matches the identifier
of an output terminal

Procedural assignment statements in initial state-
ments can assign values to a reg whose identifier
does not match the identifier of an output terminal

The procedural assignment statement shall assign
one of the following values: 1'b1, 1'b0, 1'bx, 1, 0

Procedural assignment statements can assign values
of any size, radix, and value

For example:

primitive srff (q, s, r);
output g; reg qg;
input s, r;

initial g = 1'b1;

table

// s r a g+
1 0 ? 1 ;
£f 0 1 ;
0 r ? 0 ;
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1 1 : 2 0 ;
endtable
endprimitive

The output g has an initial value of 1 at the start of the simulation; a delay specification on an instantiated
UDP does not delay the simulation time of the assignment of this initial value to the output. When
simulation starts, this value is the current state in the state table. Delays are not permitted in a UDP initial
statement.

Example 2—The following example and Figure 8-1 show how values are applied in a module that
instantiates a sequential UDP with an initial statement:

primitive dff1 (g, clk, 4);
input clk, 4;

output g; reg g;

initial g = 1'b1;

table

// clk d q g+
r 0 ? 0 H
r 1 ? 1
f ? ? - ;
? * ? -

endtable

endprimitive

module dff (g, gb, clk, 4d);
input clk, 4;
output g, gb;
dff1l gl (gi, clk, 4);
buf #3 g2 (g, gi);
not #5 g3 (gb, gi);
endmodule

The UDP dff1 contains an initial statement that sets the initial value of its output to 1. The module dff
contains an instance of UDP df£1.

Figure 8-1 shows the schematic of the preceding module and the simulation propagation times of the initial
value of the UDP output.

In Figure 8-1, the fanout from the UDP output gi includes nets g and gb. At simulation time 0, gi changes
value to 1. That initial value of gi does not propagate to net g until simulation time 3, and it does not
propagate to net gb until simulation time 5.
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module dff
buf g2
d | 5!
UDP dff1l g1 | #3
[ not g3
clk E:>O ab
#5
. 1
qi
0
1
q
gb 1
0 3 5

simulation time

Figure 8-1—Module schematic and simulation times of initial value propagation

8.6 UDP instances

The syntax for creating a UDP instance is shown in Syntax 8-2.

udp_instantiation ::= (From A.5.4)
udp_identifier [ drive_strength | [ delay?2 ]
udp_instance {, udp_instance } ;
udp_instance ::=
[ name of udp instance ] (output terminal , input terminal
{, input_terminal } )
name of udp_ instance ::=
udp_instance_identifier [ range ]

Syntax 8-2—Syntax for UDP instances

Instances of UDPs are specified inside modules in the same manner as gates (see 7.1). The instance name is
optional, just as for gates. The port connection order is as specified in the UDP definition. Only two delays
may be specified because z is not supported for UDPs. An optional range may be specified for an array of
UDP instances. The port connection rules remain the same as outlined in 7.1.
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For example:
The following example creates an instance of the D-type flip-flop d_edge f£ (defined in 8.4).

module flip;

reg clock, data;
parameter pl 10;
parameter p2 33;
parameter p3 = 12;

d_edge_ ff #p3 d_inst (g, clock, data);

initial begin

data = 1;

clock = 1;

#(20 * p1) $finish;
end
always #pl clock = ~clock;
always #p2 data = ~data;
endmodule

8.7 Mixing level-sensitive and edge-sensitive descriptions

UDP definitions allow a mixing of the level-sensitive and the edge-sensitive constructs in the same table.
When the input changes, the edge-sensitive cases are processed first, followed by level-sensitive cases.
Thus, when level-sensitive and edge-sensitive cases specify different output values, the result is specified by
the level-sensitive case.

For example:

primitive jk_edge ff (g, clock, j, k, preset, clear);
output g; reg q;
input clock, j, k, preset, clear;
table
// clock Jjk pc state output/next state

? ?? 01 : ? : 1 ; // preset logic
?7? *1
?? 10
?? 1%*
00 00
00 11
01 11
10 11
11 11
11 11

?? 2?7

; // clear logic

; // normal clocking cases

ORrRr P O I B O oK

TR R RRRE W0

*?2 27 ; // J and k transition cases

VY Y PO Y Y Y O O I

o

2% 27
endtable
endprimitive

In this example, the preset and clear logic is level-sensitive. Whenever the preset and clear combination is
01, the output has value 1. Similarly, whenever the preset and clear combination has value 10, the output
has value o.
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The remaining logic is sensitive to edges of the clock. In the normal clocking cases, the flip-flop is sensitive
to the rising clock edge, as indicated by an r in the clock field in those entries. The insensitivity to the falling
edge of clock is indicated by a hyphen (-) in the output field (see Table 8-1) for the entry with an £ as the
value of clock. Remember that the desired output for this input transition shall be specified to avoid
unwanted x values at the output. The last two entries show that the transitions in j and k inputs do not
change the output on a steady low or high clock.

8.8 Level-sensitive dominance

Table 8-3 shows level-sensitive and edge-sensitive entries in the example from 8.7, their level-sensitive or
edge-sensitive behavior, and a case of input values that each includes.

Table 8-3—Mixing of level-sensitive and edge-sensitive entries

Entry Included case Behavior
2 7201:?:1; 0 0001:0:1; Level-sensitive
f2222:2 - f 0001:0:0; Edge-sensitive

The included cases specify opposite next state values for the same input and current state combination. The
level-sensitive included case specifies that when the inputs clock, jk, and pc values are 0, 00, and 01 and
the current state is 0, the output changes to 1. The edge-sensitive included case specifies that when clock
falls from 1 to 0, the other inputs jk and pc are 00 and 01, and the current state is 0, then the output changes
to 0.

When the edge-sensitive case is processed first, followed by the level-sensitive case, the output changes to 1.
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9. Behavioral modeling

The language constructs introduced so far allow hardware to be described at a relatively detailed level.
Modeling a circuit with logic gates and continuous assignments reflects quite closely the logic structure of
the circuit being modeled; however, these constructs do not provide the power of abstraction necessary for
describing complex high-level aspects of a system. The procedural constructs described in this clause are
well suited to tackling problems such as describing a microprocessor or implementing complex timing
checks.

This clause starts with a brief overview of a behavioral model to provide a context for many types of
behavioral statements in the Verilog HDL.

9.1 Behavioral model overview

Verilog behavioral models contain procedural statements that control the simulation and manipulate
variables of the data types previously described. These statements are contained within procedures. Each
procedure has an activity flow associated with it.

The activity starts at the control constructs initial and always. Each initial construct and each always
construct starts a separate activity flow. All of the activity flows are concurrent to model the inherent
concurrence of hardware. These constructs are formally described in 9.9.

The following example shows a complete Verilog behavioral model.

module behave;
reg [1:0] a, b;

initial begin

a = 'bl;

b = 'bo;
end
always begin

#50 a = ~a;
end

always begin
#100 b = ~b;
end

endmodule

During simulation of this model, all of the flows defined by the initial and always constructs start together at
simulation time zero. The initial constructs execute once, and the always constructs execute repetitively.

In this model, the reg variables a and b initialize to 1 and 0, respectively, at simulation time zero. The initial
construct is then complete and does not execute again during this simulation run. This initial construct
contains a begin-end block (also called a sequential block) of statements. In this begin-end block, a is
initialized first, followed by b.

The always constructs also start at time zero, but the values of the variables do not change until the times
specified by the delay controls (introduced by #) have elapsed. Thus, reg a inverts after 50 time units and
reg b inverts after 100 time units. Because the always constructs repeat, this model will produce two square
waves. The reg a toggles with a period of 100 time units, and reg b toggles with a period of 200 time units.
The two always constructs proceed concurrently throughout the entire simulation run.
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9.2 Procedural assignments

As described in Clause 6, procedural assignments are used for updating reg, integer, time, real, realtime,
and memory data types. There is a significant difference between procedural assignments and continuous
assignments:

— Continuous assignments drive nets and are evaluated and updated whenever an input operand
changes value.

—  Procedural assignments update the value of variables under the control of the procedural flow
constructs that surround them.

The right-hand side of a procedural assignment can be any expression that evaluates to a value. The left-
hand side shall be a variable that receives the assignment from the right-hand side. The left-hand side of a
procedural assignment can take one of the following forms:

— reg, integer, real, realtime, or time data type: an assignment to the name reference of one of these
data types.

— Bit-select of a reg, integer, or time data type: an assignment to a single bit that leaves the other bits
untouched.

— Part-select of a reg, integer, or time data type: a part-select of one or more contiguous bits that
leaves the rest of the bits untouched.

— Memory word: a single word of a memory.

— Concatenation or nested concatenation of any of the above: a concatenation or nested concatenation
of any of the previous four forms. Such specification effectively partitions the result of the right-
hand expression and assigns the partition parts, in order, to the various parts of the concatenation or
nested concatenation.

As described in 5.4, when the right-hand side evaluates to fewer bits than the left-hand side, the right-hand
side value is padded to the size of the left-hand side. If the right-hand side is unsigned, it is padded according
to the rules specified in 5.4.1. If the right-hand side is signed, it is sign-extended.

The Verilog HDL contains two types of procedural assignment statements:

— Blocking procedural assignment statements

— Nonblocking procedural assignment statements

Blocking and nonblocking procedural assignment statements specify different procedural flows in
sequential blocks.

9.2.1 Blocking procedural assignments
A blocking procedural assignment statement shall be executed before the execution of the statements that

follow it in a sequential block (see 9.8.1). A blocking procedural assignment statement shall not prevent the
execution of statements that follow it in a parallel block (see 9.8.2).

The syntax for a blocking procedural assignment is given in Syntax 9-1.
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blocking_assignment ::= (From A.6.2)
variable lvalue =[ delay or event control ] expression
delay_control ::= (From A.6.5)
# delay value
| # ( mintypmax_expression )
delay or event control ::=
delay control
| event_control
| repeat ( expression ) event_control
event control ::=
@ hierarchical event identifier
| @ (event_expression )
| @*
| @ (%)
event_expression ::=
expression
| posedge expression
| negedge expression
| event _expression or event _expression
| event expression , event_expression
variable lvalue ::= (From A.8.5)
hierarchical variable identifier [ { [ expression ] } [ range expression | ]
| { variable_lvalue {, variable lvalue } }

Syntax 9-1—Syntax for blocking assignments

In this syntax, variable lvalue is a data type that is valid for a procedural assignment statement, = is the
assignment operator, and delay or event control is the optional intra-assignment timing control. The
control can be either a delay control (e.g., #6) or an event control (e.g., @(posedge clk)). The
expression is the right-hand side value that shall be assigned to the left-hand side. If variable lvalue
requires an evaluation, it shall be evaluated at the time specified by the intra-assignment timing control.

The = assignment operator used by blocking procedural assignments is also used by procedural continuous
assignments and continuous assignments.

For example:

The following examples show blocking procedural assignments:

rega = 0;

regal[3] = 1; // a bit-select

rega[3:5] = 7; // a part-select

mema [address] = 8'hff; // assignment to a mem element
{carry, acc} = rega + regb; // a concatenation

9.2.2 The nonblocking procedural assignment
The nonblocking procedural assignment allows assignment scheduling without blocking the procedural
flow. The nonblocking procedural assignment statement can be used whenever several variable assignments

within the same time step can be made without regard to order or dependence upon each other.

The syntax for a nonblocking procedural assignment is given in Syntax 9-2.
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nonblocking assignment ::= (From A.6.2)
variable lvalue <=[ delay or event control ] expression
delay_control ::= (From A.6.5)
# delay value
| # ( mintypmax_expression )
delay or event control ::=
delay control
| event_control
| repeat ( expression ) event_control
event control ::=
@ hierarchical event identifier
| @ (event_expression )
| @*
| @ (*)
event_expression ::=
expression
| posedge expression
| negedge expression
| event _expression or event _expression
| event expression , event_expression

variable lvalue ::= (From A.8.5)

| { variable_lvalue {, variable lvalue } }

hierarchical variable identifier [ { [ expression ] } [ range expression | ]

Syntax 9-2—Syntax for nonblocking assignments

In this syntax, variable 1lvalue is a data type that is valid for a procedural assignment statement, <= is
the nonblocking assignment operator, and delay or event control is the optional intra-assignment
timing control. If variable 1lvalue requires an evaluation, it shall be evaluated at the same time as the
expression on the right-hand side. The order of evaluation of the variable lvalue and the expression on

the right-hand side is undefined if timing control is not specified.

The nonblocking assignment operator is the same operator as the less-than-or-equal-to relational operator.
The interpretation shall be decided from the context in which <= appears. When <= is used in an expression,
it shall be interpreted as a relational operator; and when it is used in a nonblocking procedural assignment, it

shall be interpreted as an assignment operator.

The nonblocking procedural assignments shall be evaluated in two steps as discussed in Clause 11. These

two steps are shown in the following example:
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Example 1
module evaluates2 (out); At posedge c, the simulator Nonblocking
;):gtp:t %ut ,c . evaluates the. right-hand sides of assignment
O, G Step 1: the nonblocking gss1gnments and schedules
initial beei schedules the assignments of the changes at
Initia - egl_ new values at the end of the i %
i ; 1 ! nonblocking assign update events 1me
- - O:- (see 11.4). a=0
end When the simulator activates the b=1
always 45 Step 2:  nonblocking assign update events,
c = ~C; .
ﬂ}e simulator updates the left-hfind Assignment
always e (posedge c) begin side of each nonblocking assign- values:
a <= b; // evaluates, schedules, mentstatement.
b <= a; // and executes in two steps a=1
end —
endmodule b=0

At the end of the time step means that the nonblocking assignments are the last assignments executed in a
time step—with one exception. Nonblocking assignment events can create blocking assignment events.
These blocking assignment events shall be processed after the scheduled nonblocking events.

Unlike an event or delay control for blocking assignments, the nonblocking assignment does not block the
procedural flow. The nonblocking assignment evaluates and schedules the assignment, but it does not block
the execution of subsequent statements in a begin-end block.

Example 2
//non_blockl.v
module non blockl; scheduled
reg a, b, ¢, d, e, £; changes at
time 2

//blocking assignments

initial begin
a = #10 1; // a will be assigned 1 at time 10

b=#20; // b WZ!_ll be ass;gned 0 at t}me 12 scheduled
c =#4 1; // c will be assigned 1 at time 16
end changes at
time 4

//non-blocking assignments

initial begin
d <= #10 1; // d will be assigned 1 at time 10

e <= #2 0; // e will be assigned 0 at time 2

f <= #4 1; // £ will be assigned 1 at time 4 scheduled
end changes at
endmodule time 10

d=1

As shown in the previous example, the simulator evaluates and schedules assignments for the end of the
current time step and can perform swapping operations with the nonblocking procedural assignments.
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Example 3

//non blockl.v .
module non blockl; Step 1:
reg a, b;
initial begin

a = 0;

b =1;

a <= b; // evaluates, schedules, and

b <= a; // executes in two steps

end

initial begin
$monitor (S$time,
#100 S$finish;

,"a = %b b = 3b", a, b);

IEEE
Std 1364-2005

The simulator evaluates the right-
hand side of the nonblocking
assignments and schedules the
assignments for the end of the
current time step.

Step 2:

At the end of the current time step,
the simulator updates the left-hand

end side of each nonblocking assign-
endmodule ment statement.
assignment values: a=1
b=0

The order of the execution of distinct nonblocking assignments to a given variable shall be preserved. In
other words, if there is clear ordering of the execution of a set of nonblocking assignments, then the order of
the resulting updates of the destination of the nonblocking assignments shall be the same as the ordering of

the execution (see 11.4.1).
Example 4

module multiple;
reg a;

initial a = 1;

// The assigned value of the reg is determinate

initial begin

a <= #4 0; // schedules a = 0 at time 4

a <= #4 1; // schedules a = 1 at time 4
end // At time 4, a =1
endmodule

If the simulator executes two procedural blocks concurrently and if these procedural blocks contain
nonblocking assignment operators to the same variable, the final value of that variable is indeterminate. For
example, the value of reg a is indeterminate in the following example:

Example 5

module multiple2;
reg a;

initial a = 1;
initial a <= #4 0;
initial a <= #4 1;

// At time 4, a = ??

// schedules 0 at time 4
// schedules 1 at time 4

// The assigned value of the reg is indeterminate

endmodule
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The fact that two nonblocking assignments targeting the same variable are in different blocks is not by itself
sufficient to make the order of assignments to a variable indeterminate. For example, the value of reg a at
the end of time cycle 16 is determinate in the following example:

Example 6

module multiple3;
reg a;

initial #8 a <= #8 1; // executed at time 8;
// schedules an update of 1 at time 16
initial #12 a <= #4 0; // executed at time 12;
// schedules an update of 0 at time 16
// Because it is determinate that the update of a to the value 1
// is scheduled before the update of a to the value 0,
// then it is determinate that a will have the value 0
// at the end of time slot 16.
endmodule

The following example shows how the value of i [0] is assigned to r1 and how the assignments are
scheduled to occur after each time delay:

Example 7
module multiple4;
reg rl;

reg [2:0] i;

initial begin
// makes assignments to rl without cancelling previous assignments

for (i = 0; i <= 5; i = i+1)
rl <= # (i1i*10) 1i[0];

end

endmodule

r1

9.3 Procedural continuous assignments

The procedural continuous assignments (using keywords assign and force) are procedural statements that
allow expressions to be driven continuously onto variables or nets. The syntax for these statements is given

in Syntax 9-3.

The left-hand side of the assignment in the assign statement shall be a variable reference or a concatenation
of variables. It shall not be a memory word (array reference) or a bit-select or a part-select of a variable.

In contrast, the left-hand side of the assignment in the force statement can be a variable reference or a net
reference. It can be a concatenation of any of the above. Bit-selects and part-selects of vector variables are
not allowed.
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net_assignment ::= (From A.6.1
net_lvalue = expression

procedural continuous_assignments ::= (From A.6.2)
assign variable assignment
| deassign variable lvalue
| force variable assignment
| force net_assignment
| release variable lvalue
| release net_lvalue
variable assignment ::=
variable lvalue = expression
net lvalue ::= (From A.8.5)
hierarchical net identifier [ { [ constant expression ] } [ constant_range expression ] ]
| { net_lvalue {, net lvalue } }
variable lvalue ::=
hierarchical variable identifier [ { [ expression ] } [ range expression ] ]
| { variable lvalue {, variable lvalue } }

Syntax 9-3—Syntax for procedural continuous assignments
9.3.1 The assign and deassign procedural statements

The assign procedural continuous assignment statement shall override all procedural assignments to a
variable. The deassign procedural statement shall end a procedural continuous assignment to a variable. The
value of the variable shall remain the same until the variable is assigned a new value through a procedural
assignment or a procedural continuous assignment. The assign and deassign procedural statements allow, for
example, modeling of asynchronous clear/preset on a D-type edge-triggered flip-flop, where the clock is
inhibited when the clear or preset is active.

If the keyword assign is applied to a variable for which there is already a procedural continuous assignment,
then this new procedural continuous assignment shall deassign the variable before making the new
procedural continuous assignment.

For example:

The following example shows a use of the assign and deassign procedural statements in a behavioral
description of a D-type flip-flop with preset and clear inputs:

module dff (g, 4, clear, preset, clock);
output g;

input d, clear, preset, clock;

reg q;

always @(clear or preset)
if (!clear)
assign g = 0;
else if (!preset)
assign g = 1;
else
deassign qg;

always @ (posedge clock)
q=d;
endmodule
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If either clear or preset is low, then the output g will be held continuously to the appropriate constant
value, and a positive edge on the clock will not affect g. When both the clear and preset are high, then
q is deassigned.

9.3.2 The force and release procedural statements

Another form of procedural continuous assignment is provided by the force and release procedural
statements. These statements have a similar effect to the assign-deassign pair, but a force can be applied to
nets as well as to variables. The left-hand side of the assignment can be a variable, a net, a constant bit-select
of a vector net, a part-select of a vector net, or a concatenation. It cannot be a memory word (array reference)
or a bit-select or a part-select of a vector variable.

A force statement to a variable shall override a procedural assignment or an assign procedural continuous
assignment to the variable until a release procedural statement is executed on the variable. When released,
then if the variable does not currently have an active assign procedural continuous assignment, the variable
shall not immediately change value. The variable shall maintain its current value until the next procedural
assignment or procedural continuous assignment to the variable. Releasing a variable that currently has an
active assign procedural continuous assignment shall immediately reestablish that assignment.

A force procedural statement on a net shall override all drivers of the net—gate outputs, module outputs, and
continuous assignments—until a release procedural statement is executed on the net. When released, the net
shall immediately be assigned the value determined by the drivers of the net.

For example:

module test;
reg a, b, ¢, d;
wire e;

and andl (e, a, b, c¢);

initial begin
$Smonitor ("%d d=%b,e=%b", S$stime, 4, e);
assign d = a & b & ¢;
a = 1;
b = 0;
c =1;
#10;
force d = (a |
force e = (a
#10;
release 4;
release e;
#10 S$finish;
end
endmodule

b
b

Results:

N -
o O O
I
o O
(D\('D('D
OI!‘O

In this example, an and gate instance andl is “patched” to act like an or gate by a force procedural
statement that forces its output to the value of its ORed inputs, and an assign procedural statement of
ANDed values is “patched” to act like an assign statement of ORed values.
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The right-hand side of a procedural continuous assignment or a force statement can be an expression. This
shall be treated just as a continuous assignment; that is, if any variable on the right-hand side of the
assignment changes, the assignment shall be reevaluated while the assign or force is in effect. For example:

force a = b + f(c) ;

Here, if b changes or ¢ changes, a will be forced to the new value of the expression b+f£ (c).

9.4 Conditional statement

The conditional statement (or if-else statement) is used to make a decision about whether a statement is
executed. Formally, the syntax is given in Syntax 9-4.

conditional statement ::= (From A.6.6)
if ( expression )
statement_or null [ else statement or null ]
| if else if statement

Syntax 9-4—Syntax for if statement

If the expression evaluates to true (that is, has a nonzero known value), the first statement shall be executed.
If it evaluates to false (that is, has a zero value or the value is x or z), the first statement shall not execute. If
there is an else statement and expression is false, the else statement shall be executed.

Because the numeric value of the if expression is tested for being zero, certain shortcuts are possible. For
example, the following two statements express the same logic:

if (expression)
if (expression != 0)

Because the else part of an if-else is optional, there can be confusion when an else is omitted from a nested if
sequence. This is resolved by always associating the else with the closest previous if that lacks an else. In the
example below, the else goes with the inner if, as shown by indentation.

if (index > 0)
if (rega > regb)
result = rega;
else // else applies to preceding if
result = regb;

If that association is not desired, a begin-end block statement shall be used to force the proper association, as
shown below.

if (index > 0) begin
if (rega > regb)
result = rega;
end
else result = regb;
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9.4.1 If-else-if construct

The construction in Syntax 9-5 occurs so often that it is worth a brief separate discussion:

if else if statement ::= (From A.6.6)
if ( expression ) statement _or null
{ else if ( expression ) statement or null }
[ else statement or null ]

Syntax 9-5—Syntax for if-else-if construct

This sequence of if statements (known as an if-else-if construct) is the most general way of writing a
multiway decision. The expressions shall be evaluated in order. If any expression is true, the statement
associated with it shall be executed, and this shall terminate the whole chain. Each statement is either a
single statement or a block of statements.

The last else part of the if-else-if construct handles the none-of-the-above or default case where none of the
other conditions were satisfied. Sometimes there is no explicit action for the default. In that case, the trailing
else statement can be omitted, or it can be used for error checking to catch an impossible condition.

For example:

The following module fragment uses the if-else statement to test the variable index to decide whether one
of three modify segn regs has to be added to the memory address and which increment is to be added to
the index reg. The first ten lines declare the regs and parameters.

// declare regs and parameters
reg [31:0] instruction, segment area[255:0];
reg [7:0] index;
reg [5:0] modify segl,
modify seg2,
modify seg3;

parameter
segmentl = 0, inc_segl = 1,
segment2 = 20, inc_seg2 = 2,
segment3 = 64, inc_seg3 = 4,
data = 128;

// test the index variable

if (index < segment2) begin
instruction = segment area [index + modify segl];
index = index + inc_segl;

end

else if (index < segment3) begin
instruction = segment area [index + modify seg2];
index = index + inc_seg2;

end

else if (index < data) begin
instruction = segment_area [index + modify seg3];
index = index + inc_seg3;

end

else
instruction = segment area [index];
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9.5 Case statement

The case statement is a multiway decision statement that tests whether an expression matches one of a
number of other expressions and branches accordingly. The case statement has the syntax shown in

Syntax 9-6.

case_statement ::= (From A.6.7)
case ( expression )
case_item { case_item } endcase
| casez (expression )
case_item { case item } endcase
| casex ( expression )
case_item { case item } endcase
case_item ::=
expression { , expression } : statement_or null
| default [ : ] statement _or null

Syntax 9-6—Syntax for case statement

The default statement shall be optional. Use of multiple default statements in one case statement shall be
illegal.

The case expression and the case item expression can be computed at run time; neither expression is
required to be a constant expression.

For example:

A simple example of the use of the case statement is the decoding of reg rega to produce a value for
result as follows:

reg [15:0] rega;
reg [9:0] result;

case (rega)
16'd0: result = 10'b0111111111;
16'dl: result = 10'b1011111111;
16'd2: result = 10'b1101111111;
16'd3: result = 10'b1110111111;
16'd4: result = 10'b1111011111;
16'd5: result = 10'b1111101111;
16'd6: result = 10'b1111110111;
16'd7: result = 10'b1111111011;
16'd8: result = 10'b1111111101;
16'd9: result = 10'b1111111110;
default result = 'bx;

endcase

The case expression given in parentheses shall be evaluated exactly once and before any of the case item
expressions. The case item expressions shall be evaluated and compared in the exact order in which they are
given. If there is a default case item, it is ignored during this linear search. During the linear search, if one of
the case item expressions matches the case expression given in parentheses, then the statement associated
with that case item shall be executed, and the linear search shall terminate. If all comparisons fail and the
default item is given, then the default item statement shall be executed. If the default statement is not given
and all of the comparisons fail, then none of the case item statements shall be executed.
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Apart from syntax, the case statement differs from the multiway if-else-if construct in two important ways:

a)  The conditional expressions in the if-else-if construct are more general than comparing one expres-
sion with several others, as in the case statement.
b) The case statement provides a definitive result when there are x and z values in an expression.

In a case expression comparison, the comparison only succeeds when each bit matches exactly with respect
to the values 0, 1, x, and z. As a consequence, care is needed in specifying the expressions in the case
statement. The bit length of all the expressions shall be equal so that exact bitwise matching can be
performed. The length of all the case item expressions, as well as the case expression in the parentheses,
shall be made equal to the length of the longest case expression and case item expression. If any of these
expressions is unsigned, then all of them shall be treated as unsigned. If all of these expressions are signed,
then they shall be treated as signed.

The reason for providing a case expression comparison that handles the x and z values is that it provides a
mechanism for detecting such values and reducing the pessimism that can be generated by their presence.

For example:
Example 1—The following example illustrates the use of a case statement to handle x and z values properly:

case (select[1:2])
2'b00: result = 0;
2'b01l: result = flaga;
2'b0x,
2'b0z: result = flaga ? 'bx : 0;
2'b10: result = flagb;

2'bx0,
2'bz0: result = flagb ? 'bx : 0;
default result = 'bx;

endcase

In this example, if select [1] is 0 and £1laga is 0, then even if the value of select [2] is x or z, result
should be 0—which is resolved by the third case.

Example 2—The following example shows another way to use a case statement to detect x and z values:
case (sig)
1'bz: S$display("signal is floating");
1'bx: S$display ("signal is unknown") ;
default: $display ("signal is %b", sig);
endcase
9.5.1 Case statement with do-not-cares
Two other types of case statements are provided to allow handling of do-not-care conditions in the case
comparisons. One of these treats high-impedance values (z) as do-not-cares, and the other treats both

high-impedance and unknown (x) values as do-not-cares.

These case statements can be used in the same way as the traditional case statement, but they begin with
keywords casez and casex, respectively.

Do-not-care values (z values for casez, z and x values for casex) in any bit of either the case expression or
the case items shall be treated as do-not-care conditions during the comparison, and that bit position shall
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not be considered. The do-not-care conditions in case expression can be used to control dynamically which
bits should be compared at any time.

The syntax of literal numbers allows the use of the question mark (?) in place of z in these case statements.
This provides a convenient format for specification of do-not-care bits in case statements.

For example:

Example 1—The following is an example of the casez statement. It demonstrates an instruction decode,
where values of the most significant bits select which task should be called. If the most significant bit of ir
is a 1, then the task instructionl is called, regardless of the values of the other bits of ir.

reg [7:0] ir;

casez (ir)
8'b1???????: instructionl (ir);
8'b01??????: instruction2 (ir) ;
8'b00010???: instruction3 (ir);
8'b000001??: instruction4 (ir) ;
endcase

Example 2—The following is an example of the casex statement. It demonstrates an extreme case of how do-
not-care conditions can be dynamically controlled during simulation. In this case, if r = 8'b01100110,
then the task stat2 is called.

reg [7:0] r, mask;

mask = 8'bx0x0x0x0;
casex (r * mask)
8'b001100xx: statl;
8'b1100xx00: stat2;
8'b00xx0011: stat3;
8'bxx010100: stat4;
endcase

9.5.2 Constant expression in case statement

A constant expression can be used for case expression. The value of the constant expression shall be
compared against case item expressions.

For example:
The following example demonstrates the usage by modeling a 3-bit priority encoder:
reg [2:0] encode ;
case (1)
encode [2] : $display ("Select Line 2") ;
encode[1] : $display ("Select Line 1") ;
encode [0] : $display ("Select Line 0") ;
default $display ("Exrror: One of the bits expected ON") ;

endcase

In this example, the case expression is a constant expression (1). The case items are expressions (bit-selects)
and are compared against the constant expression for a match.
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9.6 Looping statements

There are four types of looping statements. These statements provide a means of controlling the execution of
a statement zero, one, or more times.

forever  Continuously executes a statement.

repeat  Executes a statement a fixed number of times. If the expression evaluates to unknown or
high impedance, it shall be treated as zero, and no statement shall be executed.

while Executes a statement until an expression becomes false. If the expression starts out false,
the statement shall not be executed at all.

for Controls execution of its associated statement(s) by a three-step process, as follows:

a) Executes an assignment normally used to initialize a variable that controls the num-
ber of loops executed.

b) Evaluates an expression. If the result is zero, the for loop shall exit. If it is not zero,
the for loop shall execute its associated statement(s) and then perform step c). If the
expression evaluates to an unknown or high-impedance value, it shall be treated as
ZEero.

c¢) Executes an assignment normally used to modify the value of the loop-control vari-
able, then repeats step b).

Syntax 9-7 shows the syntax for various looping statements.

loop_statement ::= (From A.6.8)
forever statement
| repeat ( expression ) statement
| while ( expression ) statement
| for ( variable assignment ; expression ; variable assignment )
statement

Syntax 9-7—Syntax for looping statements

The rest of this subclause presents examples for three of the looping statements. The forever loop should
only be used in conjunction with the timing controls or the disable statement; therefore, this example is
presented in 9.7.2.

For example:

Example 1—Repeat statement: In the following example of a repeat loop, add and shift operators implement
a multiplier:

parameter size = 8, longsize = 16;
reg [size:1] opa, opb;
reg [longsize:1] result;

begin : mult
reg [longsize:1] shift opa, shift opb;
shift opa = opa;
shift opb = opb;
result = 0;
repeat (size) begin
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if (shift opb[1])
result = result + shift opa;
shift opa = shift opa << 1;
shift opb = shift opb >> 1;
end
end

Example 2—While statement: The following example counts the number of logic 1 values in rega:

begin : countils
reg [7:0] tempreg;
count = 0;
tempreg = rega;
while (tempreg) begin
if (tempreg(o0])
count = count + 1;
tempreg = tempreg >> 1;
end
end

Example 3—For statement: The for statement accomplishes the same results as the following pseudo-code
that is based on the while loop:

begin
initial_ assignment;
while (condition) begin
statement
step assignment;
end
end

The for loop implements this logic while using only two lines, as shown in the pseudo-code below:

for (initial assignment; condition; step assignment)
statement

9.7 Procedural timing controls

The Verilog HDL has two types of explicit timing control over when procedural statements can occur. The
first type is a delay control, in which an expression specifies the time duration between initially
encountering the statement and when the statement actually executes. The delay expression can be a
dynamic function of the state of the circuit, but it can be a simple number that separates statement executions
in time. The delay control is an important feature when specifying stimulus waveform descriptions. It is
described in 9.7.1 and 9.7.7.

The second type of timing control is the event expression, which allows statement execution to be delayed
until the occurrence of some simulation event occurring in a procedure executing concurrently with this
procedure. A simulation event can be a change of value on a net or variable (an implicit event) or the
occurrence of an explicitly named event that is triggered from other procedures (an explicit event). Most
often, an event control is a positive or negative edge on a clock signal. Event control is discussed in 9.7.2
through 9.7.7.

The procedural statements encountered so far all execute without advancing simulation time. Simulation
time can advance by one of the following three methods:
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— A delay control, which is introduced by the symbol #
— An event control, which is introduced by the symbol @

— The wait statement, which operates like a combination of the event control and the while loop

Syntax 9-8 describes timing control in procedural statements.

delay_control ::= (From A.6.5)
# delay value
| # ( mintypmax_expression )
event_control ::=
@ hierarchical event identifier
| @ (event _expression )
| @*
| @ (*)
procedural timing_control ::=
delay control
| event control

procedural timing control statement ::=
| procedural timing control statement or null

Syntax 9-8—Syntax for procedural timing control

The gate and net delays also advance simulation time, as discussed in Clause 6. The three procedural timing
control methods are discussed in 9.7.1 through 9.7.7.

9.7.1 Delay control

A procedural statement following the delay control shall be delayed in its execution with respect to the
procedural statement preceding the delay control by the specified delay. If the delay expression evaluates to
an unknown or high-impedance value, it shall be interpreted as zero delay. If the delay expression evaluates
to a negative value, it shall be interpreted as a twos-complement unsigned integer of the same size as a time
variable. Specify parameters are permitted in the delay expression. They can be overridden by SDF
annotation, in which case the expression is reevaluated.

For example:

Example 1—The following example delays the execution of the assignment by 10 time units:

#10 rega = regb;

Example 2—The next three examples provide an expression following the number sign (#). Execution of the
assignment is delayed by the amount of simulation time specified by the value of the expression.

#d rega = regb; // d is defined as a parameter
#((d+e)/2) rega = regb; // delay is average of d and e
#regr regr = regr + 1; // delay is the value in regr

9.7.2 Event control

The execution of a procedural statement can be synchronized with a value change on a net or variable or the
occurrence of a declared event. The value changes on nets and variable can be used as events to trigger
the execution of a statement. This is known as detecting an implicit event. The event can also be based on

132 Copyright © 2006 IEEE. All rights reserved.

Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



IEEE
HARDWARE DESCRIPTION LANGUAGE Std 1364-2005

the direction of the change, that is, toward the value 1 (posedge) or toward the value O (negedge). The
behavior of posedge and negedge events is shown in Table 9-1 and can be described as follows:

— A negedge shall be detected on the transition from 1 to x, z, or 0, and from x or z to 0

— A posedge shall be detected on the transition from 0 to x, z, or 1, and from x or z to 1

Table 9-1—Detecting posedge and negedge

To
From
0 1 X z
0 No edge | posedge | posedge | posedge
1 negedge | Noedge | negedge | negedge
x negedge | posedge | Noedge | Noedge
z negedge | posedge | Noedge | Noedge

An implicit event shall be detected on any change in the value of the expression. An edge event shall be
detected only on the least significant bit of the expression. A change of value in any operand of the
expression without a change in the result of the expression shall not be detected as an event.

For example:
The following example shows illustrations of edge-controlled statements:

@r rega = regb; // controlled by any value change in the reg r
@ (posedge clock) rega = regb; // controlled by posedge on clock
forever @ (negedge clock) rega = regb; // controlled by negative edge

9.7.3 Named events

A new data type, in addition to nets and variables, called event can be declared. An identifier declared as an
event data type is called a named event. A named event can be triggered explicitly. It can be used in an event
expression to control the execution of procedural statements in the same manner as event controls described
in 9.7.2. Named events can be made to occur from a procedure. This allows control over the enabling of
multiple actions in other procedures.

An event name shall be declared explicitly before it is used. Syntax 9-9 gives the syntax for declaring
events.

event_declaration ::= (From A.2.1.3)
event list of event identifiers ;
list_of event identifiers ::= (From A.2.3)
event_identifier { dimension }
{, event identifier { dimension } }
dimension ::= (From A.2.5)
[ dimension constant_expression : dimension constant_expression ]

Syntax 9-9—Syntax for event declaration
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An event shall not hold any data. The following are the characteristics of a named event:

— It can be made to occur at any particular time.
— It has no time duration.

— Its occurrence can be recognized by using the event control syntax described in 9.7.2.

A declared event is made to occur by the activation of an event triggering statement with the syntax given in
Syntax 9-10. An event is not made to occur by changing the index of an event array in an event control
expression.

event_trigger ::= (From A.6.5)
-> hierarchical event identifier { [ expression ] } ;

Syntax 9-10—Syntax for event trigger

An event-controlled statement (for example, @trig rega = regb;) shall cause simulation of its
containing procedure to wait until some other procedure executes the appropriate event-triggering statement
(for example, -> trig).

Named events and event control give a powerful and efficient means of describing the communication
between, and synchronization of, two or more concurrently active processes. A basic example of this is a
small waveform clock generator that synchronizes control of a synchronous circuit by signalling the
occurrence of an explicit event periodically while the circuit waits for the event to occur.

9.7.4 Event or operator

The logical or of any number of events can be expressed so that the occurrence of any one of the events
triggers the execution of the procedural statement that follows it. The keyword or or a comma character (,) is
used as an event logical or operator. A combination of these can be used in the same event expression.
Comma-separated sensitivity lists shall be synonymous to or-separated sensitivity lists.

For example:

The next two examples show the logical or of two and three events, respectively:

@(trig or enable) rega = regb; // controlled by trig or enable
@ (posedge clk a or posedge clk b or trig) rega = regb;

The following examples show the use of the comma (, ) as an event logical or operator:

always e(a, b, ¢, 4, e)
always @ (posedge clk, negedge rstn)
always @(a or b, c, 4 or e)

9.7.5 Implicit event_expression list

The event expression list of an event control is a common source of bugs in register transfer level
(RTL) simulations. Users tend to forget to add some of the nets or variables read in the timing control
statement. This is often found when comparing RTL and gate-level versions of a design. The implicit
event expression, @¥, is a convenient shorthand that eliminates these problems by adding all nets and
variables that are read by the statement (which can be a statement group) of a procedural timing
control statement to the event expression.
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All net and variable identifiers that appear in the statement will be automatically added to the event
expression with these exceptions:

—  Identifiers that only appear in wait or event expressions.

— Identifiers that only appear as a hierarchical variable identifier in the variable lvalue of the
left-hand side of assignments.

Nets and variables that appear on the right-hand side of assignments, in function and task calls, in case and
conditional expressions, as an index variable on the left-hand side of assignments, or as variables in case
item expressions shall all be included by these rules.

For example:

Example 1

always e(*) // equivalent to @(a or b or c or d or f)
y = (a &b) | (¢ &d | myfunction(f);

Example 2

always e* begin // equivalent to @(a or b or ¢ or d or tmpl Or tmp2)
tmpl = a & b;
tmp2 = ¢ & d;
y = tmpl | tmp2;

end

Example 3

always e* begin // equivalent to @(b)
@(i) kid = b; // i is not added to @*
end

Example 4

always e* begin // equivalent to @(a or b or c or d)
x = a " b;
@* // equivalent to @(c or d)
x = ¢ ©~ d;
end

Example 5
always e@* begin // same as @(a or en)
y = 8'hff;
ylal = len;
end

Example 6

always e* begin // same as @(state or go or ws)
next = 4'b0;

case (1'bl)
state[IDLE] : if (go) next|[READ] = 1'bl;
else next [IDLE] = 1'bl;
state [READ] : next [DLY ] = 1'bl;

state [DLY ]: if (!ws) next [DONE] = 1'bl;
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else next [READ] = 1'bil;
state [DONE] : next [IDLE] = 1'bl;
endcase
end

9.7.6 Level-sensitive event control

The execution of a procedural statement can also be delayed until a condition becomes true. This is
accomplished using the wait statement, which is a special form of event control. The nature of the wait
statement is level-sensitive, as opposed to basic event control (specified by the @ character), which is edge-
sensitive.

The wait statement shall evaluate a condition; and, if it is false, the procedural statements following the wait
statement shall remain blocked until that condition becomes true before continuing. The wait statement has
the form given in Syntax 9-11.

wait_statement ::= (From A.6.5)
wait ( expression ) statement or null

Syntax 9-11—Syntax for wait statement

For example:

The following example shows the use of the wait statement to accomplish level-sensitive event control:

begin
wait (!enable) #10 a = b;
#10 ¢ = d;

end

If the value of enable is 1 when the block is entered, the wait statement will delay the evaluation of the next
statement (#10 a = b;) until the value of enable changes to 0. If enable is already 0 when the begin-
end block is entered, then the assignment “a = b;” is evaluated after a delay of 10 and no additional delay
occurs.

9.7.7 Intra-assignment timing controls

The delay and event control constructs previously described precede a statement and delay its execution. In
contrast, the intra-assignment delay and event controls are contained within an assignment statement and
modify the flow of activity in a different way. This subclause describes the purpose of intra-assignment
timing controls and the repeat timing control that can be used in intra-assignment delays.

An intra-assignment delay or event control shall delay the assignment of the new value to the left-hand side,

but the right-hand expression shall be evaluated before the delay, instead of after the delay. The syntax for
intra-assignment delay and event control is given in Syntax 9-12.
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blocking_assignment ::= (From A.6.2)
variable lvalue =[ delay or event control ] expression

nonblocking_assignment ::=
variable lvalue <=[ delay or event control ] expression

delay_control ::= (From A.6.5)
# delay value
| # ( mintypmax_expression )
delay or event control ::=
delay control
| event control
| repeat ( expression ) event_control
event_control ::=
@ hierarchical event identifier
| @ (event_expression )
| @*
| @ (*)
event_expression ::=
expression
| posedge expression
| negedge expression
| event _expression or event expression
| event expression , event_expression

Syntax 9-12—Syntax for intra-assignment delay and event control

The intra-assignment delay and event control can be applied to both blocking assignments and nonblocking
assignments. The repeat event control shall specify an intra-assignment delay of a specified number of
occurrences of an event. If the repeat count literal, or signed reg holding the repeat count, is less than or
equal to 0 at the time of evaluation, the assignment occurs as if there is no repeat construct.

For example:

repeat (-3) @ (event expression)
// will not execute event_ expression.

repeat (a) @ (event expression)
// if a is assigned -3, it will execute the event expression
// if a is declared as an unsigned reg, but not if a is signed

This construct is convenient when events have to be synchronized with counts of clock signals.
For example:

Table 9-2 illustrates the philosophy of intra-assignment timing controls by showing the code that could
accomplish the same timing effect without using intra-assignment.
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Table 9-2—Intra-assignment timing control equivalence

Intra-assignment timing control
With intra-assignment construct Without intra-assignment construct
begin
a = #5 b; temp = b;
#5 a = temp;
end
begin
a = @(posedge clk) b; temp = b;
@ (posedge clk) a = temp;
end
begin
a = repeat(3) temp = b;
@ (posedge clk) b; @ (posedge clk) ;
@ (posedge clk) ;
@ (posedge clk) a = temp;
end

The next three examples use the fork-join behavioral construct. All statements between the keywords fork
and join execute concurrently. This construct is described in more detail in 9.8.2.

The following example shows a race condition that could be prevented by using intra-assignment timing
control:

fork
#5 a
#5 b = a;

I
o

join

The code in this example samples and sets the values of both a and b at the same simulation time, thereby
creating a race condition. The intra-assignment form of timing control used in the next example prevents this
race condition.

fork // data swap
#5 b;
b = #5 a;

@
I

join

Intra-assignment timing control works because the intra-assignment delay causes the values of a and b to be
evaluated before the delay and causes the assignments to be made after the delay. Some existing tools that
implement intra-assignment timing control use temporary storage in evaluating each expression on the right-
hand side.

Intra-assignment waiting for events is also effective. In the following example, the right-hand expressions
are evaluated when the assignment statements are encountered, but the assignments are delayed until the
rising edge of the clock signal:

fork // data shift
@ (posedge clk) b;
b = e@(posedge clk) c;

@
1]

join
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The following is an example of a repeat event control as the intra-assignment delay of a nonblocking
assignment:

a <= repeat(5) @(posedge clk) data;

Figure 9-1 illustrates the activities that result from this repeat event control.

* data is evaluated

clk

data

Figure 9-1—Repeat event control utilizing a clock edge

In this example, the value of data is evaluated when the assignment is encountered. After five occurrences
of posedge clk, a is assigned the value of data.

The following is an example of a repeat event control as the intra-assignment delay of a procedural
assignment:

a = repeat(num) @(clk) data;

In this example, the value of data is evaluated when the assignment is encountered. After the number of
transitions of c1k equals the value of num, a is assigned the value of data.

The following is an example of a repeat event control with expressions containing operations to specify both
the number of event occurrences and the event that is counted:

a <= repeat(a+b) @ (posedge phil or negedge phi2) data;
In this example, the value of data is evaluated when the assignment is encountered. After the sum of the
positive edges of phil and the negative edges of phi2 equals the sum of a and b, a is assigned the value of

data. Even if posedge phil and negedge phi2 occurred at the same simulation time, each will be
detected separately.

9.8 Block statements

The block statements are a means of grouping statements together so that they act syntactically like a single
statement. There are two types of blocks in the Verilog HDL:

—  Sequential block, also called begin-end block
—  Parallel block, also called fork-join block

The sequential block shall be delimited by the keywords begin and end. The procedural statements in
sequential block shall be executed sequentially in the given order.

Copyright © 2006 IEEE. All rights reserved. 139

Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



IEEE
Std 1364-2005 IEEE STANDARD FOR VERILOG®

The parallel block shall be delimited by the keywords fork and join. The procedural statements in parallel
block shall be executed concurrently.

9.8.1 Sequential blocks
A sequential block shall have the following characteristics:

— Statements shall be executed in sequence, one after another.

Delay values for each statement shall be treated relative to the simulation time of the execution of
the previous statement.

—  Control shall pass out of the block after the last statement executes.

Syntax 9-13 gives the formal syntax for a sequential block.

seq_block ::= (From A.6.3)
begin [ : block identifier
{ block item declaration } ] { statement } end
block item_declaration ::= (From A.2.8)

{ attribute_instance } reg [ signed | [ range ] list of block variable identifiers ;
| { attribute instance } integer list of block variable identifiers ;
| { attribute_instance } time list_of block variable identifiers ;
| { attribute_instance } real list_of block real identifiers ;
| { attribute_instance } realtime list of block real identifiers ;
| { attribute_instance } event declaration
| { attribute instance } local parameter declaration ;
| { attribute instance } parameter declaration ;

Syntax 9-13—Syntax for sequential block

For example:

Example I—A sequential block enables the following two assignments to have a deterministic result:

begin

areg = breg;

creg = areg; // creg stores the value of breg
end

The first assignment is performed, and areg is updated before control passes to the second assignment.
Example 2—Delay control can be used in a sequential block to separate the two assignments in time.
begin
areg = breg;
@ (posedge clock) creg = areg; // assignment delayed until

end // posedge on clock

Example 3—The following example shows how the combination of the sequential block and delay control
can be used to specify a time-sequenced waveform:

parameter d = 50; // d declared as a parameter and
reg [(7:0] r; // r declared as an 8-bit reg

begin // a waveform controlled by sequential delay
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#d r = 'h35;
#d r = 'hE2;
#d r = 'h00;
#d r = 'hF7;
#d -> end wave; //trigger an event called end wave
end

9.8.2 Parallel blocks
A parallel block shall have the following characteristics:

— Statements shall execute concurrently.

—  Delay values for each statement shall be considered relative to the simulation time of entering the
block.

— Delay control can be used to provide time-ordering for assignments.

—  Control shall pass out of the block when the last time-ordered statement executes.

Syntax 9-14 gives the formal syntax for a parallel block.

par_block ::= (From A.6.3)
fork [ : block identifier
{ block item declaration } ] { statement } join

block item_declaration ::= (From A.2.8)
{ attribute_instance } reg [ signed ][ range ] list_of block variable identifiers ;
| { attribute_instance } integer list of block variable identifiers ;
| { attribute_instance } time list_of block variable identifiers ;
| { attribute instance } real list of block real identifiers ;
| { attribute instance } realtime list of block real identifiers ;
| { attribute_instance } event declaration
| { attribute instance } local parameter declaration ;
| { attribute_instance } parameter declaration ;

Syntax 9-14—Syntax for parallel block

The timing controls in a fork-join block do not have to be ordered sequentially in time.
For example:
The following example codes the waveform description shown in Example 3 of 9.8.1 by using a parallel

block instead of a sequential block. The waveform produced on the reg is exactly the same for both
implementations.

fork
#50 ¥ = 'h35;
#100 r = 'hE2;
#150 r = 'h0O;
#200 r = 'hF7;
#250 -> end wave;
join

9.8.3 Block names
Both sequential and parallel blocks can be named by adding : name of block after the keywords begin
or fork. The naming of blocks serves several purposes:
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— It allows local variables, parameters, and named events to be declared for the block.

— It allows the block to be referenced in statements such as the disable statement (see 10.3).

All variables shall be static; that is, a unique location exists for all variables, and leaving or entering blocks
shall not affect the values stored in them.

The block names give a means of uniquely identifying all variables at any simulation time.
9.8.4 Start and finish times

Both sequential and parallel blocks have the notion of a start and finish time. For sequential blocks, the start
time is when the first statement is executed, and the finish time is when the last statement has been executed.
For parallel blocks, the start time is the same for all the statements, and the finish time is when the last time-
ordered statement has been executed.

Sequential and parallel blocks can be embedded within each other, allowing complex control structures to be
expressed easily and with a high degree of structure. When blocks are embedded within each other, the
timing of when a block starts and finishes is important. Execution shall not continue to the statement
following a block until the finish time for the block has been reached, that is, until the block has completely
finished executing.

For example:

Example 1—The following example shows the statements from the example in 9.8.2 written in the reverse
order and still producing the same waveform.

fork
#250 -> end wave;
#200 r = 'hF7;
#150 r = 'h00;
#100 r = 'hE2;
#50 r = 'h35;
join

Example 2—When an assignment is to be made after two separate events have occurred, known as the
Jjoining of events, a fork-join block can be useful.

begin
fork
@Aevent;
@Bevent;
join
areg = breg;
end

The two events can occur in any order (or even at the same simulation time), the fork-join block will
complete, and the assignment will be made. In contrast, if the fork-join block was a begin-end block
and the Bevent occurred before the Aevent, then the block would be waiting for the next Bevent.

Example 3—This example shows two sequential blocks, each of which will execute when its controlling
event occurs. Because the event controls are within a fork-join block, they execute in parallel, and the
sequential blocks can, therefore, also execute in parallel.

fork

@enable_a
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begin
#ta wa = 0;
#ta wa = 1;
#ta wa = 0;
end
@enable b
begin
#tb wb = 1;
#tb wb = 0;
#tbh wb = 1;
end
join

9.9 Structured procedures
All procedures in the Verilog HDL are specified within one of the following four statements:

— initial construct
— always construct
— Task

—  Function

The initial and always constructs are enabled at the beginning of a simulation. The initial construct shall
execute only once, and its activity shall cease when the statement has finished. In contrast, the always
construct shall execute repeatedly. Its activity shall cease only when the simulation is terminated. There
shall be no implied order of execution between initial and always constructs. The initial constructs need not
be scheduled and executed before the always constructs. There shall be no limit to the number of initial and
always constructs that can be defined in a module.

Tasks and functions are procedures that are enabled from one or more places in other procedures. Tasks and
functions are described in Clause 10.

9.9.1 Initial construct

The syntax for the initial construct is given in Syntax 9-15.

initial construct ::= (From A.6.2)
initial statement

Syntax 9-15—Syntax for initial construct

For example:

The following example illustrates use of the initial construct for initialization of variables at the start of
simulation.

initial begin

areg = 0; // initialize a reg
for (index = 0; index < size; index = index + 1)
memory [index] = 0; //initialize memory word
end
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Another typical usage of the initial construct is specification of waveform descriptions that execute once to
provide stimulus to the main part of the circuit being simulated.

initial begin

inputs = 'b000000; // initialize at time =zero
#10 inputs = 'b011001; // first pattern
#10 inputs = 'b011011; // second pattern
#10 inputs = 'b011000; // third pattern
#10 inputs = 'b001000; // last pattern
end

9.9.2 Always construct

The always construct repeats continuously throughout the duration of the simulation. Syntax 9-16 shows the
syntax for the always construct.

always_construct ::= (From A.6.2)
always statement

Syntax 9-16—Syntax for always construct

The always construct, because of its looping nature, is only useful when used in conjunction with some form
of timing control. If an always construct has no control for simulation time to advance, it will create a
simulation deadlock condition.

The following code, for example, creates a zero-delay infinite loop:

always areg = ~areg;

Providing a timing control to the above code creates a potentially useful description as shown in the
following:

always #half period areg = ~areg;

144 Copyright © 2006 IEEE. All rights reserved.

Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



IEEE
HARDWARE DESCRIPTION LANGUAGE Std 1364-2005

10. Tasks and functions

Tasks and functions provide the ability to execute common procedures from several different places in a
description. They also provide a means of breaking up large procedures into smaller ones to make it easier to
read and debug the source descriptions. This clause discusses the differences between tasks and functions,
describes how to define and invoke tasks and functions, and presents examples of each.

10.1 Distinctions between tasks and functions
The following rules distinguish tasks from functions:

— A function shall execute in one simulation time unit; a task can contain time-controlling statements.
— A function cannot enable a task; a task can enable other tasks and functions.

— A function shall have at least one input type argument and shall not have an output or inout type
argument; a task can have zero or more arguments of any type.

— A function shall return a single value; a task shall not return a value.

The purpose of a function is to respond to an input value by returning a single value. A task can support
multiple goals and can calculate multiple result values. However, only the output or inout type arguments
pass result values back from the invocation of a task. A function is used as an operand in an expression; the
value of that operand is the value returned by the function.

For example:

Either a task or a function can be defined to switch bytes in a 16-bit word. The task would return the
switched word in an output argument; therefore, the source code to enable a task called switch bytes
could look like the following example:

switch bytes (old word, new word) ;

The task switch bytes would take the bytes in old_word, reverse their order, and place the reversed
bytes in new_word.

A word-switching function would return the switched word as the return value of the function. Thus, the
function call for the function switch bytes could look like the following example:

new _word = switch bytes (old word) ;

10.2 Tasks and task enabling

A task shall be enabled from a statement that defines the argument values to be passed to the task and the
variables that receive the results. Control shall be passed back to the enabling process after the task has
completed. Thus, if a task has timing controls inside it, then the time of enabling a task can be different from
the time at which the control is returned. A task can enable other tasks, which in turn can enable still other
tasks—with no limit on the number of tasks enabled. Regardless of how many tasks have been enabled,
control shall not return until all enabled tasks have completed.
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10.2.1 Task declarations

The syntax for defining tasks is given in Syntax 10-1.

task declaration ::= (From A.2.7)
task [ automatic ] task identifier ;
{ task _item declaration }
statement_or null

endtask

| task [ automatic ] task identifier ([ task port list]) ;
{ block item declaration }
statement _or null
endtask
task item declaration ::=

block item declaration
| { attribute instance } tf input declaration ;
| { attribute_instance } tf output declaration ;
| { attribute_instance } tf inout declaration ;

task port list ::=
task port item {, task port item }
task port item ::=

{ attribute_instance } tf input declaration
| { attribute_instance } tf output declaration
| { attribute_instance } tf inout declaration

tf_input_declaration ::=

input [ reg ] [ signed ] [ range ] list of port_identifiers
| input task port type list of port identifiers

tf_output declaration ::=

output [ reg | [ signed ] [ range | list of port identifiers
| output task port_type list_of port identifiers

tf inout declaration ::=

inout [ reg | [ signed | [ range ] list_of port identifiers
| inout task port type list of port identifiers

task port type ::=

integer | real | realtime | time

block item_declaration ::= (From A.2.8)
{ attribute_instance } reg [ signed ][ range ] list_of block variable identifiers
| { attribute_instance } integer list of block variable identifiers ;
| { attribute_instance } time list of block variable identifiers ;
| { attribute_instance } real list_of block real identifiers ;
| { attribute_instance } realtime list of block real identifiers ;
| { attribute instance } event declaration
| { attribute_instance } local parameter declaration ;
| { attribute_instance } parameter declaration ;
list_of block variable identifiers ::=

block wvariable type {, block variable type }
list_of block real identifiers ::=

block real type {, block real type }
block variable type ::=

variable_identifier { dimension }
block real type ::=

real_identifier { dimension }

Syntax 10-1—Syntax for task declaration
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There are two alternate task declaration syntaxes.

The first syntax shall begin with the keyword task, followed by the optional keyword automatic, followed
by a name for the task and a semicolon, and ending with the keyword endtask. The keyword automatic
declares an automatic task that is reentrant, with all the task declarations allocated dynamically for each
concurrent task entry. Task item declarations can specify the following:

—  Input arguments
—  Output arguments
—  Inout arguments

— All data types that can be declared in a procedural block

The second syntax shall begin with the keyword task, followed by a name for the task and a parenthesis-
enclosed task_port_list. The task_port list shall consist of zero or more comma separated task_port_items.
There shall be a semicolon after the close parenthesis. The task body shall follow and then the keyword
endtask.

In both syntaxes, the port declarations shall have the same syntax as defined by the ¢ input declaration,
tf output declaration, and tf inout declaration, as detailed in Syntax 10-1 above.

Tasks without the optional keyword automatic are static tasks, with all declared items being statically
allocated. These items shall be shared across all uses of the task executing concurrently. Task with the
optional keyword automatic are automatic tasks. All items declared inside automatic tasks are allocated
dynamically for each invocation. Automatic task items cannot be accessed by hierarchical references.
Automatic tasks can be invoked through use of their hierarchical name.

10.2.2 Task enabling and argument passing

The task-enabling statement shall pass arguments as a comma-separated list of expressions enclosed in
parentheses. The formal syntax of the task-enabling statement is given in Syntax 10-2.

task _enable ::= (From A.6.9)
hierarchical task identifier [ ( expression { , expression } ) ] ;

Syntax 10-2—Syntax for task-enabling statement

If the task definition has no arguments, a list of arguments shall not be provided in the task-enabling
statement. Otherwise, there shall be an ordered list of expressions that matches the length and order of the
list of arguments in the task definition. A null expression shall not be used as an argument in a task-enabling
statement.

If an argument in the task is declared as an input, then the corresponding expression can be any expression.
The order of evaluation of the expressions in the argument list is undefined. If the argument is declared as an
output or an inout, then the expression shall be restricted to an expression that is valid on the left-hand side
of a procedural assignment (see 9.2). The following items satisfy this requirement:

— reg, integer, real, realtime, and time variables
— Memory references

—  Concatenations of reg, integer, and time variables
—  Concatenations of memory references

— Bit-selects and part-selects of reg, integer, and time variables
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The execution of the task-enabling statement shall pass input values from the expressions listed in the
enabling statement to the arguments specified within the task. Execution of the return from the task shall
pass values from the task output and inout type arguments to the corresponding variables in the task-
enabling statement. All arguments to the task shall be passed by value rather than by reference (that is, a
pointer to the value).

For example:

Example 1—The following example illustrates the basic structure of a task definition with five arguments:

task my task;

input a, b;

inout c;

output d, e;

begin

// statements that perform the work of the task

c = fool; // the assignments that initialize result regs
d = foo2;
e = foo3;

end

endtask

Or using the second form of a task declaration, the task could be defined as follows:

task my task (input a, b, inout c, output 4, e);

begin
. // statements that perform the work of the task
¢ = fool; // the assignments that initialize result regs
d = foo2;
e = foo3;

end

endtask

The following statement enables the task:
my_task (v, w, x, y, 2);
The task-enabling arguments (v, w, x, v, and z) correspond to the arguments (a, b, ¢, d, and e) defined by

the task. At task-enabling time, the input and inout type arguments (a, b, and c) receive the values passed in
v, w, and x. Thus, execution of the task-enabling call effectively causes the following assignments:

a = v;
b = w;
c = X;

As part of the processing of the task, the task definition for my task shall place the computed result values
into ¢, d, and e. When the task completes, the following assignments to return the computed values to the
calling process are performed:

X = C;
y = 4d;
zZ = e;

Example 2—The following example illustrates the use of tasks by describing a traffic light sequencer:

module traffic lights;
reg clock, red, amber, green;
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parameter on = 1, off = 0, red tics = 350,
amber tics = 30, green tics = 200;

// initialize colors.
initial red = off;
initial amber = off;
initial green = off;

always begin // sequence to control the lights.
red = on; // turn red light on
light (red, red_tics); // and wait.
green = on; // turn green light on
light (green, green tics); // and wait.
amber = on; // turn amber light on
light (amber, amber tics); // and wait.
end

// task to wait for 'tics' positive edge clocks
// before turning 'color' light off.

task 1light;

output color;

input [31:0] tics;

begin
repeat (tics) @ (posedge clock) ;
color = off; // turn light off.
end
endtask
always begin // waveform for the clock.
#100 clock = 0;
#100 clock = 1;
end

endmodule // traffic lights.
10.2.3 Task memory usage and concurrent activation

A task may be enabled more than once concurrently. All variables of an automatic task shall be replicated on
each concurrent task invocation to store state specific to that invocation. All variables of a static task shall be
static in that there shall be a single variable corresponding to each declared local variable in a module
instance, regardless of the number of concurrent activations of the task. However, static tasks in different
instances of a module shall have separate storage from each other.

Variables declared in static tasks, including input, output, and inout type arguments, shall retain their
values between invocations. They shall be initialized to the default initialization value as described in 4.2.2.

Variables declared in automatic tasks, including output type arguments, shall be initialized to the default
initialization value whenever execution enters their scope. input and inout type arguments shall be
initialized to the values passed from the expressions corresponding to these arguments listed in the task-
enabling statements.

Because variables declared in automatic tasks are deallocated at the end of the task invocation, they shall not
be used in certain constructs that might refer to them after that point:

— They shall not be assigned values using nonblocking assignments or procedural continuous
assignments.

—  They shall not be referenced by procedural continuous assignments or procedural force statements.
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—  They shall not be referenced in intra-assignment event controls of nonblocking assignments.

—  They shall not be traced with system tasks such as $monitor and $dumpvars.

10.3 Disabling of named blocks and tasks

The disable statement provides the ability to terminate the activity associated with concurrently active
procedures, while maintaining the structured nature of Verilog HDL procedural descriptions. The disable
statement gives a mechanism for terminating a task before it executes all its statements, breaking from a
looping statement, or skipping statements in order to continue with another iteration of a looping statement.
It is useful for handling exception conditions such as hardware interrupts and global resets.

The disable statement has the syntax form shown in Syntax 10-3.

disable statement ::= (From A.6.5)
disable hierarchical task identifier ;
| disable hierarchical block identifier

Syntax 10-3—Syntax for disable statement

Either form of disable statement shall terminate the activity of a task or a named block. Execution shall
resume at the statement following the block or following the task-enabling statement. All activities enabled
within the named block or task shall be terminated as well. If task enable statements are nested (that is, one
task enables another, and that one enables yet another), then disabling a task within the chain shall disable all
tasks downward on the chain. If a task is enabled more than once, then disabling such a task shall disable all
activations of the task.

The results of the following activities that can be initiated by a task are not specified if the task is disabled:

— Results of output and inout arguments
—  Scheduled, but not executed, nonblocking assignments

—  Procedural continuous assignments (assign and force statements)

The disable statement can be used within blocks and tasks to disable the particular block or task containing
the disable statement. The disable statement can be used to disable named blocks within a function, but
cannot be used to disable functions. In cases where a disable statement within a function disables a block or
a task that called the function, the behavior is undefined. Disabling an automatic task or a block inside an
automatic task proceeds as for regular tasks for all concurrent executions of the task.

For example:

Example 1—This example illustrates how a block disables itself.

begin : block name

rega = regb;

disable block name;

regc = rega; // this assignment will never execute
end

Example 2—This example shows the disable statement being used within a named block in a manner similar

to a forward goto. The next statement executed after the disable statement is the one following the named
block.

begin : block_name
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if (a == 0)
disable block name;

end // end of named block
// continue with code following named block

Example 3—This example shows the disable statement being used as an early return from a task. However, a
task disabling itself using a disable statement is not a shorthand for the return statement found in
programming languages.

task proc_a;

begin
if (a == 0)
disable proc _a; // return if true
end
endtask

Example 4—This example shows the disable statement being used in an equivalent way to the two
statements continue and break in the C programming language. The example illustrates control code that
would allow a named block to execute until a loop counter reaches n iterations or until the variable a is set to
the value of b. The named block break contains the code that executes until a == b, at which point the
disable break; statement terminates execution of that block. The named block continue contains the
code that executes for each iteration of the for loop. Each time this code executes the disable
continue; statement, the continue block terminates, and execution passes to the next iteration of the for
loop. For each iteration of the continue block, a set of statements executes if (a != 0). Another set of
statements executes if (a! = b).

begin : break
for (i = 0; i < n; i = i+1) begin : continue
@clk
if (a == 0) // "continue" loop
disable continue;
statements
statements
@clk
if (a == b) // "break" from loop
disable break;
statements
statements
end
end

Copyright © 2006 IEEE. All rights reserved. 151

Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



IEEE
Std 1364-2005 IEEE STANDARD FOR VERILOG®

Example 5—This example shows the disable statement being used to disable concurrently a sequence of
timing controls and the task action when the reset event occurs. The example shows a fork-join block
within which are a named sequential block (event expr) and a disable statement that waits for occurrence
of the event reset. The sequential block and the wait for reset execute in parallel. The event expr
block waits for one occurrence of event evl and three occurrences of event trig. When these four events
have happened, plus a delay of d time units, the task action executes. When the event reset occurs,
regardless of events within the sequential block, the fork-join block terminates—including the task
action.

fork
begin : event expr
@ev1l;
repeat (3) @trig;
#d action (areg, breg);
end
@reset disable event expr;
join

Example 6—The next example is a behavioral description of a retriggerable monostable. The named event
retrig restarts the monostable time period. If retrig continues to occur within 250 time units, then g will
remain at 1.

always begin : monostable
#250 g = 0;

end
always @retrig begin
disable monostable;

q=1;
end

10.4 Functions and function calling

The purpose of a function is to return a value that is to be used in an expression. The rest of this clause
explains how to define and use functions.

10.4.1 Function declarations

The syntax for defining a function is given in Syntax 10-4.
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function_declaration ::= (From A.2.6)
function [ automatic ] [ function range or type ]
function_identifier ;
function_item_declaration { function_item_declaration }
function_statement

endfunction

| function [ automatic | [ function_range or_type |
function_identifier ( function port list) ;
{ block item declaration }
function_statement

endfunction

function_item_declaration ::=

block item declaration

| { attribute instance } tf input declaration ;
function_port list ::=
{ attribute_instance } tf input declaration
{, { attribute_instance }tf input declaration }
tf input declaration ::=

input [ reg ] [ signed ] [ range ] list of port_identifiers
| input task port_type list of port identifiers

function_range or_type ::=

[ signed ] [ range |
| integer
| real
| realtime
| time

block item_declaration ::= (From A.2.8)
{ attribute_instance } reg [ signed | [ range ] list of block variable identifiers ;
| { attribute_instance } integer list of block variable identifiers ;
| { attribute_instance } time list of block variable identifiers ;
| { attribute_instance } real list_of block real identifiers ;
| { attribute_instance } realtime list of block real identifiers ;
| { attribute instance } event declaration
| { attribute instance } local parameter declaration ;
| { attribute_instance } parameter_declaration ;
list of block variable identifiers ::=

block wvariable type {, block variable type }
list of block real identifiers ::=

block real type {, block real type }
block variable type ::=

variable_identifier { dimension }
block real type ::=

real_identifier { dimension }

Syntax 10-4—Syntax for function declaration

A function definition shall begin with the keyword function, followed by the optional keyword automatic,
followed by an optional function _range or_type of the return value from the function, followed by the name
of the function, followed either by a semicolon or by a function port list enclosed in parentheses and then a

semicolon, and then shall end with the keyword endfunction.

The use of a function _range or_type shall be optional. A function specified without a function_range or_
type defaults to a scalar for the return value. If used, function_range_or_type shall specify that the return
value of the function is a real, an integer, a time, a realtime, or a vector (optionally signed) with a range of

[n:m] bits.
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A function shall have at least one input declared.

The keyword automatic declares an automatic function that is reentrant, with all the function declarations
allocated dynamically for each concurrent function call. Automatic function items cannot be accessed by
hierarchical references. Automatic functions can be invoked through the use of their hierarchical name.

Function inputs shall be declared one of two ways. The first method shall have the name of the function
followed by a semicolon. After the semicolon, one or more input declarations optionally mixed with block
item declarations shall follow. After the function item declarations, there shall be a behavioral statement and
then the endfunction keyword.

The second method shall have the name of the function, followed by an open parenthesis and one or more
input declarations, separated by commas. After all the input declarations, there shall be a close parenthesis
and a semicolon. After the semicolon, there shall be zero or more block item declarations, followed by a
behavioral statement, and then the endfunction keyword.

For example:
The following example defines a function called getbyte, using a range specification:

function [7:0] getbyte;
input [15:0] address;
begin

// code to extract low-order byte from addressed word

getbyte = result expression;
end
endfunction

Or using the second form of a function declaration, the function could be defined as follows:
function [7:0] getbyte (input [15:0] address);
begin
// code to extract low-order byte from addressed word
getbyte = result expression;

end
endfunction

10.4.2 Returning a value from a function

The function definition shall implicitly declare a variable, internal to the function, with the same name as the
function. This variable either defaults to a 1-bit reg or is the same type as the type specified in the function
declaration. The function definition initializes the return value from the function by assigning the function
result to the internal variable with the same name as the function.

It is illegal to declare another object with the same name as the function in the scope where the function is
declared. Inside a function, there is an implied variable with the name of the function, which may be used in
expressions within the function. It is, therefore, also illegal to declare another object with the same name as
the function inside the function scope.

The following line from the example in 10.4.1 illustrates this concept:

getbyte = result expression;

154 Copyright © 2006 IEEE. All rights reserved.

Authorized licensed use limited to: Bucknell University. Downloaded on June 12,2014 at 13:56:54 UTC from IEEE Xplore. Restrictions apply.



IEEE
HARDWARE DESCRIPTION LANGUAGE Std 1364-2005

10.4.3 Calling a function

A function call is an operand within an expression. The function call has the syntax given in Syntax 10-5.

function_call ::= (From A.8.2)
hierarchical function_identifier{ attribute_instance } ( expression { , expression } )

Syntax 10-6—Syntax for function call

The order of evaluation of the arguments to a function call is undefined.
For example:

The following example creates a word by concatenating the results of two calls to the function getbyte
(defined in 10.4.1):

word = control ? {getbyte (msbyte), getbyte(lsbyte)}:0;
10.4.4 Function rules
Functions are more limited than tasks. The following rules govern their usage:

a) A function definition shall not contain any time-controlled statements, that is, any statements con-
taining #, @, or wait.

b)  Functions shall not enable tasks.

¢) A function definition shall contain at least one input argument.

d) A function definition shall not have any argument declared as output or inout.

e) A function shall not have any nonblocking assignments or procedural continuous assignments.

f) A function shall not have any event triggers.

For example:

This example defines a function called factorial that returns an integer value. The factorial function
is called iteratively and the results are printed.

module tryfact;
// define the function

function automatic integer factorial;
input [31:0] operand;

integer i;
if (operand >= 2)
factorial = factorial (operand - 1) * operand;
else
factorial = 1;
endfunction

// test the function
integer result;
integer n;
initial begin
for (n = 0; n <= 7; n = n+1) begin
result = factorial(n);
Sdisplay ("$0d factorial=%0d", n, result);
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end
end
endmodule // tryfact

The simulation results are as follows:

factorial=1
factorial=1
factorial=2
factorial=6
factorial=24
factorial=120
factorial=720
factorial=5040

o0 WP o

10.4.5 Use of constant functions

Constant function calls are used to support the building of complex calculations of values at elaboration time
(see 12.8). A constant function call shall be a function invocation of a constant function local to the calling
module where the arguments to the function are constant expressions. Constant functions are a subset of
normal Verilog functions that shall meet the following constraints:

—  They shall contain no hierarchical references.

— Any function invoked within a constant function shall be a constant function local to the current
module.

— It shall be legal to call any system function that is allowed in a constant expression (see Clause 5).
Calls to other system functions shall be illegal.

—  All system tasks within a constant function shall be ignored.

—  All parameter values used within the function shall be defined before the use of the invoking
constant function call (i.e., any parameter use in the evaluation of a constant function call constitutes
a use of that parameter at the site of the original constant function call).

— All identifiers that are not parameters or functions shall be declared locally to the current function.

— If they use any parameter value that is affected directly or indirectly by a defparam statement (see
12.2.1), the result is undefined. This can produce an error or the constant function can return an
indeterminate value.

—  They shall not be declared inside a generate block (see 12.4).

—  They shall not themselves use constant functions in any context requiring a constant expression.

Constant function calls are evaluated at elaboration time. Their execution has no effect on the initial values
of the variables used either at simulation time or among multiple invocations of a function at elaboration
time. In each of these cases, the variables are initialized as they would be for normal simulation.

For example:

This example defines a function called c1ogb2 that returns an integer with the value of the ceiling of the log
base 2.

module ram model (address, write, chip select, data);
parameter data width = 8;
parameter ram depth = 256;
localparam addr width = clogb2 (ram depth) ;
input [addr width - 1:0] address;
input write, chip select;
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inout [data width - 1:0] data;

//define the clogb2 function
function integer clogb2;
input [31:0] value;
begin
value = value - 1;
for (clogb2 = 0; value > 0; clogb2 = clogb2 + 1)
value = value >> 1;
end
endfunction

reg [data width - 1:0] data store[0:ram depth - 1];
//the rest of the ram model

An instance of this ram_model with parameters assigned is as follows:

ram model #(32,421) ram aO(a_addr,a _wr,a_cs,a_data);
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11. Scheduling semantics

11.1 Execution of a model

The balance of the clauses of this standard describe the behavior of each of the elements of the language.
This clause gives an overview of the interactions between these elements, especially with respect to the
scheduling and execution of events.

The elements that make up the Verilog HDL can be used to describe the behavior, at varying levels of
abstraction, of electronic hardware. An HDL has to be a parallel programming language. The execution of
certain language constructs is defined by parallel execution of blocks or processes. It is important to
understand what execution order is guaranteed to the user and what execution order is indeterminate.

Although the Verilog HDL is used for more than simulation, the semantics of the language are defined for
simulation, and everything else is abstracted from this base definition.

11.2 Event simulation

The Verilog HDL is defined in terms of a discrete event execution model. The discrete event simulation is
described in more detail in this subclause to provide a context to describe the meaning and valid
interpretation of Verilog HDL constructs. These resulting definitions provide the standard Verilog reference
model for simulation, which all compliant simulators shall implement. However, there is a great deal of
choice in the definitions that follow, and differences in some details of execution are to be expected between
different simulators. In addition, Verilog HDL simulators are free to use different algorithms from those
described in this clause, provided the user-visible effect is consistent with the reference model.

A design consists of connected threads of execution or processes. Processes are objects that can be
evaluated, that may have state, and that can respond to changes on their inputs to produce outputs. Processes
include primitives, modules, initial and always procedural blocks, continuous assignments, asynchronous
tasks, and procedural assignment statements.

Every change in value of a net or variable in the circuit being simulated, as well as the named event, is
considered an update event.

Processes are sensitive to update events. When an update event is executed, all the processes that are
sensitive to that event are evaluated in an arbitrary order. The evaluation of a process is also an event, known
as an evaluation event.

In addition to events, another key aspect of a simulator is time. The term simulation time is used to refer to
the time value maintained by the simulator to model the actual time it would take for the circuit being
simulated. The term #ime is used interchangeably with simulation time in this clause.

Events can occur at different times. In order to keep track of the events and to make sure they are processed

in the correct order, the events are kept on an event queue, ordered by simulation time. Putting an event on
the queue is called scheduling an event.

11.3 The stratified event queue

The Verilog event queue is logically segmented into five different regions. Events are added to any of the
five regions, but are only removed from the active region.
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a)  Active events occur at the current simulation time and can be processed in any order.

b) Inactive events occur at the current simulation time, but shall be processed after all the active events
are processed.

c)  Nonblocking assign update events have been evaluated during some previous simulation time, but
shall be assigned at this simulation time after all the active and inactive events are processed.

d) Monitor events shall be processed after all the active, inactive, and nonblocking assign update
events are processed.

e) Future events occur at some future simulation time. Future events are divided into future inactive
events and future nonblocking assignment update events.

The processing of all the active events is called a simulation cycle.

The freedom to choose any active event for immediate processing is an essential source of nondeterminism
in the Verilog HDL.

An explicit zero delay (#0) requires that the process be suspended and added as an inactive event for the
current time so that the process is resumed in the next simulation cycle in the current time.

A nonblocking assignment (see 9.2.2) creates a nonblocking assign update event, scheduled for a current or
later simulation time.

The $Smonitor and $strobe system tasks (see 17.1) create monitor events for their arguments. These events
are continuously reenabled in every successive time step. The monitor events are unique in that they cannot
create any other events.

The callback procedures scheduled with PLI routines such as vpi_register_cb(cbReadWriteSynch) (see
27.33) shall be treated as inactive events.

11.4 Verilog simulation reference model

In all the examples that follow, T refers to the current simulation time, and all events are held in the event
queue, ordered by simulation time.

while (there are events) {
if (no active events) {
if (there are inactive events) {
activate all inactive events;
} else if (there are nonblocking assign update events) {
activate all nonblocking assign update events;
} else if (there are monitor events) {
activate all monitor events;
} else {
advance T to the next event time;
activate all inactive events for time T;
H
§

E = any active event;
if (E is an update event) {
update the modified object;
add evaluation events for sensitive processes to event queue;
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} else { /* shall be an evaluation event */
evaluate the process;
add update events to the event queue;

}

11.4.1 Determinism
This standard guarantees a certain scheduling order:

a)  Statements within a begin-end block shall be executed in the order in which they appear in that
begin-end block. Execution of statements in a particular begin-end block can be suspended in
favor of other processes in the model; however, in no case shall the statements in a begin-end
block be executed in any order other than that in which they appear in the source.

b) Nonblocking assignments shall be performed in the order the statements were executed (see 9.2.2).
Consider the following example:

initial begin
a <= 0;
a <= 1;
end

When this block is executed, there will be two events added to the nonblocking assign update queue.
The previous rule requires that they be entered on the queue in source order; this rule requires that
they be taken from the queue and performed in source order as well. Hence, at the end of simulation
time 0, the variable a will be assigned 0 and then 1.

11.4.2 Nondeterminism

One source of nondeterminism is the fact that active events can be taken off the queue and processed in any
order. Another source of nondeterminism is that statements without time-control constructs in behavioral
blocks do not have to be executed as one event. Time control statements are the # expression and @
expression constructs (see 9.7). At any time while evaluating a behavioral statement, the simulator may
suspend execution and place the partially completed event as a pending active event on the event queue. The
effect of this is to allow the interleaving of process execution, although the order of interleaved execution is
nondeterministic and not under control of the user.

11.5 Race conditions

Because the execution of expression evaluation and net update events may be intermingled, race conditions
are possible:

assign p = q;
initial begin

q=1;

#1 g = 0;

$display (p) ;
end

The simulator is correct in displaying either a 1 or a 0. The assignment of 0 to g enables an update event for
p. The simulator may either continue and execute the $display task or execute the update for p, followed by
the $display task.
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11.6 Scheduling implication of assignments
Assignments are translated into processes and events as detailed in 11.6.1 through 11.6.7.
11.6.1 Continuous assignment

A continuous assignment statement (Clause 6) corresponds to a process, sensitive to the source elements in
the expression. When the value of the expression changes, it causes an active update event to be added to the
event queue, using current values to determine the target. A continuous assignment process is also evaluated
at time 0 to ensure that constant values are propagated. This includes implicit continuous assignments (see
11.6.6).

11.6.2 Procedural continuous assignment

A procedural continuous assignment (which is the assign or force statement; see 9.3) corresponds to a
process that is sensitive to the source elements in the expression. When the value of the expression changes,
it causes an active update event to be added to the event queue, using current values to determine the target.

A deassign or a release statement deactivates any corresponding assign or force statement(s).
11.6.3 Blocking assignment

A blocking assignment statement (see 9.2.1) with a delay computes the right-hand side value using the
current values, then causes the executing process to be suspended and scheduled as a future event. If the
delay is 0, the process is scheduled as an inactive event for the current time.

When the process is returned (or if it returns immediately if no delay is specified), the process performs the
assignment to the left-hand side and enables any events based upon the update of the left-hand side. The
values at the time the process resumes are used to determine the target(s). Execution may then continue with
the next sequential statement or with other active events.

11.6.4 Nonblocking assignment

A nonblocking assignment statement (see 9.2.2) always computes the updated value and schedules the
update as a nonblocking assign update event, either in this time step if the delay is zero or as a future event if
the delay is nonzero. The values in effect when the update is placed on the event queue are used to compute
both the right-hand value and the left-hand target.

11.6.5 Switch (transistor) processing

The event-driven simulation algorithm described in 11.4 depends on unidirectional signal flow and can
process each event independently. The inputs are read, the result is computed, and the update is scheduled.

The Verilog HDL provides switch-level modeling in addition to behavioral and gate-level modeling.
Switches provide bidirectional signal flow and require coordinated processing of nodes connected by
switches.

The Verilog HDL source elements that model switches are various forms of transistors, called tran, tranif0,
tranifl, rtran, rtranif0, and rtranifl.

Switch processing shall consider all the devices in a bidirectional switch-connected net before it can
determine the appropriate value for any node on the net because the inputs and outputs interact. A simulator

can do this using a relaxation technique. The simulator can process tran at any time. It can process a subset
of tran-connected events at a particular time, intermingled with the execution of other active events.
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Further refinement is required when some transistors have gate value x. A conceptually simple technique is
to solve the network repeatedly with these transistors set to all possible combinations of fully conducting
and nonconducting transistors. Any node that has a unique logic level in all cases has steady-state response
equal to this level. All other nodes have steady-state response x.

11.6.6 Port connections

Ports connect processes through implicit continuous assignment statements or implicit bidirectional
connections. Bidirectional connections are analogous to an always-enabled tran connection between the two
nets, but without any strength reduction. Port connection rules require that a value receiver be a net or a
structural net expression.

Ports can always be represented as declared objects connected as follows:

— If an input port, then a continuous assignment from an outside expression to a local (input) net
— If an output port, then a continuous assignment from a local output expression to an outside net

— If an inout, then a nonstrength-reducing transistor connecting the local net to an outside net

Primitive terminals are different from module ports. Primitive output and inout terminals shall be connected
directly to 1-bit nets or 1-bit structural net expressions (see 12.3.9.2), with no intervening process that could
alter the strength. Changes from primitive evaluations are scheduled as active update events on the
connected nets. Input terminals connected to 1-bit nets or 1-bit structural net expressions are also connected
directly, with no intervening process that could affect the strength. Input terminals connected to other kinds
of expressions are represented as implicit continuous assignments from the expression to an implicit net that
is connected to the input terminal.

11.6.7 Functions and tasks

Task/function argument passing is by value, and it copies in on invocation and copies out on return. The
copy-out-on-the-return function behaves in the same manner as does any blocking assignment.
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12. Hierarchical structures

The Verilog HDL supports a hierarchical hardware description structure by allowing modules to be
embedded within other modules. Higher level modules create instances of lower level modules and
communicate with them through input, output, and bidirectional ports. These module input/output (I/O)
ports can be scalar or vector.

As an example of a module hierarchy, consider a system consisting of printed circuit boards (PCBs). The
system would be represented as the top-level module and would create instances of modules that represent
the boards. The board modules would, in turn, create instances of modules that represent integrated circuits
(ICs), and the ICs could, in turn, create instances of modules such as flip-flops, muxes, and alus.

To describe a hierarchy of modules, the user provides textual definitions of the various modules. Each
module definition stands alone; the definitions are not nested. Statements within the module definitions
create instances of other modules, thus describing the hierarchy.

12.1 Modules

This subclause gives the formal syntax for a module definition and then gives the syntax for module
instantiation, along with an example of a module definition and a module instantiation.

A module definition shall be enclosed between the keywords module and endmodule. The identifier
following the keyword module shall be the name of the module being defined. The optional list of
parameter definitions shall specify an ordered list of the parameters for the module. The optional list of ports
or port declarations shall specify an ordered list of the ports for the module. The order used in defining the
list of parameters in the module parameter port list and in the list of ports can be significant when
instantiating the module (see 12.2.2.1 and 12.3.5). The identifiers in this list shall be declared in input,
output, and inout statements within the module definition. Ports declared in the list of port declarations shall
not be redeclared within the body of the module. The module items define what constitutes a module, and
they include many different types of declarations and definitions, many of which have already been
introduced.

The keyword macromodule can be used interchangeably with the keyword module to define a module. An
implementation may choose to treat module definitions beginning with the macromodule keyword
differently.
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module declaration ::= (From A.1.2)
{ attribute_instance } module_keyword module_identifier [ module parameter port list ]
list of ports ; { module item }
endmodule
| { attribute_instance } module keyword module identifier [ module parameter port_list ]
[ list of port declarations | ; { non_port module item }
endmodule

module keyword ::= module | macromodule

module parameter port_list ::= (From A.1.3
# ( parameter_declaration { , parameter declaration } )

list_of ports ::=(port {, port } )

list of port declarations ::= ( port_declaration { , port declaration } ) | ()
port ::=[ port_expression ] | . port_identifier ( [ port_expression ] )
port_expression ::= port_reference | { port_reference { , port_reference } }
port reference ::= port_identifier [ [ constant range expression | |

port declaration ::= {attribute_instance} inout declaration
| {attribute_instance} input_declaration
| {attribute_instance} output_declaration
module item ::= (From A.1.4)
port_declaration ;
| non_port module item
module or generate item ::=
{ attribute instance } module or generate item declaration
| { attribute instance } local parameter declaration ;
| { attribute_instance } parameter_override
| { attribute instance } continuous_assign
| { attribute instance } gate instantiation
| { attribute_instance } udp_instantiation
| { attribute instance } module instantiation
| { attribute instance } initial construct
| { attribute_instance } always_construct
| { attribute instance } loop generate construct
| { attribute instance } conditional generate construct

module or generate item_declaration ::=
net_declaration
| reg_declaration
| integer declaration
| real declaration
| time_declaration
| realtime_declaration
| event declaration
| genvar_declaration
| task declaration
| function_declaration
non_port_module item ::=
module or generate_item
| generate region
| specify_block
| { attribute_instance } parameter declaration ;
| { attribute_instance } specparam_declaration

parameter_override ::= defparam list of defparam_ assignments ;

Syntax 12-1—Syntax for module
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See 12.3 for the definitions of ports.
12.1.1 Top-level modules
Top-level modules are modules that are included in the source text, but do not appear in any module

instantiation statement, as described in 12.1.2. This applies even if the module instantiation appears in a
generate block that is not itself instantiated (see 12.4). A model shall contain at least one top-level module.

12.1.2 Module instantiation

Instantiation allows one module to incorporate a copy of another module into itself. Module definitions do
not nest. In other words, one module definition shall not contain the text of another module definition within
its module-endmodule keyword pair. A module definition nests another module by instantiating it. The
module instantiation statement creates one or more named instances of a defined module.

For example, a counter module might instantiate a D flip-flop module to create multiple instances of the
flip-flop.

Syntax 12-2 gives the syntax for specifying instantiations of modules.

module_instantiation ::= (From A.4.1)

module_identifier [ parameter value assignment ]

module_instance { , module instance } ;

parameter value assignment ::=

# (list_of parameter assignments )
list_of parameter assignments ::=

ordered parameter assignment { , ordered parameter assignment }

| named parameter assignment {,named parameter assignment }
ordered parameter assignment ::=

expression
named parameter assignment ::=

. parameter_identifier ( [ mintypmax_expression ] )
module instance ::=

name of module_instance ([ list of port connections ])
name of module instance ::=

module instance identifier [ range ]
list_of port connections ::=

ordered port connection {, ordered port connection }

| named_port_connection { , named_port_connection }
ordered port _connection ::=

{ attribute_instance } [ expression ]
named_port_connection ::=

{ attribute_instance } . port_identifier ( [ expression ] )

Syntax 12-2—Syntax for module instantiation

The instantiations of modules can contain a range specification. This allows an array of instances to be
created. The array of instances is described in 7.1. The syntax and semantics of arrays of instances defined
for gates and primitives apply for modules as well.

One or more module instances (identical copies of a module) can be specified in a single module
instantiation statement.
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The list of port connections shall be provided only for modules defined with ports. The parentheses,
however, are always required. When a list of port connections is given using the ordered port connection
method, the first element in the list shall connect to the first port declared in the module, the second to the
second port, and so on. See 12.3 for a more detailed discussion of ports and port connection rules.

A connection can be a simple reference to a variable or a net identifier, an expression, or a blank. An
expression can be used for supplying a value to a module input port. A blank port connection shall represent
the situation where the port is not to be connected.

When connecting ports by name, an unconnected port can be indicated either by omitting it in the port list or
by providing no expression in the parentheses [i.e., .port name ()].

For example:

Example 1—The following example illustrates a circuit (the lower level module) being driven by a simple
waveform description (the higher level module) where the circuit module is instantiated inside the waveform
module:

// Lower level module:

// module description of a nand flip-flop circuit
module ffnand (g, gbar, preset, clear);

output g, gbar; //declares 2 circuit output nets
input preset, clear; //declares 2 circuit input nets

// declaration of two nand gates and their interconnections
nand g1 (g, gbar, preset),

g2 (gbar, g, clear);
endmodule

// Higher level module:

// a waveform description for the nand flip-flop
module ffnand wave;

wire outl, out2; //outputs from the circuit

reg inl, in2; //variables to drive the circuit
parameter d = 10;

// instantiate the circuit ffnand, name it "ff",
// and specify the IO port interconnections
ffnand ff (outl, out2, inl, in2);

// define the waveform to stimulate the circuit
initial begin
#d inl =
#d inl =
#d in2 =
#d in2 =
end
endmodule

; in2 = 1;

R ORr O

Example 2—The following example creates two instances of the flip-flop module ffnand defined in
Example 1. It connects only to the g output in one instance and only to the gbar output in the other instance.

// a waveform description for testing

// the nand flip-flop, without the output ports
module ffnand wave;

reg inl, in2; //variables to drive the circuit
parameter d = 10;
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// make two copies of the circuit ffnand
// £f1l has gbar unconnected, ff2 has g unconnected

ffnand f£f1l(outl, , inl, in2),
ff2 (.gbar(out2), .clear(in2), .preset(inl), .g());
// ff3(.g(out3),.clear(inl),,,); is illegal

// define the waveform to stimulate the circuit
initial begin
#d inl =
#d inl =
#d in2 =
#d in2 =
end
endmodule

; in2 = 1;

H O K O

12.2 Overriding module parameter values

IEEE
Std 1364-2005

There are two different ways that parameters can be defined. The first is the module parameter port list
(see 12.1), and the second is as a module item (see 4.10). A module declaration can contain parameter

definitions of either or both types or can contain no parameter definitions.

A module parameter can have a type specification and a range specification. The effect of parameter

overrides on a parameter’s type and range shall be in accordance with the following rules:

A parameter declaration with no type or range specification shall default to the type and range of the
final override value assigned to the parameter.

A parameter with a range specification, but with no type specification, shall be the range of the
parameter declaration and shall be unsigned. An override value shall be converted to the type and
range of the parameter.

A parameter with a type specification, but with no range specification, shall be of the type specified.
An override value shall be converted to the type of the parameter. A signed parameter shall default
to the range of the final override value assigned to the parameter.

A parameter with a signed type specification and with a range specification shall be signed and shall
be the range of its declaration. An override value shall be converted to the type and range of the
parameter.

For example:

module generic_fifo
# (parameter MSB=3, LSB=0, DEPTH=4)
//These parameters can be overridden
(input [MSB:LSB] in,
input clk, read, write, reset,
output [MSB:LSB] out,
output full, empty );

localparam FIFO MSB = DEPTH*MSB;

localparam FIFO LSB = LSB;
// These parameters are local, and cannot be overridden.
// They can be affected by altering the public parameters
// above, and the module will work correctly.

reg [FIFO MSB:FIFO LSB] fifo;
reg [LOG2 (DEPTH) :0] depth;
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always @ (posedge clk or reset) begin
casex ({read,write,reset})
// implementation of fifo
endcase
end
endmodule

There are two ways to alter nonlocal parameter values: the defparam statement, which allows assignment to
parameters using their hierarchical names, and the module instance parameter value assignment, which
allows values to be assigned in line during module instantiation. If a defparam assignment conflicts with a
module instance parameter, the parameter in the module will take the value specified by the defparam. The
module instance parameter value assignment comes in two forms, by ordered list or by name. The next two
subclauses describe these two methods.

There are two kinds of parameter declarations. The first kind of parameter declaration has a type and/or
range qualification, and the second does not. When an untyped and unranged parameter’s value is
overridden, the parameter takes on the size and type of the override.

When a typed and/or ranged parameter is overridden, the new value is converted to the type and size of the
destination and assigned to that parameter.

For example:

module foo(a,b);
real ri,r2;
parameter [2:0] A = 3'h2;
parameter B = 3'h2;
initial begin

rl = A;

r2 = B;

Sdisplay ("r1 is %f r2 is %f",rl,r2);
end

endmodule // foo

module bar;
wire a,b;
defparam f1.A = 3.1415;
defparam f1.B = 3.1415;
foo fl(a,b);

endmodule // bar

Parameter 2 is a typed and/or ranged parameter; therefore, when its value is redefined, the parameter retains
its original type and sign. Therefore, the defparam of £1.A with the value 3.1415 is performed by
converting the floating point number 3.1415 into a fixed-point number 3, and then the low 3 bits of 3 are
assigned to A.

Parameter B is not a typed and/or ranged parameter; therefore, when its value is redefined, the parameter
type and range take on the type and range of the new value. Therefore, the defparam of £1 . B with the value
3.1415 replaces B’s current value of 3'h2 with the floating point number 3.1415.

12.2.1 defparam statement

Using the defparam statement, parameter values can be changed in any module instance throughout the
design using the hierarchical name of the parameter. See 12.5 for hierarchical names.

However, a defparam statement in a hierarchy in or under a generate block instance (see 12.4) or an array of
instances (see 7.1 and 12.1.2) shall not change a parameter value outside that hierarchy.
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Each instantiation of a generate block is considered to be a separate hierarchy scope. Therefore, this rule
implies that a defparam statement in a generate block may not target a parameter in another instantiation of
the same generate block, even when the other instantiation is created by the same loop generate construct.
For example, the following code is not allowed:

genvar 1i;

generate
for (1 = 0; 1 < 8; 1 =i + 1) begin : somename
flop my flop(in[i], inl[i], outl[i]);
defparam somename [i+1] .my flop.xyz = i ;
end
endgenerate

Similarly, a defparam statement in one instance of an array of instances may not target a parameter in
another instance of the array.

The expression on the right-hand side of the defparam assignments shall be a constant expression involving
only numbers and references to parameters. The referenced parameters (on the right-hand side of the
defparam) shall be declared in the same module as the defparam statement.

The defparam statement is particularly useful for grouping all of the parameter value override assignments
together in one module.

In the case of multiple defparams for a single parameter, the parameter takes the value of the last defparam
statement encountered in the source text. When defparams are encountered in multiple source files, e.g.,
found by library searching, the defparam from which the parameter takes its value is undefined.

For example:

module top;
reg clk;

reg [0:4] inl;
reg [0:9] in2;
wire [0:4] ol;
wire [0:9] o2;

vdff ml (ol, inl, clk);
vdff m2 (02, in2, clk);
endmodule

module vdff (out, in, clk);
parameter size = 1, delay = 1;
input [0:size-1] in;

input clk;

output [0:size-1] out;

reg [0:size-1] out;

always e (posedge clk)
# delay out = in;
endmodule

module annotate;

defparam
top.ml.size = 5,
top.ml.delay = 10,
top.m2.size = 10,
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top.m2.delay = 20;
endmodule

The module annotate has the defparam statement, which overrides size and delay parameter values for
instances m1 and m2 in the top-level module top. The modules top and annotate would both be
considered top-level modules.

12.2.2 Module instance parameter value assignment

An alternative method for assigning values to parameters within module instances is to use one of the two
forms of module instance parameter value assignment. They are assignment by ordered list and assignment
by name. The two types of module instance parameter value assignment shall not be mixed; parameter
assignments to a particular module instance shall be entirely by order or entirely by name.

Module instance parameter value assignment by ordered list is similar in appearance to the assignment of
delay values to gate instances, and assignment by name is similar to connecting module ports by name. It
supplies values for particular instances of a module to any parameters that have been specified in the
definition of that module.

A parameter declared in a named block, task, or function can only be directly redefined using a defparam
statement. However, if the parameter value is dependent on a second parameter, then redefining the second
parameter will update the value of the first parameter as well (see 12.2.3).

12.2.2.1 Parameter value assignment by ordered list

The order of the assignments in the module instance parameter value assignment by ordered list shall follow
the order of declaration of the parameters within the module. It is not necessary to assign values to all of the
parameters within a module when using this method. However, it is not possible to skip over a parameter.
Therefore, to assign values to a subset of the parameters declared within a module, the declarations of the
parameters that make up this subset shall precede the declarations of the remaining parameters. An
alternative is to assign values to all of the parameters, but to use the default value (the same value assigned
in the declaration of the parameter within the module definition) for those parameters that do not need new
values.

For example:

Consider the following example, where the parameters within module instances mod_a, mod_c, and mod_d
are changed during instantiation:

module tbi;

wire [9:0] out_a, out d;
wire [4:0] out b, out c;
reg [9:0] in a, in d;
reg [4:0] in_ b, in c;
reg clk;

// testbench clock & stimulus generation code

// Four instances of vdff with parameter value assignment
// by ordered list

// mod_a has new parameter values size=10 and delay=15
// mod b has default parameters (size=5, delay=1)

// mod_c has one default size=5 and one new delay=12
// In order to change the value of delay,
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// it is necessary to specify the (default) value of size as well.
// mod_d has a new parameter value size=10.
// delay retains its default value

vdff #(10,15) mod_a (.out(out_a), .in(in_a), .clk(clk));

vdff mod b (.out(out _b), .in(in b), .clk(clk));

vdff #( 5,12) mod ¢ (.out(out _c), .in(in c), .clk(clk));

vdff #(10) mod d (.out(out _d), .in(in _d), .clk(clk));
endmodule

module vdff (out, in, clk);
parameter size=5, delay=1;
output [size-1:0] out;
input [size-1:0] in;
input clk;
reg [size-1:0] out;

always e (posedge clk)
#idelay out = in;

endmodule

Local parameters cannot be overridden; therefore, they are not considered part of the ordered list for
parameter value assignment. In the following example, addr width will be assigned the value 12, and
data_width will be assigned the value 16. mem_size will not be explicitly assigned a value due to the
ordered list, but will have the value 4096 due to its declaration expression.

module my mem (addr, data);

parameter addr width = 16;

localparam mem size = 1 << addr_width;
parameter data width = 8;

endmodule

module top;

my mem #(12, 16) m(addr,data);
endmodule

12.2.2.2 Parameter value assignment by name

Parameter assignment by name consists of explicitly linking the parameter name and its new value. The
name of the parameter shall be the name specified in the instantiated module.

It is not necessary to assign values to all of the parameters within a module when using this method. Only
parameters that are assigned new values need to be specified.

The parameter expression is optional so that the instantiating module can document the existence of a
parameter without assigning anything to it. The parentheses are required, and in this case the parameter
retains its default value. Once a parameter is assigned a value, there shall not be another assignment to this

parameter name.

Consider the following example, where both parameters of mod_a and only one parameter of mod c and
mod_d are changed during instantiation:
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module tb2;
wire [9:0] out_a, out d;
wire [4:0] out b, out c;
reg [9:0] in a, in d;
reg [4:0] in b, in c;
reg clk;
// testbench clock & stimulus generation code
// Four instances of vdff with parameter value assignment by name
// mod_a has new parameter values size=10 and delay=15
// mod_b has default parameters (size=5, delay=1)
// mod_c has one default size=5 and one new delay=12
// mod_d has a new parameter value size=10.
// delay retains its default value
vdff #(.size(10), .delay(15)) mod a (.out(out_a),.in(in a), .clk(clk));
vdf £ mod b (.out(out _b),.in(in b),.clk(clk));
vdff #(.delay(12)) mod ¢ (.out(out c),.in(in c), .clk(clk));
vdff #(.delay( ),.size(10) ) mod d (.out(out d),.in(in d),.clk(clk));
endmodule
module vdff (out, in, clk);
parameter size=5, delay=1;

output [size-1:0] out;

input [size-1:0] in;
input clk;
reg [size-1:0] out;

always e (posedge clk)

#delay out

= in;

endmodule

It shall be legal to instantiate modules using different types of parameter redefinition in the same top-level
module. Consider the following example, where the parameters of mod_a are changed using