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Smart Fault Location for Smart Grids
Mladen Kezunovic, Fellow, IEEE

Abstract—Fault location is an important application among in-
telligent monitoring and outage management tasks used for real-
ization of self healing networks, one of the most attractive features
of smart grids. The data gathered from various intelligent elec-
tronic devices (IEDs) installed throughout the power system could
be utilized for smart approaches to locating faults in both trans-
mission and distribution systems. This paper discusses issues asso-
ciated with improving accuracy of fault location methods in smart
grids using an abundance of IED data. Two examples of how the
gathered data from different IEDs is used to improve fault location
accuracy in transmission and distribution systems are discussed in
detail.

Index Terms—Data integration, distribution faults, fault loca-
tion, intelligent electronic devices, smart grid, transmission faults.

I. INTRODUCTION

A CCORDING TO the U.S. Department of Energy’s
modern grid initiative [1], a smart grid integrates ad-

vanced sensing technologies, control methods, and integrated
communications into the electricity grid. In this paper we will
be discussing smart fault location schemes for both trans-
mission and distribution systems developed taking advantage
of available modern technologies used for data recording,
information extraction, and integration as well as intelligent
approaches to selecting fault location algorithms (for both
transmission and distribution systems).

Traditionally, in a substation, remote terminal units (RTUs)
acquire analog and digital measurements (bus voltages, branch
flows, frequency, breaker status, transformer tap position, etc.),
collectively called supervisory control and data acquisition
(SCADA) measurements, which are sent to the energy manage-
ment systems (EMS) in every two to ten seconds. With the rapid
advancement of technology, other intelligent electronic devices
(IEDs) besides RTUs are now widely used in substations.
These computer-based devices can record and store a huge
amount of data (both operational and nonoperational) with a
periodicity depending upon the intended purpose of the device.
Such devices are typically characterized with sampling rates
much higher than what is found in RTUs and with much higher
accuracy. Thus, a great amount of data is recorded, which if
used properly could be of great benefit for the EMS operators
when trying to predict, monitor, and postmortem analyze power
system events.
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Fault location has always served an important role in facili-
tating quick repair and restoration of faulted transmission lines
or distribution feeders. With the deployments of smart grids,
fault location methods can benefit from the abundance of data
provided by smart grid IEDs.

While many fault location algorithms have been introduced
over the years, it became apparent that matching the algorithms
to the data in a smart way needs to be explored since it may
be the key to improving the accuracy, robustness, and speed of
the process. It has been recognized for some time that some al-
gorithms provide best results for certain network configurations
or network conditions but how an optimal solution could be se-
lected to produce best results for varying network and data con-
ditions was not explored. It is a well known problem that with
current level of penetration of IEDs it is quite possible to have
multiple IEDs reporting fault location results for the same event,
and yet the results may be quite different. This raises a need for
an optimal solution that is able to determine the best result using
the knowledge about network parameters, current topology of
the network and type of data and algorithms that may be used
to calculate the fault location. Such a solution will be referred
as “Smart Fault Location” (SFL) in this paper.

The proposed SFL methods are demonstrated in this paper
through examples of solution implementation at both the trans-
mission and distribution levels. In each case the emphasis is on a
smart way of utilizing fault location algorithms to match power
system conditions and availability of IED data. With the deploy-
ment of smart grid IEDs for monitoring, control, and protec-
tion, supported by high-speed broadband communications, the
optimal fault location solutions will become the norm in the fu-
ture grids, both at the transmission and distribution levels. The
ability to produce fault location results efficiently, reliably, and
with high level of confidence will be the smart grid requirement.

This paper explains how abundance of IED data could be used
to improve accuracy, robustness, and speed of the fault location
process. In Section II, data integration for smart fault location
is explained. In Sections III and IV, examples of fault location
solutions for transmission lines and distribution systems are dis-
cussed. Finally, Section V provides conclusions.

II. BACKGROUND

A. Transmission Line Fault Location

Transmission lines may generally be exposed to several
types of faults which are generally caused by random and un-
predictable events such as lighting, short circuits, overloading,
equipment failure, aging, animal/tree contact with the line,
human intended or unintended actions, lack of maintenance,
etc. Protective relays, placed at both ends of a transmission
line, sense the fault immediately and isolate the faulted line by
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opening the associated circuit breakers. Faults may be tempo-
rary (fault is cleared after breaker reclosing) or permanent (fault
is not cleared even after several reclosing attempts). To restore
service after permanent fault, an accurate location of the fault
is highly desirable to help the maintenance crew find and repair
the faulted line section as soon as possible. Though distance
relays are the fast and reliable ways to locate the faulted area,
they cannot meet the need of accurate fault location under all
circumstances.

Transmission line faults may be calculated either using
power frequency components of voltage and current or higher
frequency transients generated by the fault [2]. Phasor-based
methods use fundamental frequency component of the signal
and lumped parameter model of the line while time-do-
main-based methods use transient components of the signal and
distributed parameter model of the line. Both of these methods
can be subdivided into another two broad classes within each
category depending upon the availability of recorded data:
single-end methods [3]–[8] where data from only one terminal
of the transmission line is available and double-end methods
[9]–[13] where data from both (or multiple) ends of the trans-
mission line can be used. Double-ended methods can use
synchronized or unsynchronized phasor measurements, as well
as synchronized or unsynchronized samples.

Impedance focused methods, either phasor or time domain
based, generally estimate the distance to fault as a function of
total line impedance (considering transmission line is homoge-
neous) using voltage and current measurements from single or
multiple ends. Single-ended, impedance-based fault location
methods are simple, fast, and only require local measurement
data. The simplest approach is a reactance-based method which
measures the apparent impedance ignoring fault resistance and
effect of load current. This method may create large errors
introduced by remote-end current in-feed, load impedance,
power transmission angle, and angle difference between line
and source impedances. Algorithms reported in [3]–[6] extend
simple reactance method by making assumptions to elimi-
nate effect of remote infeed and fault resistance. Algorithms
reported in [7], [8] estimate fault location for parallel trans-
mission lines using data from one end. Double-end methods
work on equalizing voltage of fault point from both ends of
the line and fundamentally are more accurate than single-end
methods [9]. The calculations may be based on unsynchronized
measurements from two ends [9]–[15]. References [10]–[12]
use phasors and lumped parameter line model to compute
location of the fault. Reference [13] uses distributed parameter
model of the line implementing the same approach as described
in [10]. Where all double-end methods are essentially accurate
they need extra communication for data synchronization. This
can be overcome by fully utilizing the advantages of modern
digital technologies and signal processing to estimate the
synchronizing difference between both ends using nonlinear
mathematical optimization [14], [15]. Synchronized measure-
ments were utilized in [16]–[18] making them more accurate
and can be employed with current data capturing capability of
IEDs.

Traveling wave based fault location approaches [19]–[21] use
transient signals generated by the fault. They are based on the

correlation between the forward and backward traveling waves
along a line or direct detection of the arrival time of the waves
at terminals.

Each of the techniques requires very specific measurements
from one or both (multiple) ends of the line to produce results
with desired accuracy. However, availability of data may be a
challenging issue. Digital fault recorders (DFRs) and other IEDs
are generally placed in critical substations and therefore in some
cases it is not possible to get recorded measurements from both
or any end of the faulted line if this source of data is used. Al-
though protective relays exist on every transmission line, some
of them may still be electromechanical and they do not have ca-
pability to record measurements. Sometimes, not all the DFRs
installed may be triggered by a fault. Therefore, neither double-
nor single-end methods can always be applied. In such cases
some unconventional techniques based on wide area measure-
ments may have to be used [22], [23].

A smart scheme to locate transmission line faults is proposed
to deal with the selection of an optimal fault location method. It
is capable of using different fault location algorithm depending
on the availability and location of recorded data as well as net-
work topology and circumstances surrounding faults.

B. Distribution Feeder Fault Location

Fault location in distribution systems, is an important func-
tion for outage management and service restoration directly im-
pacting feeder reliability and quality of the electricity supply
for the customer. Improving customer average interruption du-
ration index (CAIDI) and system average interruption duration
index (SAIDI) is possible by exploiting a suitable fault location
method. Therefore, one of the main topics of the Department
of Energy (DoE) Grid 2030 vision [1], improving reliability in-
dices of the network, could be realized by improving fault loca-
tion methods.

Methods proposed for fault location on transmission lines are
not easily applicable to distribution systems. A suitable fault
location method has to consider the limitation of the host pro-
cessing platforms and requirements of the algorithm itself. Het-
erogeneity of the lines, presence of laterals, load taps, and com-
paratively a lower degree of instrumentation in distribution sys-
tems are among the limitations. Based on the type of the data
that the fault location techniques use to find the location of the
fault they may be categorized as follows:

• apparent impedance measurement;
• direct three-phase circuit analysis;
• superimposed components;
• traveling waves;
• power quality monitoring data;
• artificial intelligence.
In [24]–[26], the apparent impedance, defined as the ratio of

selected voltage to selected current based on the fault type and
faulted phases, is utilized for locating faults on distribution sys-
tems. This category of methods has been reviewed in [27]. The
common drawback is that the fault location results in multiple
estimations due to their reliance solely on measured voltage and
current signals at the substation. In [28], data collected from
fault indicators along the network, which determine the direc-
tion of the fault, are utilized to solve the problem of multiple
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fault location estimation for a single fault. Installation of fault
indicators at the beginning of each tap increases the implemen-
tation cost and may not be a preferred solution.

In [29] and [30], a method based on direct circuit analysis,
was suggested. Although it is suitable for unbalanced distribu-
tion systems, it does not yield unique results for fault location.

In [31] and [32], a method using superimposed components
of the voltages and currents is proposed. In this method, an as-
sumed fault point is varied systematically until the actual fault
point is found. Fault is located based on the fact that the amount
of the superimposed current in healthy lines should be at a min-
imum. This method also suffers from multiple fault location es-
timations for single fault.

Methods based on intelligent systems such as neural networks
and fuzzy logic as powerful tools for classification purposes
are proposed in [33], [34]. In [33], faulted area is detected by
training an Adaptive Neuro-Fuzzy Inference System (ANFIS)
net with extracted features based on knowledge about protective
device settings. In [34] using the Learning Algorithm for Multi-
variable Data Analysis (LAMDA) classification technique, mul-
tiple fault location estimation solution is obviated. This method
requires a large number of training data and a retraining subse-
quent to a change in power system structure (topology).

In [35]–[37], methods based on traveling waves generated by
the fault have been suggested. The time difference between suc-
cessively captured traveling waves’ records is used for locating
the fault. These methods need high-frequency sampling and de-
pend on the tower configuration (propagation velocity) and de-
sired accuracy, which increases implementation cost. Presence
of laterals and load taps that reflect traveling waves, which may
be confused with those created by the fault, is another difficulty
related to application of these methods on distribution systems.
These methods may be more applicable to transmission lines
where lines are longer, and equipped with better monitors [38].

The fact that fault causes voltage sags with different charac-
teristics at different nodes has been utilized for fault location in
[39] and [40].

III. DATA INTEGRATION FOR SMART FAULT LOCATION

A. Transmission Line

A smart integrated substation is normally equipped with var-
ious types of IEDs which can be used for monitoring, control,
and protection purposes. Substation analog signals measured at
high power level are transformed to instrumentation level (using
current and voltage instrument transformers) and then filtered
and digitized for being processed using IEDs.

The basic idea of integration of data is to collect all the IED
data in a substation database and use it for extracting informa-
tion automatically and then utilizing the extracted information
for several power system applications. The functional diagram
for substation data flow is shown in Fig. 1.

The substation database consists of the following data:
• measurements received from RTUs;
• measurements received from other IEDs;
• static system data containing description of the system

components and their connections (i.e., topology);

Fig. 1. Functional diagram for substation data flow.

• SCADA EMS PI Historian data, which may be used to tune
the static system model with real-time data;

• substation interpretation data that allows one to correlate
the naming convention of recording devices and that of the
static system model with PI Historian data.

Although, integrating a huge amount of data provides im-
proved information by exploiting the redundancy, the quality of
data is also a major concern. Ideally the output waveform should
be an exact replica of the input signal, but the error introduced in
several data processing stages makes the output distorted. Thus,
the quality of data depends largely on the performance of de-
vices used. The performance of these devices and the informa-
tion extraction schemes are discussed elaborately in [41].

B. Distribution Feeder

As a part of smart grid deployment projects, IEDs for mon-
itoring, protection, and other purposes including the smart
metering systems, power quality monitoring, and distribution
system automation have emerged in distribution systems. These
smart sensors are installed all over the system, from substation
down to the customer location. Their types vary, as well.
Some provide samples (digital protection relays, digital fault
recorders), some provide samples and synchronized phasors
(digital protection relays), and some provide energy measure-
ments and power quality indicators (smart meters and power
quality meters). Development in smart grid communications
makes the data captured by these new devices available to multi
subscribers and serves multiple IED infrastructures. Hence,
utilization of the gathered data from various IEDs installed
along the feeders is quite feasible. Examples of such measuring
devices include, but not limited to, substation and feeder relay,
as well as intelligent controllers for capacitor bank switches or
reclosers, automatic meter reading (AMR) systems installed at
the customer sites, power quality meters installed at strategic
locations in the system, low-cost optical current and voltage
sensors that may be located at selected poles as a part of the
broadband over power line (BPL) solutions. An example of
such a variety of IED applications in the distribution network
is shown in Fig. 2.

Availability of additional feeder data may help improve
the accuracy of the fault location methods. However, there
are standing concerns that should be taken into account: how
different types of IEDs available in the network may affect the
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Fig. 2. Locations of different IEDs in a distribution network.

Fig. 3. Scanning and synchronous sampling of analog inputs.

fault location method selection, what are the factors that influ-
ence quality of recorded data, and how the feeder automation
architectures impact the final availability of data.

First to note is that feeder automation (FA) architecture
affects fault location method implementation. Centralized
feeder automation solution acquires data from field devices,
processes data in SCADA system and issues supervisory con-
trol commands. In the substation-centered approach, system is
controlled by substation PLC or RTU, which are also used to
process fault location data. Supervisory control commands are
issued to field devices, as needed. In a peer-to-peer arrange-
ment “local” data is acquired via local smart sensors and other
IEDs and “remote” data via peer-to-peer communications with
other controllers. In this case IEDs process data locally and no
SCADA-based central station is required [42]. When a fault
location method is suggested or selected from existing methods,

the communication structure of the FA system should be taken
into account. For instance, the first arrangement is suitable
for control-center-based methods, the second one is suitable
for substation-based methods and IEDs that are installed in
substations and the last one is suitable for methods that can rely
on IEDs installed along the feeder.

C. Data Sampling and Processing

Samples of input signal waveforms are taken by the sample
and hold (S/H) circuit at the time defined by the sampling clock
to be able to perform analog-to-digital conversion (ADC). There
are several sampling methods as shown in Fig. 3.

In the scanning method, one analog input channel is sampled
at a time and then converted to a digital word, which then is
sequentially completed across all input channels. This creates
a time skew between the corresponding samples on different



KEZUNOVIC: SMART FAULT LOCATION FOR SMART GRIDS 15

Fig. 4. GPS-based synchronized sampling.

channels. In synchronous sampling all the input signals at each
channel are sampled at the same time and then sampled values
are converted to a digital word. In this case there is no time
skew between the corresponding samples on different channels.
This may be accomplished by either using one ADC serving all
channels but having separate S/H circuits on each channel and a
multiplexer that feeds another S/H in front of the ADC, or using
a separate S/H circuit and ADC on each channel.

When a fault location method is proposed it is important to
consider which IED supplies the data. As a practical example,
imagine available data are from SCADA RTU in substation and
power quality meters (PQMs) along the feeder. The fact that
usually PQMs operate on synchronous sampling and RTUs op-
erate on scanning method makes it difficult to use a fault loca-
tion method that works based on direct comparison of samples.
In these cases a fault location method that does not rely on di-
rect comparison of the samples should be selected. Moreover,
if there is a choice in selecting IEDs in substation, in the case
of having a fault location method based on direct comparison of
the samples, IEDs like DFR or DPR that operate on synchronous
sampling method should be selected.

In order to avoid aliasing phenomena in processing the signal,
an antialiasing filter is used. The frequency and step responses
of different type of antialiasing filters are discussed in detail
in [43]. Difference in characteristics of antialiasing filters (type
and cutoff frequency) has different impact depending on the fre-
quency content of transient waveform. Therefore, different fault
location methods will be affected by the characteristics of the
antialising filters differently.

One source of uncertainty in the input data is the accuracy of
ADC used to convert data. It is necessary for the selected fault
location method to be robust under the worst uncertainty in the
data. For instance, if data are captured by DPR and PQM, and
ADC of DPRs has smaller word length compared to PQM, the
selected fault location method should be able to produce good
results irrespective which a data are used.

Sampling frequency is also affecting the accuracy of signal
representation. The higher the sampling frequency, the better the
signal representation (or better “horizontal” resolution) but not
necessarily the accuracy, which is driven by the number of ADC
bits (“vertical” resolution). Therefore, it is important to consider
what kind of IEDs are used for fault location application. If the
fault location method is based on transients contained in the sig-

nals like traveling-wave-based methods, IEDs with higher sam-
pling frequencies and high-resolution ADC may be required.
Moreover, if the method is based on time difference between
samples it is necessary to check what kind of sampling (fix or
variable) is used.

There are two ways in implementing clock signal distribution
for data sampling synchronization: global positioning system
(GPS) of satellites or computer network. Modern IEDs may be
interfaced to GPS receivers as shown in Fig. 4 and those de-
vices provide synchronization with accurate systemwide clock.
An example of the connection of IEDs to GPS receivers in a
substation is given in Fig. 5. The time synchronization signal is
distributed among different IEDs: DPRs (SEL 421 and GE D60)
and DFR (TR-2000) located in a substation control house and
circuit breaker monitors (CBM01 and CBM 02) located in the
switchyard.

If the IEDs are IP addressable, then the time synchroniza-
tion signal may be distributed over the computer network. When
selecting a fault location method, it is important to consider
whether it needs synchronized sampling or not. This consider-
ation is important from implementation point of view since in
the network where synchronized sampling is not possible a less
accurate method that does not need synchronized sampling will
be preferred.

The accessible data may be different from the raw data seen
by the IEDs depend upon functionality of that IED. For instance,
DFRs only capture data for later display and analysis. So digital
filtering and antialiasing may not even be used in older DFRs.
DPRs make decision based on sampled data processed through
analog (antialiasing) and digital filtering.

DPRs usually perform digital prefiltering before applying
phasor estimation algorithms (such as the Fourier transform)
to filter out unwanted components of the applied signals, the
dc component in particular. DPRs tend to record sampled data
after digital filtering (although newer ones operate similar to
DFRs and record raw samples prior to digital filtering). Fig. 6
[44] illustrates the unfiltered versus filtered data.

For each type of IEDs one must review its specifications to
understand the signal processing that needs to be carried out
prior to the samples being recorded so that the impact on the
selected fault location algorithm can be fully understood.

When considering a recording device, its triggering method
should be well applied to make sure it captures the phenomena
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Fig. 5. Connection of IEDs to GPS receivers in a substation.

Fig. 6. Unfiltered versus filtered data.

that fault location algorithm is based on. For instance, some de-
vices are allocated for recording power system disturbances like
power swings. In such instances to be able to reduce the volume
of recorded data, power system faults (such as line faults) are
not recorded. Impedance rate-of-change trigger is one way of
distinguishing between an equipment fault and a system distur-
bance. Therefore, this device setting may not be suitable for the
data to be used for fault location purpose unless the triggers are
modified.

IV. SELECTION OF OPTIMAL SOLUTION FOR TRANSMISSION

LINE FAULT LOCATION

An optimal fault location approach which will select the
most appropriate fault location algorithm depending on the
availability and location of the data measured is explained
next. The optimized fault location algorithm (OFLA) [45] will
select the best result from the following algorithms using the
flowchart shown in Fig. 7.

A. Single-End Method [4]

Estimates location of fault using measurement from only one
end of the faulted line.

B. Double-End Methods [14], [16]

Estimate location of fault using either unsynchronized phasor
measurements [14] or synchronized samples [16] from both
ends of the faulted line.

1) Systemwide Sparse Measurement Method [22], [23]:
Uses phasor measurements which may be sparse, i.e., recorded
from few substations located in the region where the fault has
occurred. The method works on comparing measured data
versus simulated data (generated by the short circuit simulation
of possible fault locations) while the location of the fault is
changed in the short circuit program. This process is repeated
automatically until the measured and simulated values have
minimal difference, which indicates that the fault location used
in the short circuit program is the actual one in the field.

Fig. 8 shows the flowchart used for the systemwide sparse
measurement method. To obtain best waveform matching the
fault search range should be extensive. All possible faulted
branches and fault resistance should be included in the search
range which makes the search two-dimensional and exhaustive.
For a large system, multiple searches should be run in parallel
which can be achieved using population-based optimization
methods such as Genetic Algorithm (GA) [46]. The fault
location solution using GA is performed in the following steps.
First, the initial population is chosen randomly by varying two
variables: fault location and fault resistance. Fault location
variable can be chosen from a range of zero to the length of the
possible faulty line and fault resistance variable can be selected
from typical possible fault resistance values. Second, short cir-
cuit studies are carried out using PSS/E software and the fitness
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Fig. 7. Flowchart of optimized fault location algorithm.

Fig. 8. Flowchart of systemwide sparse measurement method.

is evaluated for each of the possible fault locations. Thirdly, by
using three GA operators (selection, crossover, and mutation)
fault posing for next iteration is obtained. By iteratively posing
faults, running short circuit simulations, evaluating the fitness
value, updating the fault location and resistance, the GA-based
search engine guides the search process for a globally optimal
solution.

Several commercial packages are used to implement this so-
lution. The static power system is modeled using PSS/E 31 soft-
ware [47]. To tune the power grid with prefault data, SCADA PI
Historian data is used [48].The required data for this approach
can be broadly classified into:

System Level Data: these include power system model data
(in saved case format *.sav) and data reflecting real time changes
in power system (PI Historian data). The power flow input data
(in *.raw format) contains power flow system specification data
for the establishment of a static system model used by PSS/E

software to run the power flow analysis. Sequence data (*.seq)
contains the negative and zero sequence impedance data needed
for short circuit study.

In a typical power system, operator is able to track changes
in real time using Supervisory Control and Data Acquisition
(SCADA) system. Captured data is typically scanned every few
seconds and it is usually phasor or RMS data, not sampled data.
The PI Historian data provided by the utility is load, branch,
and generator data scan (typically 10 s interval) in a period be-
fore and after fault for each substation where DFRs are located.
These data can be used to tune the static system data with the
actual pre and post fault conditions.

Field Data: these include event data recorded by different
IEDs after occurrence of any abnormality. The field recorded
data (DFR data) should follow the COMTRADE format [49].
The DFR data (*.dat) contains analog and digital sample values
for all input channels for a specific substation. The configura-
tion data (*.cfg) contains information for interpreting the alloca-
tion of measured data to the equipment in substation. The DFR
recorded data supplied in native DFR format are converted to
COMTRADE file using DFR Assistant software [50] which can
generate an analysis report (containing the type of fault and a
possible faulted line) in addition to generating the COMTRADE
files.

In addition we need substation interpretation data for each
substation correlating the nomenclature used in DFR files and
those one used in PSS/E file and those used in SCADA PI His-
torian. The interpretation files should be modified as frequently
as needed to reflect the DFR configuration or system model
changes.

Now we will discuss how the data captured by DFRs are con-
verted into information and integrated with system level data to
be used in the fault location application.

Extraction and Synchronization of Phasors: The distur-
bance events obtained from the IEDs are processed to obtain
phasors from the samples of recorded analog signals [51].The
prefault phasor can be calculated using first cycle of the recorded
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Fig. 9. Architecture of optimized fault location algorithm.

waveform. The during-fault phasor can be calculated using any
fault cycle following the fault inception and prior to fault clear-
ance. The fault inception moment is determined from wave-
forms recorded by DFR. For a typical fault case, several DFRs
may be triggered and the phasors calculated from the recorded
waveforms may lack synchronism which will introduce phase
angle difference among phasors. Thus, time synchronization of
the phasors obtained from different DFRs is necessary. The pha-
sors calculated from each DFR recording are synchronized by
rotating them in reference to the phasors obtained by the load
flow study assuming the angle difference between the pre- and
during-fault phasor, for the corresponding recorded current or
voltage, is fixed. This way, all recorded pre- and postfault pha-
sors are synchronized using the same reference.

Alternatively, phasors captured by PMUs may be used
directly.

Tuning the Power System Model With Real-Time Power
System Conditions: The saved case model from PSS/E software
may not reflect prevailing operating condition of the system
when fault occurs. To obtain simulated phasors corresponding
to the time when fault occurred, the static system model should
be tuned with real-time power system conditions. This tuning
procedure consists of updating power grid topology (switching
status) and then updating generation and load data near the sub-
stations of interest. The topology update is performed using in-
formation of the prefault breaker status and the prefault current
magnitudes of the monitored branches derived from the DFR
data. In this way the service status (i.e., in or out of service status
in the static model saved in the PSS/E file) of the branches will
be updated. Updating generation and load data is achieved using
PI Historian data. The updated model is saved in a new saved
case data (*.sav) which is used for further simulation.

After gathering all the data and updating system information,
the optimal fault location algorithm estimates location of fault
using the following architecture (Fig. 9).

The software is implemented using Java programming lan-
guage. To interact between PSS/E activities and Java program-
ming language, IPLAN [52] language (which is a part of PSS/E
package) is used. The IPLAN language is able to modify the
system topology, control the load flow and short circuit studies,
and control the reporting of the results of the PSS/E activities.
Like other programming languages, IPLAN language can be
used to write programs, by which one can automatically con-
trol the PSS/E activities, as well as read and save the results in
a disk file.

Implementation of OFLA is evaluated for the following is-
sues: using varying number of DFR files, specifying the search
region, using preprocessed fault location estimation, using dif-
ferent quantities for the match between measured and simulated
data, evaluating differences in the accuracy when different input
data are available and different assumption are satisfied etc.
These different options may produce different results. Test ac-
tivities are conducted on the data collected from a real life elec-
tric power system [53]. Again, further details are given in the
publically available PSerc report dedicated to Optimized Fault
Location [54], [23].

V. DISTRIBUTION SYSTEM SOLUTION THAT UTILIZES DATA

FROM SMART GRID IEDS

Implementing the smart grid is a gradual process. All of the
technologies for the smart grid may not yet be available in all
networks. The key is to take full advantage of the existing level
of automation and have a plan for each step as the networks are
evolving to final vision of the smart grid.
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A method has been proposed in [39] for fault location in dis-
tribution systems. It requires voltage sag data gathered from
few power quality or revenue meters with transient recording
capabilities installed at strategic points along the feeder. The
proposed method is based on the fact that when a fault oc-
curs on the feeder captured voltage sags are different based on
how far the meters are installed from the fault location. Having
the voltage sag waveforms, it is possible to locate the faulty
node or the faulty area of the feeder by matching the waveform
patterns. Prefault and during-fault voltage and current phasors
at root node (substation), as well as knowledge about faulted
phase(s) and fault type are utilized. Prefault measurements are
used for estimating load variations and updating load models.
During-fault data is used for finding the location of the fault.
Moreover, voltage sags at some selected nodes along the feeder
are gathered.

Fault at each node (one at a time) in the modeled network is
applied and voltage sags are calculated using a load flow pro-
gram. The fault location is determined by comparing how well
each calculated case matches up to what was actually observed
at the meters in the network. The case that shows the highest
similarity is considered the location of the fault.

To quantify the similarity, the voltage mismatch, for each
faulted phase, is given by

(1)

where:

magnitude of the during-fault voltage sag, on phase
, measured at node ;

magnitude of the during-fault voltage sag, on phase
, at node calculated for a fault at node .

Equation (1) provides three voltage mismatches for three-
phase faults, two voltage mismatches for line-to-line faults, and
one voltage mismatch for single-line-to-ground fault. Only the
mismatches for the faulted phases are calculated in order to re-
duce the amount of information handled by the algorithm for
asymmetric faults and to ensure that the faulted node is selected
based on voltage sags, i.e., the experimented voltage swells on
healthy phases for asymmetric faults will not play a role in the
final results.

The fault location index, , is defined by

(2)

,
where:

phase , or ;

quantity of voltage measurement nodes used for fault
location purposes;

number of analyzed nodes;

a small number in order to avoid division by zero.

In (2), the term ensures that for
each analyzed node, among the differences calculated for the

Fig. 10. Flow chart of the distribution fault location method based on voltage
sag data.

phases, the biggest one is chosen. Choosing the biggest differ-
ence assures that the likely faulted node presents the smallest
difference among the biggest differences selected. Thus, the
fault location index calculated for the faulted node, by means
of (2), will be the one having biggest value among all analyzed
nodes.

Fig. 10 shows the flowchart of the algorithm. At first the mea-
sured voltage and current phasors, and information about the
type of fault and faulted phases are provided to the method. In
the next step, the load models are updated as explained in [39].
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Fig. 11. Basic architecture of the fault location method [39].

The variable “Counter” is defined to check whether the process
is performed for each node of the network.

In steps (5) and (6) fault current is calculated and injected to
the network at assumed fault location nodes as explained in [39].
In steps (7) and (8) the calculated fault current is tuned until the
calculated current at root node (substation) becomes equal to the
measured one. Step (9) calculates mismatch between calculated
and measured voltage values for the measurement nodes along
the feeder which will be used in step (11). Step (10) checks that
all nodes are analyzed one at a time. In step (11) the index value
in equation (2) is calculated for each node, and finally the fault
location is estimated at step (12).

Since the algorithm requires the voltage and current phasors
recorded at the feeder root node, these quantities need to be
recorded in a time-synchronized fashion. Additionally, the al-
gorithm requires the voltage sag magnitudes recorded at sparse
measurement nodes, but these recorded quantities neither need
to be synchronized among themselves nor with the quantities
recorded at the feeder root node, which may be synchronized
using GPS means. However, it is required that quantities deliv-
ered to the algorithm be recorded for the same fault event. For

this purpose, a mobile telephone network can be used to provide
the time stamp for the sampled voltage sag magnitudes and to
transmit the recorded quantities, since they will be transmitted
to a central point for the algorithm processing when a fault oc-
curs. Fig. 11 illustrates in a simplified way the data recording ar-
chitecture for a fault locator using the proposed algorithm. The
simulation results presented in [39] show the merits of the pro-
posed method. This fault location method is a good example that
shows how by developing suitable methods it is possible to take
advantage of smart grid technologies at each level of progress
toward the final vision of a smart grid.

VI. CONCLUSION

The paper discusses the existing approaches and future trends
in fault location methods for both transmission and distribution
systems. The smart grid technologies and sources of data that
could be utilized to improve fault location methods by matching
the field measurements to the simulated values obtained using
power system models are presented. Two automated fault lo-
cation methods, one for transmission and one for distribution
systems were selected to show how the smart grid technologies
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could help reach more accurate fault location results. The ex-
amples illustrate how suitable fault location method could be
selected based on type of field data and availability of infor-
mation about the network .This in turn allows achieving better
accuracy by taking advantage of availability of field data and
communications to transfer such data to desired locations in a
timely manner.

ACKNOWLEDGMENT

The author gratefully acknowledges the contributions of
former graduate students Y. Liao, M. Knezev, and R. A. F.
Pereira, as well as current Ph.D. students P. Dutta and S. Lotfi-
fard, who helped develop the methods reported in this paper.

REFERENCES

[1] Grid 2030: A national vision for electricity’s second 100 years Office
of Elect. Transm. Distrib., U.S. Dept. Energy, Washington, DC, 2003.

[2] M. Kezunovic and B. Perunicic, “Fault location,” in Wiley Encyclo-
pedia of Electrical and Electronics Terminology. New York: Wiley,
1999, vol. 7, pp. 276–285.

[3] T. Takagi, Y. Yamakoshi, Y. Yamaura, R. Kondow, and T. Matsushima,
“A new algorithm of an accurate fault location for EHV/UHV transmis-
sion lines: Part I: Fourier transform method,” IEEE Trans. Power App.
Syst., vol. PAS-100, no. 3, pp. 1316–1323, 1981.

[4] T. Takagi, Y. Yamakoshi, M. Yamaura, R. Kondow, and T. Mat-
sushima, “Development of a new type fault locator using the
one-terminal voltage and current data,” IEEE Trans. Power App. Syst.,
vol. PAS-101, no. 8, pp. 2892–2898, Aug. 1982.

[5] L. Eriksson, M. Saha, and G. D. Rockefeller, “An accurate fault lo-
cator with compensation for apparent reactance in the fault resistance
resulting from remote end infeed,” IEEE Trans. Power App. Syst., vol.
PAS-104, no. 2, pp. 424–436, Feb. 1985.

[6] M. T. Sant, M. Tech, and Y. G. Paithankar, “On line digital fault locator
for overhead transmission line,” IEE Proc., vol. 126, pp. 1181–1185,
1979.

[7] Y. Liao and S. Elangovan, “Digital distance relaying algorithm for first
zone protection for parallel transmission lines,” Proc. Inst. Elect. Eng.
C, Gen., Transm. Distrib., vol. 145, no. 5, pp. 531–536, Sep. 1998.

[8] J. Izykowski, E. Rosolowski, and M. M. Saha, “Locating faults in par-
allel transmission lines under availability of complete measurements
at one end,” Proc. Inst. Elect. Eng. C, Gen., Transm. Distrib., vol. 151,
no. 2, pp. 268–273, Mar. 2004.

[9] E. O. Schweitzer, III, “Evaluation and development of transmission
line fault locating techniques which use sinusoidal steady- state infor-
mation,” presented at the 9th Annu. Western Protective Relay Conf.,
Spokane, WA, Oct. 26–28, 1982.

[10] B. Jeyasura and M. A. Rahman, “Accurate fault location of transmis-
sion lines using microprocessors,” in Developments in Power System
Protection, Forth International Conference, 1988, pp. 13–17.

[11] M. S. Sachdev and R. Agarwal, “A technique for estimating line fault
locations from digital impedance relay measurements,” IEEE Trans.
Power Del., vol. 3, no. 1, pp. 121–129, Jan. 1988.

[12] D. A. Tziouvaras, J. Roberts, and G. Benmouyal, “New multi-ended
fault location design for two- or three-terminal lines,” in Proc. 7th Int.
Conf. Develop. Power Syst. Protection, Amsterdam, The Netherlands,
Apr. 9–12, 2001, pp. 395–398.

[13] A. Johns and S. Jamali, “Accurate fault location technique for power
transmission lines,” IEE Proc., vol. 137, no. 6, pt. C, pp. 395–402, 1990.

[14] D. Novosel, D. G. Hart, E. Udren, and J. Garitty, “Unsynchronized
two-terminal fault location estimation,” IEEE Trans. Power Del., vol.
11, pp. 130–138, Jan. 1996.

[15] A. A. Gigris, D. G. Hart, and W. L. Peterson, “A new fault location
technique for two- and three-terminal lines,” IEEE Trans. Power Del.,
vol. 7, pp. 98–107, Jan. 1992.

[16] M. Kezunovic, B. Perunicic, and J. Mrkic, “An accurate fault location
algorithm using synchronized sampling,” Elect. Power Syst. Res. J.,
vol. 29, no. 3, pp. 161–169, May 1994.

[17] A. Gopalakrishnan, M. Kezunovic, S. M. McKenna, and D. M. Hamai,
“Fault location using distributed parameter transmission line model,”
IEEE Trans. Power Del., vol. 15, no. 4, pp. 1169–1174, Oct. 2000.

[18] S. M. Brahma, “Fault location on a transmission line using synchro-
nized voltage measurements,” IEEE Trans. Power Del., vol. 19, pp.
1619–1622, Oct. 2004.

[19] L. Lewis, “Travelling wave relations applicable to power system fault
locators,” AIEE Trans., pp. 1671–1680, 1951.

[20] P. F. Gale, P. A. Crossley, B. Xu, Y. Ge, B. J. Cory, and J. R. G. Barker,
“Fault location based on travelling waves,” in Proc. 5th Int. Conf. De-
velop. Power Syst. Protection, 1993, pp. 54–59.

[21] F. Gale, J. Stokoe, and P. Crossley, “Practical experience with travel-
ling wave fault locators on Scottish Power’s 275 & 400 kV transmission
system,” in Proc. 6th Int. Conf. Develop. Power Syst. Protection, Mar.
25–27, 1997, pp. 192–196.

[22] M. Kezunovic and Y. Liao, “Fault location estimation based on
matching the simulated and recorded waveforms using genetic al-
gorithms,” in Proc. 7th Int. Conf. Develop. Power Syst. Protection,
Amsterdam, The Netherlands, Apr. 2001, pp. 399–402.

[23] M. Kezunovic and P. Dutta, “Fault location using sparse wide area mea-
surement,” presented at the CIGRE Study Committee B5 Annu. Meet.
Colloq., Jeju, Korea, Oct. 2009.

[24] D. Novosel, D. Hart, and J. Myllymaki, “System for locating faults and
estimating fault resistance in distribution networks with tapped loads,”
U.S. Patent 5 839 093, 1998.

[25] A. A. Girgis, C. M. Fallon, and D. L. Lubkeman, “A fault location
technique for rural distribution feeders,” IEEE Trans. Ind. App., vol.
29, no. 6, pp. 1170–1175, Dec. 1993.

[26] K. Srinivasan and A. St-Jacques, “A new fault location algorithm for
radial transmission lines with loads,” IEEE Trans. Power Del., vol. 4,
no. 3, pp. 1679–1682, Jul. 2003.

[27] J. Mora-Florez, J. Melendez, and G. Carrillo-Caicedo, “Comparison
of impedance based fault location methods for power distribution sys-
tems,” Elect. Power Syst. Res., vol. 78, pp. 657–666, 2008.

[28] R. Das, “Determining the locations of faults in distribution systems,”
Ph.D dissertation, Saskatchewan Univ., Saskatoon, SK, Canada, 1998.

[29] M. S. Choi, S. J. Lee, D. S. Lee, and B. G. Jin, “A new fault location
algorithm using direct circuit analysis for distribution systems,” IEEE
Trans. Power Del., vol. 19, pp. 35–41, Jan. 2004.

[30] M. S. Choi, S. J. Lee, S. I. Lim, D. S. Lee, and X. Yang, “A direct
three-phase circuit analysis-based fault location for line-to-line fault,”
IEEE Trans. Power Del., vol. 22, pp. 2541–547, Oct. 2007.

[31] R. K. Aggarwal, Y. Aslan, and A. T. Johns, “New concept in fault lo-
cation for overhead distribution systems using superimposed compo-
nents,” IEE Proc. Gen., Trans., Distrib., vol. 144, no. 3, pp. 309–316,
May 1997.

[32] R. K. Aggarwal, Y. Aslan, and A. T. Johns, “An interactive approach
to fault location on overhead distribution lines with load taps,” in Proc.
Int. Conf. Develop. Power Syst. Protection, Mar. 25–27th, 1997, pp.
184–187.

[33] J. J. Mora, G. Carrillo, and L. Perez, “Fault location in power distri-
bution systems using ANFIS nets and current patterns,” in Proc. IEEE
PES Transm. Distrib. Conf. Expo. Latin America, Caracas, Venezuela,
2006, pp. 1–7.

[34] J. Mora-Florez, V. Barrera-Nuez, and G. Carrillo-Caicedo, “Fault
location inower distribution systems using a learning algorithm for
multivariable data analysis,” IEEE Trans. Power Del., vol. 22, pp.
1715–1721, Jul. 2007.

[35] Z. Q. Bo, G. Weller, and M. A. Redfern, “Accurate fault location
technique for distribution system using fault-generated high-frequency
transient voltage signals,” IEE Proc. Gener Transm. Distrib., vol. 146,
no. 1, pp. 73–79, Jan. 1999.

[36] D. W. P. Thomas, R. J. 0. Carvalho, and E. T. Pereira, “Fault location in
distribution systems based on traveling waves,” presented at the IEEE
Bologna Power Tech Conf., Bologna, Italy, Jun. 23–26, 2003.

[37] H. Nouri, C. Wang, and T. Davies, “An accurate fault location tech-
nique for distribution lines with tapped loads using wavelet transform,”
in Proc. IEEE Power Tech Proc. Porto, Sep. 10–13, 2001, vol. 3, pp.
1–4.

[38] T. A. Short, D. D. Sabin, and M. F. McGranaghan, “Using PQ
monitoring and substation relays for fault location on distribution
Systems,” in Proc. IEEE Rural Electric Power Conf., May 6–7, 2007,
pp. B3–B3-7.

[39] R. A. F. Pereira, L. G. W. Silva, M. Kezunovic, and J. R. S. Mantovani,
“Improved fault location on distribution feeders based on matching
during-fault voltage sags,” IEEE Trans. Power Del., vol. 24, pp.
852–862, Apr. 2009.

[40] Z. Galijasevic and A. Abur, “Fault location using voltage measure-
ments,” IEEE Trans. Power Del., vol. 17, pp. 441–445, Apr. 2002.



22 IEEE TRANSACTIONS ON SMART GRID, VOL. 2, NO. 1, MARCH 2011

[41] , “Integration of substation IED information into EMS function-
ality,” PSerc Project T-32 Final Rep. (08–08) [Online]. Available:
http://www.pserc.org

[42] J. McDonald, “Equipment for feeder automation,” presented at the
IEEE PES Miami Chapter Recent Trends in Feeder Autom. Seminar,
Miami, FL, Jun. 2, 2005.

[43] H. O. Pascual and J. A. Rapallini, “Behavior of Fourier, cosine and sine
filtering algorithms for distance protection, under severe saturation of
the current magnetic transformer,” presented at the IEEE Porto Power
Tech Conf., Porto, Portugal, Sep. 10–13, 2001.

[44] Working Group for Use of Disturbance Recorders,, System Protection
Subcommittee, Power System Relaying Committee, IEEE Power En-
gineering Society, “Considerations for use of disturbance recorders,”
2006, pp. 1–35 [Online]. Available: http://www.pes-psrc.org/Re-
ports/C5-Final%20Report.pdf

[45] M. Kezunovic, E. Akleman, M. Knezev, O. Gonen, and S. Natti, “Op-
timized fault location,” presented at the IREP Symp., Charleston, SC,
Aug. 2007.

[46] D. E. Goldberg, Genetic Algorithms in Search, Optimization and Ma-
chine Learning. Reading, MA: Addison-Wesley, 1989.

[47] PSSE Load Flow Siemens Power Transmission & Distribution, Inc..
Schenectady, NY, PTI.

[48] PI Historian OSISoft [Online]. Available: http://techsupport.os-
isoft.com/

[49] IEEE Standard Common Format for Transient Data Exchange (COM-
TRADE) for Power Systems, IEEE Standard C37.

[50] DFR Assistant—Software for automated analysis and archival of DFR
records with integrated fault location calculation. Test Laboratories In-
ternational, Inc. [Online]. Available: http://www.tliinc.com

[51] Y. Guo, M. Kezunovic, and D. Chen, “Simplified algorithms for re-
moval of the effect of exponentially decaying DC-offset on the Fourier
algorithm,” IEEE Trans. Power Del., vol. 18, pp. 711–717, Jul. 2003.

[52] IPLAN Program Manual, PSSE 31.0,17th ed. .
[53] M. Knezev, “Optimal fault location,” M.S. thesis, Dept. Elect. Eng.,

Texas A&M Univ., College Station, TX, 2007.
[54] M. Kezunovic, “Optimized fault location,” Concurrent Technologies

Corp., Final Rep., PSerc Publ. 08-07, 2008, .

Mladen Kezunovic (S’77–M’80–SM’85–F’99) re-
ceived the Dipl. Ing. in electrical engineering from
the University of Sarajevo in 1974 and the M.S., and
Ph.D. degrees in electrical engineering from the Uni-
versity of Kansas, Lawrence, in 1977 and 1980, re-
spectively.

He worked for Westinghouse Electric Corp., Pitts-
burgh, PA, from 1979 to 1980 and the Energoinvest
Company in Europe from 1980 to 1986, and spent
a sabbatical at EdF in Clamart from 1999 to 2000.
He was also a Visiting Professor at Washington State

University, Pullman, from 1986 to 1987 and the University of Hong Kong in
Fall 2007. Currently, he is the Eugene E. Webb Professor and Site Director of
Power Engineering Research Center (PSerc), an NSF I/UCRC at Texas A&M
University, College Station. His main research interests are digital simulators
and simulation methods for relay testing as well as application of intelligent
methods to power system monitoring, control, and protection.

Dr. Kezunovic is a Member of CIGRE and a Registered Professional Engineer
in Texas.


