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“Logic will get you from A to Z; imagination will get you everywhere.”

Albert Einstein





Abstract

The large potential of big data and how it has brought value into various indus-
tries have been established in research. Since big data has such large potential if
handled and analyzed in the right way, revealing information to support decision
making in an organization, this thesis is conducted as a case study at an automo-
tive manufacturer with access to large amounts of customer usage data of their
vehicles. The reason for performing an analysis of this kind of data is based on the
cornerstones of Total Quality Management with the end objective of increasing
customer satisfaction of the concerned products or services.

The case study includes a data analysis exploring how and if patterns about what
affects fuel consumption can be revealed from aggregated customer usage data
of trucks linked to truck applications. Based on the case study, conclusions are
drawn about how a company can use this type of analysis as well as how to handle
the data in order to turn it into business value.

The data analysis reveals properties describing truck usage using Factor Analysis
and Principal Component Analysis. Especially one property is concluded to be
important as it appears in the result of both techniques. Based on these proper-
ties the trucks are clustered using k-means and Hierarchical Clustering which
shows groups of trucks where the importance of the properties varies. Due to the
homogeneity and complexity of the chosen data, the clusters of trucks cannot be
linked to truck applications. This would require data that is more easily inter-
pretable. Finally, the importance for fuel consumption in the clusters is explored
using model estimation. A comparison of Principal Component Regression (pcr)
and the two regularization techniques Lasso and Elastic Net is made. pcr results
in poor models difficult to evaluate. The two regularization techniques however
outperform pcr, both giving a higher and very similar explained variance. The
three techniques do not show obvious similarities in the models and no conclu-
sions can therefore be drawn concerning what is important for fuel consumption.

During the data analysis many problems with the data are discovered, which are
linked to managerial and technical issues of big data. This leads to for example
that some of the parameters interesting for the analysis cannot be used and this
is likely to have an impact on the inability to get unanimous results in the model
estimations. It is also concluded that the data was not originally intended for
this type of analysis of large populations, but rather for testing and engineering
purposes.

Nevertheless, this type of data still contains valuable information and can be used
if managed in the right way. From the case study it can be concluded that in order
to use the data for more advanced analysis a big-data plan is needed at a strategic
level in the organization. The plan summarizes the suggested solution for the
managerial issues of the big data for the organization. This plan describes how
to handle the data, how the analytic models revealing the information should
be designed and the tools and organizational capabilities needed to support the
people using the information.
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1
Introduction

This chapter describes the importance of knowledge about customer needs and how big
data can be used in order to increase this knowledge. It further describes the purpose
and scope of this study and discusses previous work in the field in order to explain the
approach.

1.1 Knowledge about the needs of the customer

In markets with high competition customer satisfaction is important to keep loyal
customers and to attract new. A company needs to provide its customers with the
right product or service according to their needs in order to contribute to their
customers’ productivity and thereby increase their satisfaction.

In order for a company to be able to meet their customers’ needs it is essential
to find out what the customers want and to have detailed knowledge about the
customers’ habits and desires. However, it is not enough to ask the customers
what they need, because what they think they need might not always correspond
to their actual usage and they might not be able to link up their needs with the
latest technological opportunities. [Bergman and Klefsjö, 2010]

By knowledge, imagination and innovation a company can surprise the customers
and fulfill needs the customers did not know they had until they were provided
with a new product or service. This is to exceed the customers’ expectations. The
needs of the customers are constantly changing and it is therefore important for
a company to not only fulfill the present needs of the customers, but also their
future needs. [Deming, 1986]

1
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The Volvo Group is one of the world’s leading manufacturers of trucks, buses,
construction equipment and marine and industrial engines. Trucks is the biggest
part of the business with more than 200,000 trucks sold in 2014 [Volvo Group,
2014] and Volvo Group Trucks is a good example of a company that can use
data generated by their products in order to find information about how their
customers actually use their products. This information could then be used in
product development at Volvo Group Trucks Technology (gtt) to improve the
products according to the needs of the customers.

In mature markets fuel costs dominate the total cost of ownership (tco) while
the acquisition price still plays a dominant role in the tco over the lifetime of a
truck in emerging markets. However, fuel costs, service and repair are becoming
increasingly important in the emerging markets because of increasing oil prices
over time and the technology becoming more and more complex which creates
a need for qualified technicians. Fuel costs are the largest tco component in
mature markets like Western Europe (30 percent) that can be influenced by the
manufacturer. [KPMG International, 2011]

Volvo Group Trucks needs to know how their customers use their trucks in order
to improve the trucks and services they provide today to increase customer satis-
faction. Since decreasing fuel costs are an important key to increased profitability
of commercial truck operators, fuel consumption is one of the key features Volvo
Group Trucks are working with to improve on their trucks. An analysis of the
customers’ actual usage of the trucks with respect to fuel consumption could be
done in order to improve the customers’ experience of this feature. However, this
is not done today on a larger scale to see correlation of different types of cus-
tomer usage to fuel consumption. To further increase customer satisfaction it is
also important to exceed their needs by identifying new fuel saving opportunities
to create business value. Large sets of customer usage data, so called big data, can
be a huge asset for a company in their quest of fulfilling their customers’ needs.
Taking this into account, this thesis aims at extracting the value adding informa-
tion residing in Volvo Group Trucks’s databases containing big data of customer
usage of their trucks.

Big data has a large potential in diverse industries, in everyday lives, in research,
in governmental activities etc. There are various examples of the value of big data
for healthcare, urban planning, intelligent transportation, environmental model-
ing, smart materials, machine translation between natural languages, education,
computational social sciences, systemic risk analysis in finance, homeland secu-
rity, computer security, and so on. There are also examples of the value of big
data for energy saving, through unveiling patterns of use. [Jagadish et al., 2014]

Although the value and potential benefits of big data are real and significant,
there are many technical challenges that must be dealt with in order to fully
realize this potential, which are not only connected to the volume of the data, but
also its variety, velocity and veracity [Jagadish et al., 2014].

The terms data mining and machine learning are today often mentioned together
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with big data. Data mining is the process of discovering patterns in the data
whereas machine learning is the field from which many of the techniques used in
data mining are taken from [Witten, 2011]. Both data mining and machine learn-
ing, and what resides within these fields, can therefore be considered as being
part of the data analysis techniques used when dealing with big data.

To gain value adding knowledge about the products using these data analysis
techniques a wider approach is taken including both an evaluation of different
techniques as well as an organizational perspective of how to handle and use the
data. The technical challenges connected to big data need to be considered in
order to reveal the wanted knowledge.

Since big data has such large potential if handled and analyzed in the right way,
and since Volvo Group Trucks has access to large sets of customer usage data, an
analysis of how to fully capitalize the data is made in this thesis. The in-depth
analysis of the data itself in regard to fuel consumption of trucks uses different
data analysis techniques for handling the technical challenges of big data. Many
organizations have access to or can collect customer usage data today and many
also use data-driven insights in their decision making process, which is a fast
growing trend in recent years [IBM, 2014]. Therefore this analysis of how to ex-
ploit such data is a good example of big data analytics and could be applied on
many organizations also in different industries. The application on fuel consump-
tion of trucks is a case study in the automotive industry which shows that value
adding information in the form of patterns in customer usage and how they affect
a certain performance can be revealed.

1.2 Purpose & objectives

The purpose of this thesis is to evaluate how and which data analysis techniques
that can be used to extract value adding information from large amounts of aggre-
gated customer usage data. Moreover, this thesis will investigate how a company
needs to handle the data in order to be able to use this value adding information
to increase customer satisfaction of their products and services.

1.2.1 Research questions

The purpose is investigated in the form of performing a case study at a truck
manufacturing company and the data used is logged vehicle truck data, see Chap-
ter 5. The focus lies on extracting information about what affects fuel consump-
tion from this logged vehicle data and how and if it differs depending on how
the trucks have been used. In the case study the following research questions are
answered:

1. Can relevant patterns linked to truck applications be found in logged vehi-
cle data?

2. If so, which factors influence these patterns the most?
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3. Is the importance of the fuel consumption parameters the same for all ap-
plications?

4. If not, in what way do they differ?

5. To what extent can logged vehicle data be used to draw these conclusions?

6. What technical issues of big data need to be taken into consideration in the
data analysis?

7. How can managerial challenges concerning this kind of data be pinpointed
by using the Total Quality Management cornerstones?

1.3 Previous research

Prytz et al. [2013] stated that analyses of large amounts of data on-board trucks
is getting more and more achievable but until the technology is mature enough,
analyses of already existing data is required. Furthermore, the study described
an investigation of how on-board truck data can be used for predicting truck
compressor failure by investigating data mining techniques. Grubinger [2008]
discussed how knowledge can be extracted from logged truck data, especially
concerning differences in the operating environment of the trucks by using unsu-
pervised learning methods. In a later published article by Grubinger et al. [2009],
the possible knowledge extraction from the information available in real-world
logged data from Volvo long haul trucks and the problem with handling this vast
amount of data was further analyzed with recommendations for an automatic
application. Here, Grubinger et al. again stressed the importance of differences
in the operating environment of the trucks, together with the customer usage,
especially to find trucks which had been used differently than what they were
specified for.

Customer usage has been shown to have a significant impact on fuel consump-
tion and several studies have been made to find the key factors. Important “big-
picture items” in heavy-vehicle fuel consumption was found to be vehicle config-
uration, traffic congestion, speed limits, payload factors, and use of regenerative
braking [Hunt et al., 2011]. The four latter of these factors are external and can
be connected to customer usage. Ribeiro et al. [2013] presented an innovative
model for estimating instant fuel consumption from a smartphone’s GPS data
alone. However, Alessandrini et al. [2006] stated that not only the drive cycle
affects the fuel consumption, but also driver behavior, and suggested a new defi-
nition of driver behavior linked to the way the driver uses the pedals.

McGordon et al. [2011] stated that one of the major influences of real-world fuel
economy is driver behavior, but that this is difficult to study. Their model was
a simulation driver model based on data obtained through real-world data and
showed that logging can provide a good representation of real-world driving be-
havior in terms of the vehicle speed.

In a paper which is a part of an on-going Ph.D. thesis, Carpatorea et al. [2014]
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asserted that rich datasets of actual vehicle usage are available and a data-mining
approach can be used to not only validate earlier hypotheses, but also discover un-
expected influencing factors. This study focused on how driver behavior affects
fuel consumption and presented a base value, which will be used to categorize
drivers’ performance more accurately than previously used methods in order to
exhibit different driver and fuel consumption characteristics.

In another study, Factor Analysis was used to reduce the initial 62 parameters
to 16 independent driving pattern factors. Regression analysis on the relation
between driving pattern factors and fuel-use and emission factors showed that
nine of the driving pattern factors had considerable environmental effects for
cars. [Ericsson, 2001]

From data gathered in real traffic conditions using advanced vehicle location sys-
tems in cars, one conventional and one hybrid electric, driving features have been
extracted to investigate their influence on fuel consumption and emissions. Two
superior driving features, “energy” and “idle time percentage” were found and
used for clustering of driving segments. [Montazeri-Gh et al., 2011]

Other studies have been made concerning the use of machine learning methods
when processing large amounts of data. Hsu et al. [2009] have established regu-
lar rules for the development of sizing systems of body types from the anthropo-
metric data of females effectively by using a fuzzy clustering-based data mining
approach. Cho et al. [2009] have used a classifying algorithm based on Support
Vector Machine (svm) and k-means Clustering in order to classify vehicles based
on radar signals. Furthermore, there are several studies made on data mining ap-
plications for quality improvement in the manufacturing industry [Köksal et al.,
2011].

Furthermore, decreasing fuel consumption of trucks does not only affect the origi-
nal equipment manufacturers (oem) and the commercial truck operators, but the
whole society since the world is facing a number of global challenges, including
climate change. There is a widespread scientific consensus that the global climate
is changing and that human activity contributes significantly by greenhouse gas
emissions, which are mostly caused by the burning of fossil fuels, including coal,
gas, oil and diesel, in industry, transport, agriculture and other vital economic
sectors [World Meteorological Organization, 2013].

Population growth, augmenting industrialization and urbanization in combina-
tion with economic growth place increasing demands on the use of the finite
capital of the planet. Resource efficiency and finding ways to reuse materials
and energy in product life cycles is increasingly important for the transport in-
dustry. A sustainable transport sector must therefore respond by improving fuel
efficiency of heavy vehicles. [Volvo Group, 2013]

The real-world fuel consumption of vehicles is becoming increasingly important
for manufacturers as well as consumers [McGordon et al., 2011]. There are exam-
ples from the automotive industry of reasons for shifting towards manufacturing
a sustainable product, e.g. the shortage of fossil resources and the resulting oil
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price increase, new legal requirements which penalize environmental pollution
and the changing behavior patterns of consumers [Hetterich et al., 2012]. The
relevance and pressure to substitute fossil materials with renewable ones can be
expected to increase and will not only be due to the potential decline of resources,
but more notably as a result of customer demand [Hetterich et al., 2012].

1.4 Approach

The novel approach of this thesis is to derive value adding information from large
amounts of customer usage data already being logged today. In the case study per-
formed this is applied to find patterns in customer usage of trucks and link the
involved parameters to fuel consumption. This thesis also includes a Total Qual-
ity Management (tqm) and organizational perspective with focus on how the
studied organization can use the customer usage data to increase customer satis-
faction, which put together is a novel and holistic approach compared with pre-
vious research. In Figure 1.1 these two perspectives of data analysis techniques
and tqm are applied on big data.

Big	  data	  
poten,al	  

and	  
challenges	  

Data	  analysis	  
techniques	  

Total	  Quality	  
Management	  

Holis,c	  approach	  
Deep	  study	  

Figure 1.1: The approach of this thesis contains two different perspectives
applied on big data, resulting in a holistic approach containing a deep study.

tqm was chosen as basis for the organizational perspective since it is a holistic
concept of how to combine values, methodologies, tools and people in order to
increase customer satisfaction, see Chapter 3. This fits well in this thesis since
the goal is to create value from this data by integrating the usage of data analysis
techniques in the organization aswell as making the techniques suited for the
organization. In turn, the data analysis techniques used were chosen so that the
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big data could be utilized, addressing the different challenges of big data, which
are further described in Chapter 4. This gives the thesis a holistic approach as
well as permitting a deep study in the form of an extensive analysis of the big
data.

This deviates from for example the work in Grubinger [2008] and Grubinger et al.
[2009], where the purpose instead was to find vehicles with usage deviating from
what they were originally specified for. Ribeiro et al. [2013] also had a different
approach since their fuel consumption model was based only on smartphone GPS
data and for cars. Moreover, Ribeiro et al. did not use existing logged vehicle data,
but generated new data from an on-board device. The purpose of this thesis is
also different from the one by Carpatorea et al. [2014] where the development of
a base value was connected to the performance of an individual driver as well as
the operational environment. The findings and methods in Ericsson [2001] and
Montazeri-Gh et al. [2011] are highly related to the work in this thesis, but had
other aims and the data was extracted from cars in urban traffic.

1.5 Scope of study

The scope of this study is to investigate how large amounts of logged vehicle data
can be used to its full potential including data analysis techniques to analyze the
data and the application of the tqm cornerstones to deal with the managerial
challenges of the big data. The scope does not include implementation or testing
of this methodology in the organization.

Interviews were conducted with employees about customer needs and feedback
that were already known to the organization. These interviews served as the ba-
sis for the knowledge about the needs of the customers of Volvo Group Trucks
for this thesis and therefore a further investigation of customer needs was not
included in the scope of this study.

Furthermore, the focus of this thesis was to analyze a set of parameters which
were suspected to have an impact on fuel consumption. Which parameters to
include were partly decided upon by conducting interviews with employees with
long experience of trucks and partly by a literature review of previous work in
the field, which was briefly described in Section 1.3.

The term customer usage does not include individual driver behavior in this
study, but refers to patterns in larger populations.





2
The need at Volvo Group Trucks

Technology

This chapter introduces Volvo Group Trucks Technology where this thesis was con-
ducted and explains the setting and specific background of the thesis connected to
the company such as the Volvo Group vision of sustainable transport solutions, Volvo
Group Trucks’ strategy, a presentation of some available databases and what type of
data they contain.

Volvo Group is one of the world’s leading manufacturers of trucks, buses, con-
struction equipment, and marine and industrial engines. Trucks is the biggest
part of the business with more than 200,000 trucks sold in 2014 [Volvo Group,
2014] and which makes Volvo Group one of the largest truck manufacturers in
the world. Their portfolio of truck brands includes the Volvo, Mack, UD, Renault,
Dongfeng and Eicher brands. With a portfolio this wide, Volvo Group can attract
customers in different market segments. All of the brands offer efficient and eco-
nomic solutions for a wide range of applications for long-haul, regional and city
distribution and construction purposes. [Volvo Group, 2013]

Volvo Group Trucks Technology (gtt) has the global responsibility for the Volvo
Group technology research, engine development, product design and all the tech-
nology and product development linked to truck operations, as well as support-
ing the products in the aftermarket [Volvo Group Trucks Technology, 2016]. This
includes development of on-board and off-board (back office) applications de-
signed for improving the fuel efficiency of the trucks according to the philosophy
of the Volvo Trucks brand: “Every drop counts”, see Section 2.1.

9
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2.1 Sustainable transport solutions

Volvo was founded in 1927 with the mission to build vehicles with the core val-
ues quality and safety. In 1972, Volvo added care for the environment as a core
value which put them in the forefront of the industry. At the time when this the-
sis is written Volvo Group’s vision is to become the world leader in sustainable
transport solutions. [Volvo Group, 2013]

For further reading about Volvo Group’s core values quality and environmental
care, see the Volvo Group’s Environmental Policy and the Volvo Group’s Quality
Policy [Volvo Group, 2012a,b].

Sustainable transport solutions consist of, according to Volvo, three dimensions:
environmental, economic and social sustainability. Environmental sustainability
implies energy-efficient transport solutions with very low emissions of carbon
dioxide, particulate matter, nitrogen oxides and very low levels of noise. [Volvo
Group, 2013]

Economic sustainability is the second dimension of sustainability and means that
in order to contribute to high productivity in the transport system, the company
must provide the customer with the right product or service [Volvo Group, 2013].
This is an important part of this thesis since it aims to improve knowledge of
truck fuel consumption in order to increase customer satisfaction. Meeting the
customer’s needs can very well be combined with developing environmentally
sustainable products. Improving fuel efficiency is a good example of when these
go hand in hand. Reducing fuel consumption in heavy trucks benefits both the
fleet owners and the environment through lower fuel costs and fewer emissions
[Volvo Group, 2013].

In order to combine improving fuel efficiency in trucks and providing the cus-
tomer with the right product, it is important to understand how fuel efficiency
coincide with the business and operations of the customers. Many of Volvo Group
Trucks’ customers are haulage contractor companies. Figure 2.1 illustrates how a
haulage contractor company can drive fuel efficiency in their organization. It all
starts with the vision and mission of the company [Söderman, 2014]. However, it
is important to remember that the main mission of a haulage contractor is not to
consume as little fuel as possible; in that case the best solution would be to not
drive trucks at all. Their main mission is to deliver the right goods in the right
time to their customers, see e.g. [Skoogs Åkeri och Logistik, 2014], [Andreassons
Åkeri, 2014] or [Foria]. To be fuel efficient is however in their interest, since it
will save fuel costs. In order to be fuel efficient, the haulage contractor needs to
state this in their vision or mission somehow, otherwise it will not be a prioritized
matter [Söderman, 2014].

When fuel efficiency is stated in the vision and mission of the company the next
step is to enable their drivers to drive fuel efficiently. The company therefore
needs to educate their drivers in eco-driving, but it does not end there. In order
to show the employees that fuel efficiency really is an issue the company believe
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VISION AND MISSION 

EMPLOYEE TRAINING 

PERFORMANCE MEASUREMENT 

BACKOFFICE FEEDBACK 

ON-BOARD 
APPLICATIONS 

Figure 2.1: The means for driving fuel efficiency in a haulage contractor
company [Söderman, 2014].

is important, some kind of performance measurement system needs to be put in
use [Söderman, 2014]. A performance measurement system enables informed de-
cisions to be made and actions to be taken because it quantifies the efficiency and
effectiveness of past actions through the acquisition, collation, sorting, analysis
and interpretation of appropriate data [Neely et al., 2002]. Therefore the truck
needs to be able to provide measurements and transfer them to the back office,
which is the fleet management in this case. One of their tasks is to evaluate each
driver’s performance and to give feedback to the drivers. Here it is important to
figure out incentives for the drivers for striving to be fuel efficient, and also to
consider that all drivers may not be motivated by the same incentives [Söderman,
2014].

On top of this are all the on-board applications available in today’s trucks such as
automated gearbox, cruise control, etc. These applications are designed to help
an unexperienced eco-driver to be able to become at least an intermediate eco-
driver, as well as to make the driving experience comfortable [Söderman, 2014].
This together with the previous steps in the pyramid are the means a haulage
contractor have to drive fuel efficiency in their company.

Volvo Group Trucks provides services which measure the performance of the
truck and the driver and send this information via telematics1 to the back of-
fice. There, the software evaluates the performance of the driver and gives the

1Telematics is the integrated use of telecommunication and informatics used for application in
vehicles and control of vehicles on the roads.
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fleet management tools to give feedback to the driver. Volvo trucks also have a
number of on-board applications to help the driver drive more fuel efficiently
such as the automated gearbox I-Shift and the Cruise control function. Another
fuel saving invention is the I-See system which stores the gradient of the roads
the truck drives on and shares it to other Volvo trucks via the I-See cloud. When
approaching a hill, the truck automatically downloads the topography informa-
tion of the hill and uses this information to optimize the I-Shift transmission, the
engine and the speed to maximize the use of the truck’s own kinetic energy in or-
der to save fuel [Volvo Trucks, 2014b]. The fuel savings of these applications are
for I-Shift reduced fuel consumption of up to 7 percent compared with a manual
gearbox, I-See which can save up to 5 percent fuel and Fuel Advice which is a
coaching service used for continuous follow-up and feedback of drivers’ fuel effi-
ciency performance and help transport companies cut fuel consumption with up
to 5 percent [Volvo Trucks, 2014a]. These are some examples of innovations that
gtt already have developed in order to make both the trucks more fuel efficient
as well as helping the customers to use them fuel efficiently.

The focus is shifting from product to service based operations in the automotive
industry, as well as in many others [Prytz et al., 2013]. There is now a trend
where customers are buying services rather than goods, and correspondingly,
Volvo Trucks has shifted its core activity from manufacturing trucks to “creating
trouble-free transport”. Therefore it is extremely important to focus on handling
and improving service quality [Bergman and Klefsjö, 2010]. This is also ampli-
fied by the fact that service and repair costs are increasing, especially in emerging
markets [KPMG International, 2011], as discussed in Section 2.1. Volvo Group
offer therefore their customers service contracts where all service and repair is
included for a fixed price – hence selling “trouble-free transport”.

There is an example of this “trouble-free transport” in Volvo Trucks in North
America who are offering a service called Remote Diagnostics. It is designed
to benefit the customer with real uptime management and real downtime pro-
tection. Remote Diagnostics provides proactive diagnostics and repair planning
assistance with detailed analysis of diagnostic fault codes. The service includes
taking care of the whole information chain in order to secure the uptime for the
customer: Driver to Vehicle, Vehicle to Volvo, Volvo to Decision-Maker, Decision-
Maker to Dealer, Dealer to Driver in order to get the truck back on the road as
soon as possible. This is made possible by diagnostics fault codes (data created to
explain a fault) being sent automatically when they occur in the truck via telem-
atics to the Volvo back office. [Volvo Trucks Support Services, 2012]

2.2 Volvo Group Trucks strategy 2013–2015

To be able to take steps in the direction of the Volvo Group vision, Volvo Group
Trucks have set up their strategy for 2013–2015. This strategy shows that Volvo
Group Trucks have some focus areas which go in line with the purpose of this
thesis in the areas of creating business value by focusing on customers and driv-
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ing innovations for new business opportunities, where energy-efficient transport
solutions play an important part for the future.

Volvo Group Trucks are convinced that their success is based on being the best
at solving their customers’ problems and strengthening their operational perfor-
mance. This is considered a key factor in building customer loyalty and becom-
ing their customers’ preferred business partner and therefore, customer focus is
important for Volvo Group Trucks. [Volvo Group Trucks, 2013]

Another important focus for Volvo Group Trucks is to capture profitable growth
opportunities. Volvo Group Trucks want to retain and strengthen their position
as a profitable and global player in the truck industry. This is crucial given that
high volumes help them achieve economies of scale and maintain their priority
position among suppliers and retailers. The potential for new business, and for
expanding the current offering, in areas such as vehicle productivity and vehicle
management have been recognized and should be put into business value. [Volvo
Group Trucks, 2013]

Finally, environmental concerns, political demands, megacities and fuel prices
are driving regulation and green technology. To be able to anticipate and act
on changing market demands and shifts in technology, and have the capacity to
rapidly bring new solutions to market is important for Volvo Group Trucks. One
focus is to improve fuel efficiency through vehicle optimization, diesel efficiency
and electromobility2. Volvo Group Trucks have stated that they need to pursue
fuel-efficiency improvements and optimization of their vehicles and the existing
diesel engine platform, and that they also must continue to develop hybrid solu-
tions and alternative drivelines. [Volvo Group Trucks, 2013]

To commercialize alternative fuel technology by launching concepts or products
in all regions is also important for taking steps in the right direction. This is about
not only inventing new ideas, but also to turn them into commercial viable prod-
ucts and put them into market. In order for this to succeed, Volvo Group Trucks
want to work in close partnership with customers and providers of infrastructure
and alternative fuels. [Volvo Group Trucks, 2013]

This strategy shows that Volvo Group Trucks has focused on the issue of fuel ef-
ficiency and identified that it needs to be dealt with from different perspectives
and in collaboration with other stakeholders such as customers and providers
of infrastructure and alternative fuels. It also shows that these three areas are
strongly connected and that it is not only possible, but perhaps even necessary
to combine them to reach success: creating business value when capturing prof-
itable growth opportunities by increasing customer satisfaction through innovat-
ing and commercializing energy-efficient transport solutions, which this thesis is
meant to contribute to.

2The electromobility market includes fully electric vehicles and machines – powered or propelled
solely by an electric motor – as well as hybrids, which have two sources of power [Volvo Group, 2013].



14 2 The need at Volvo Group Trucks Technology

2.3 Databases of logged truck data

In order to drive research and development of Volvo Group Trucks vehicles, gtt
have various sorts of data sources available containing logged truck data. One of
them contains a very large population of data logged from all Volvo Group vehi-
cles in use, which is today about 2 million vehicles. This data is called Logged
Vehicle Data (lvd) and this is also the name of the database. It contains infor-
mation about usage and performance of the vehicles and is on aggregated form,
containing e.g. accumulated distance, time and fuel for truck related parameters.
The most usual way this data is downloaded to the database is when the truck
comes in for service. The technician working on the truck connects it to a device
called TechTool to see what needs to be fixed. While the technician is connected
to the truck, TechTool downloads the data logged in the truck and transfers it
to the database, which is stored centrally. Each data entry of downloaded infor-
mation from a truck is called a reading. Each truck can log about 8,000 signals,
but usually the readings only contain 200-600 signals since the technician dis-
connects TechTool when the service is done and does not wait for the reading to
finish, which is probably one of the main reasons why so much data had to be
removed when arranging the data, see Chapter 6. The vehicles can also upload
their lvd to the database via telematics, but these readings are not as extensive
as the ones using TechTool. There is a tool called Logged Vehicle Data Analysis
Tool (lat) in which employees with access can extract data from lvd after mak-
ing a selection of a population of readings from a specified group of vehicles.
With this population different plots can be made in the tool depending on which
signals were included in the selected readings. Originally these parameters were
created to be used in early engineering testing in product development.

Dynafleet is another database which really is a tool for customers to get infor-
mation from the trucks in their fleets. It is Volvo Trucks’ own fleet management
system, used by some of their customers, and stores information gathered from
the tachograph3 and the engine management system. In this database data is up-
loaded more frequently than in lvd, but it contains less signals.

For research purposes, gtt have two databases containing a small number of
trucks. European Field Operation Test (eurofot) is a pan-european research
project involving multiple vehicle manufacturers and research institutes with
the goal to test intelligent vehicle systems for developing safer trucks. From this
project, data from vehicles of various brands are available, whereof 30 are Volvo
trucks. Customer Fuel Follow-Up (cffu) is a gtt project and has data logged
from 15 trucks. The data is time sampled with a sampling rate of 10Hz and con-
tains 500 and 200 signals respectively.

Clearly, all these databases contain big data and require analytic models well
developed for the purpose of the research gtt wishes to perform, see Table 2.1.
However, lvd was chosen for the data analysis in this thesis since knowledge

3A tachograph is a device that automatically records the speed and distance of a vehicle, together
with the driver’s activity selected from a choice of modes.
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about real customer usage of different kinds of trucks and different kinds of cus-
tomers was sought. Since lvd contains all trucks out in the field, and since the
data is logged using electrical architecture already in place in all trucks, it would
be extremely powerful if information about customer usage and fuel consump-
tion could be extracted from this data.

There are ongoing initiatives at gtt and Volvo IT4 which are aiming at industri-
alizing vehicle data retrieval for fuel efficiency among other things. This thesis
can be an input to these initiatives who need some research concerning the issues
of processing big data in the context of fuel efficiency and taking advantage of
customer usage information.

4Volvo IT delivers industrial IT solutions, telematics services and consulting services, both to other
parts of Volvo Group as partners, and to other customers [Volvo IT, 2014].
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Table 2.1: Descriptions of the different databases available at gtt and what
they contain.

Database Data Parameters Usage at Volvo In this
thesis

lvd

Customer usage
data, aggregated.
Downloaded
when at service.
8,000 signals
possible, but
usually 200-600
signals.

Accumulated dis-
tance, time, fuel
for truck related
parameters e.g.
regarding engine,
gear modes etc.

Mostly for examin-
ing single vehicles,
not larger popula-
tions.

Data
analysis.

Dynafleet

Truck informa-
tion sent via
telematics up-
dated regularly
after a certain
time or distance.

From the tacho-
graph and the en-
gine management
system.

Fleet manage-
ment system
for customers.
gtt (Advanced
Technology &
Research) use it
restrictedly for
research.

Future
work.

eurofot

From trucks of
various brands,
whereof 30 Volvo
Trucks. Time
sampled data
with sampling
rate of 10Hz,
contains 500
signals.

Both truck related
parameters and
videos observing
driver behavior.

Research for devel-
oping safe trucks.

Future
work.

cffu

From 15 trucks.
Time sampled
data with sam-
pling rate of
10Hz, contains
200 signals.

Advanced mea-
surements related
to fuel consump-
tion.

Research for test-
ing fuel consump-
tion in trucks used
in the field, one
kind of truck.

Future
work.



3
Total Quality Management

This chapter discusses different definitions of Total Quality Management but focuses
on one. This definition is built on the cornerstones focus on customers, focus on pro-
cesses, base decisions on facts, improve continuously, let everybody be committed and
committed leadership. Together they constitute the theoretical framework upon which
the analysis is based in Chapter 9.

Quality Management has become an all-pervasive management philosophy find-
ing its way into most sectors of today’s business society [Sousa and Voss, 2002].
Several studies have tried to synthesize the vast Quality Management literature
and the agreement in the literature on what constitutes Quality Management in-
dicates that it as a field has indeed matured and is laid down on solid definitional
foundations [Sousa and Voss, 2002].

Total Quality too has generated a great interest in many business sectors, such
as manufacturing, service, health care, education and government around the
world [Dean and Bowen, 1994]. Total Quality has been defined by Dean and
Bowen [1994] as:

“A philosophy or an approach to management that can be characterized
by its principles, practices, and techniques.”

The three principles of Total Quality is according to Dean and Bowen [1994]
customer focus, continuous improvement and teamwork.

Total Quality and Quality Management could be combined into one concept
called Total Quality Management, as by Oakland [2003], whose Total Quality
Management model brings together a number of components of the quality ap-
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proach, including quality circles (teams), problem solving and statistical process
control (tools), quality systems such as ISO 9000 (systems) with the processes of
the organization at the core of the model. For organizations to be successful or
not in their quality approaches, culture, good communication, and most of all
commitment from not only senior management but from everyone in the organi-
zation are vital [Oakland, 2003].

Bergman and Klefsjö [2010] have also brought Total Quality Management into
one concept and defined it as:

“A constant endeavor to fulfill, and preferably exceed, customer needs and
expectations at the lowest cost, by continuous improvement work, to
which all involved are committed, focusing on the processes in the

organization.”

Working with Total Quality Management means working with active prevention,
change and improvement rather than inspection and repair, since quality work is
a continuous process and not a one-time project. Total Quality Management can
be seen as a holistic concept where values, methodologies and tools are combined
to create increased internal as well as external customer satisfaction at as low
resource consumption as possible. The improvement work shall rest on a culture
based on the values focus on customers, focus on processes, base decisions on facts,
improve continuously, let everybody be committed and committed leadership, which
are the cornerstones of Total Quality Management, see Figure 3.1. [Bergman and
Klefsjö, 2010]

Total Quality Management therefore fits well as a theoretical model in this thesis
since the purpose is to extract value adding information from customer usage
data and use it to increase customer satisfaction. In order to achieve this the Total
Quality Management theory can be used to highlight how to make the usage of
data analysis techniques in analyzing the data to be well integrated with and
suited for the organization.

These different definitions are in fact quite similar and capture the same phi-
losophy. For example, the principles of Dean and Bowen [1994], the different
components of the Total Quality Management model by Oakland [2003] and the
values of Bergman and Klefsjö [2010], are in fact quite the same, only divided into
more distinguished parts by Bergman and Klefsjö [2010]. These cornerstones are
similar to the different parts of the Volvo Group Quality Policy, see Volvo Group
[2012b]. The Volvo Group Quality Policy can be described to contain the parts
focus on customers, focus on processes, improve continuously and let everybody be com-
mitted from Total Quality Management, and therefore the definition of Bergman
and Klefsjö [2010] and the six cornerstones are chosen as the framework for this
thesis.

Figure 3.1 shows the cornerstones of Total Quality Management and how they
interrelate. Together they constitute the quality based theoretical framework of
this thesis.
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Figure 3.1: The cornerstones of Total Quality Management [Bergman and
Klefsjö, 2010].

3.1 Focus on customers

There are several definitions of the concept of quality. This thesis follows the
definition of Bergman and Klefsjö [2010] for products, which is

“The quality of a product is its ability to satisfy, and preferably exceed,
the needs and expectations of the customers.”

Consequently, quality is a relative term and often depends on the competition on
the market, which means that quality has to be valued by the customers and put
in relation to their expectations and needs [Bergman and Klefsjö, 2010].

A definition of the customer is also required, since the customer concept is essen-
tial in this definition of quality. From the definition of quality, it can be concluded
that the one who decides the quality of the product is the customer, which also
is supported by Deming [1986] and Juran [2010]. This can be rephrased into the
definition used in this thesis, which is based on Bergman and Klefsjö [2010] and
Witell [2007];

The customers are defined as those for whom we want to create value.

According to this definition, an organization has several kinds of customers, for
example the product or service may be purchased by one person, used by some-
one else, and its quality can be decided by a third person, but they are all cus-
tomers since the product or service will bring them different kinds of value [Dem-
ing, 1986, Witell, 2007].

Focusing on customers is the center cornerstone of Total Quality Management
and implies finding out what the customers want and need and to systematically
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try to fulfill these needs when developing and manufacturing a product or a ser-
vice so that they will provide a better living for the customer in the future, i.e.
create value for the customer [Bergman and Klefsjö, 2010, Deming, 1986]. A cus-
tomer focused organization should therefore work actively to make the whole
organization generate, spread and act based on customer information [Witell,
2007]. Consequently, quality also involves finding out how the customers expe-
rience the product as well as all other contacts between the organization and the
customer, and to feed this information back into the company process and into
the design of the product to bring about improvements [Bergman and Klefsjö,
2010, Deming, 1986]. Deming [1986] stressed the importance of also fulfilling
the future needs of the customer, since these needs are constantly changing, and
that this cannot be done by asking the customer, but by knowledge, imagination,
innovation, risk, trial and error.

3.1.1 External and internal customers

As mentioned above, the quality of a product is valued by the customer, which
refers to the external customer outside the organization, since it always is the ex-
ternal customer who judges the quality of an organization’s products and there-
fore, the degree of customer satisfaction is the ultimate measurement of quality
[Bergman and Klefsjö, 2010].

It was also mentioned above that an organization has several kinds of customers.
External customers are extended to those who live in the environment that is
influenced by the organization, its products or production, and society at large
[Bergman and Klefsjö, 2010]. According to Juran [2010], since quality is defined
by the customers and customers are driven by societal problems, quality now
includes safety, no harm to the environment, low cost, ease of use etc. To succeed,
all organizations must focus on attaining sustainable organizations [Juran, 2010].

Focusing on the customers does not only involve external customers, but within
the company, every employee has an internal customer [Bergman and Klefsjö,
2010]. Ishikawa stated according to Bergman and Klefsjö [2010] that

“The next process is our customer.”

This means that the employees of a company constitutes a chain of internal cus-
tomers and suppliers, each meeting the needs of the next link in the value cre-
ating chain [Bergman and Klefsjö, 2010]. Internal and external customers are
connected via this customer-supplier chain, since it starts with an external sup-
plier and ends with an external customer outside the organization, with internal
customers linking them together and at the same time creating value [Oakland,
2003].

In Total Quality Management, which is focused on external customers, it is im-
portant not to forget the internal customers. The needs of the employees must
also be satisfied so that they can do a good job and be motivated [Bergman and
Klefsjö, 2010]. Internal customer satisfaction and employee motivation are two
very connected issues and it can be argued that the key to motivation and qual-
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ity is for everyone in the organization to have well-defined customers, since this
facilitates fulfilling the needs of the next link in the chain, which also prevents
failure to travel all the way to the external customer [Oakland, 2003]. Working
with Total Quality Management basically becomes a way to enable employees to
do a good job and feel proud of their performance, which creates a foundation
for future external customer satisfaction [Bergman and Klefsjö, 2010].

The interdependency between having satisfied employees and attaining high ex-
ternal customer satisfaction is supported in several scientific investigations, for
example one from the International Service System with a correlation as high as
0.89. Another study demonstrated a statistical connection as to how employee
satisfaction affects external customer satisfaction, and also that employee satis-
faction indeed leeds to increased productivity. In a Danish study investigating
four hotels and the whole chain from employee satisfaction, through customer
satisfaction to financial results, the conclusion was that the higher the degree of
employee satisfaction, the higher external customer satisfaction, which in turn
leads to higher gains. [Bergman and Klefsjö, 2010]

Focus on customers is highly relevant for this thesis since increasing mainly ex-
ternal but also internal customer satisfaction is the whole reason for doing an
in-depth analysis of the data.

3.2 Focus on processes

Everything we do is a process according to Oakland [2003], whose definition is
as follows

“A process is the transformation of a set of inputs into outputs that satisfy
customer needs and expectations, in the form of products, information or

services.”

According to [Bergman and Klefsjö, 2010], most organized activities can be re-
garded as a process, which is defined as

“... a network of interrelated activities that are repeated in time, whose
objective is to create value to external or internal customers”.

Moreover, the process transforms certain inputs, such as information, materials
and knowledge, into certain outputs in the form of numerous kinds of goods
and services, which are transferred to somewhere or to someone – the customer,
see Figure 3.2 [Bergman and Klefsjö, 2010, Oakland, 2003]. The purpose of the
process is to produce an output that satisfies its customers while using as lit-
tle resources as possible [Bergman and Klefsjö, 2010]. An organization consist-
ing of people and their relationships, resources and tools, supports the process
[Bergman and Klefsjö, 2010]. In order to produce an output that meets the cus-
tomer requirements, it is necessary to define, monitor and control the inputs of
the process, which in turn may be supplied as output from an earlier process
[Oakland, 2003]. To minimize resources and to satisfy customers it is important
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to identify the suppliers of the process and to provide clear signals about what is
needed in the process [Bergman and Klefsjö, 2010]. There resides a transforma-
tion process at every supplier-customer interface, and every single task through-
out an organization must be viewed as a process in this way [Oakland, 2003].
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Figure 3.2: A process transforms certain inputs from suppliers into certain
outputs to customers with the purpose of satisfying the needs of the cus-
tomers with as little resource consumption as possible [Bergman and Klefsjö,
2010, Oakland, 2003].

Each process can be analyzed by examining its inputs and outputs, which will de-
termine some of the actions necessary to improve quality [Oakland, 2003]. The
process generates data that indicate how well it satisfies the needs of the cus-
tomers [Bergman and Klefsjö, 2010]. With statistical tools and models, it is possi-
ble to draw conclusions from the process history about its future results, and to
recover the necessary information to improve the process [Bergman and Klefsjö,
2010].

Once it is established that the process is capable of meeting the requirements of
the customer, it must be ensured that the process continues to do so, which brings
a requirement to monitor the process and the controls on it [Oakland, 2003]. By
shifting the view of the process, the need to ask the “inspection question” has
moved to focus attention on the inputs of the process in order to make sure they
are capable of meeting the requirements, and have replaced a strategy of detec-
tion with one of prevention [Oakland, 2003]. According to Bergman and Klefsjö
[2010], the process view means not only looking at every single piece of data, such
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as a measurement result or a customer complaint, as a unique phenomenon, but
instead regard it as a part of the statistics that can provide information about how
well the process is working and how it can be improved. Therefore, it is essential
to look at data over time [Bergman and Klefsjö, 2010].

Furthermore, in order to predict the output of the processes, they need to be sta-
ble and repeatable by being standardized. Standardized tasks and processes are
the foundation for continuous improvement and employee empowerment since
by standardizing today’s best practices, they capture the learning up to this point
and this way, standards provide a launching point for true and lasting innovation.
[Liker and Meier, 2006]

Focus on processes is an important part of the theory for this thesis since it is
important to look at the data analysis with the process view in order to identify
patterns instead of looking at individual observations as isolated events. It is also
important to identify that in order to control the process of analyzing the data
and its outputs, one must also pay attention to its inputs, i.e. the used data.

3.3 Base decisions on facts

To base decisions on facts which are well-founded and to not let random factors
have decisive importance is an important cornerstone of Total Quality Manage-
ment and an important element in modern quality philosophy [Bergman and
Klefsjö, 2010]. Numbers and information should always form the basis for under-
standing, decisions and actions in order to constantly improve the ways processes
are operated [Oakland, 2003]. This requires knowledge about variation and the
ability to distinguish between “natural variation” and variation due to identifi-
able causes [Bergman and Klefsjö, 2010]. Factual data of both numerical and
verbal character is needed and an organization must gather, structure, analyze
and decide upon different kinds of information [Bergman and Klefsjö, 2010]. To
be able to focus on customers, systematic information about the needs, require-
ments, reactions and opinions of the customers is required [Bergman and Klef-
sjö, 2010]. In order to satisfy their customers, the organization must of course
understand not only the needs of the customers, but also the ability of its own
organization to meet them [Oakland, 2003]. It is also important to have suffi-
cient knowledge about the product before releasing it on the market [Bergman
and Klefsjö, 2010] and after releasing it, test it in service and find out what the
customers think about it [Deming, 1986].

To have a strategy for making decisions based on facts in relation to manufac-
turing is also important [Bergman and Klefsjö, 2010]. Earlier, it was common to
collect many facts and take a lot of measures, store them in files, tapes or discs
without ever using them to make simple statistical analyses and draw conclusions
about the manufacturing process, which could have been an excellent basis for
variation reduction within the production process, and thus for improving qual-
ity [Bergman and Klefsjö, 2010]. However, in recent years, a global trend towards
more data, more computer-operated analysis of it, with decision making more ori-
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ented to being based on facts have been observed [Davenport et al., 2010]. Still,
research suggests that 40 percent of major decisions are based on the manager’s
intuition instead of facts [Accenture, 2008].

Basing decisions on facts requires actively searching for relevant information,
which then needs to be compiled in order to be analyzed. From this analysis,
conclusions are drawn, which are used for making improvements. [Bergman and
Klefsjö, 2010]

Oakland [2003] mentioned that a system for data-gathering, recording and pre-
sentation is essential, which should include to record data, use data, analyze data
and act on the results. He stated that all processes should be measured and all
measurements should be recorded; if data is recorded and not used it will be
abused; data analysis should be carried out by means of some basic systematic
tools; and that recording and analysis of data without action leads to frustration
[Oakland, 2003].

Base decisions on facts is an essential cornerstone for this thesis and also an im-
portant motivation to why this data analysis should be performed. Information
about the customer must be the ground for making decisions about how to de-
velop products to satisfy the customer, and therefore customer usage data is ex-
cellent to use for in-depth analysis for this purpose.

3.4 Improve continuously

The market changes constantly with technological advances and so does the de-
mands of the external customers. Therefore, continuous quality improvements of
products and services produced by the company are essential [Bergman and Klef-
sjö, 2010]. To improve continuously is an important component in a successful
quality strategy, since anyone who stops improving in this evolving environment
soon stops being good [Bergman and Klefsjö, 2010]. If the company succeeds to
improve continuously, improved quality means delivery of those features of the
product or service that respond better to customer needs, and will therefore have
an effect on the revenues of the company [Juran, 2010]. One strategy of organi-
zations who have been successful in their quality initiatives is to engage in con-
tinuous innovation and process improvement since it has been recognized that
quality is a moving target and therefore there is no end to improving processes
[Juran, 2010].

There are also internal drivers for a company to improve continuously, and that
is the reduction of costs. Improved quality means fewer errors, fewer defects
and fewer field failures and therefore a lower “cost of poor quality” [Juran, 2010].
One of Deming’s [1986] 14 points of management clearly state that a company
should

“Improve constantly and forever the system of production and service, to
improve quality and productivity, and thus constantly decrease costs”.
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Deming [1986] studied the management of companies in Japan and observed in
1948 and 1949 that improvement in quality generates naturally and inevitably
improvements in productivity as variations are reduced, as seen in Figure 3.3.
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Figure 3.3: The chain reaction from improved quality [Deming, 1986].

According to Juran [2010] the pursuit of high quality transforms a culture and
these transformational changes are a result of an organization’s relentless pursuit
to be the best in quality and implementing a systematic method to get there.
Designing and continuously improving the quality of an organization’s goods and
services creates high stakeholder and employee satisfaction, which enables the
organization to sustain the pursuit for the long term [Juran, 2010].

The basic rule of continuous improvement says that it is always possible to im-
prove products, processes and methodologies while using fewer resources, i.e. to
achieve higher quality at lower costs, which is similar to the quote

“There is a better way. Find it.”

by the American inventor, scientist and businessman Thomas Edison (1847–1931).
This brings a mental picture of that everything can be done better than how it is
done today; better in the sense of providing better customer benefit and better
in the sense of using less resources to do so, which results in a win-win effect for
customers, employees and the company. [Bergman and Klefsjö, 2010]

3.4.1 Improve continuously and focus on processes

Continuous improvement follows immediately after having achieved stable pro-
cesses, since by standardizing todays’s best practices, they capture the learning
up to this point. The task of continuous improvement is then to improve upon
this standard by continuously using tools for determining the root cause of inef-
ficiencies or slowness and making them visible. By doing this, opportunities to
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continually learn are revealed. [Liker and Meier, 2006]

The Japanese term kaizen means improvement for the better and is a customer
focused strategy for continuous improvement that includes everyone in the orga-
nization, which has generated a focus on processes and acknowledged people’s
process-oriented contributions for improvements rather than only focusing on
the results of people’s performance [Imai, 1986]. This can very well include both
big and small improvements, since improvements can be made by advancement
leaps as well as slower progression [Bergman and Klefsjö, 2010]. Both innovation
and kaizen is needed for a company to survive and grow [Imai, 1986].

3.4.2 Improve continuously and focus on customers

As mentioned above, focus on customers is a center cornerstone of Total Qual-
ity Management and is closely connected to continuous improvement. If the cus-
tomer is satisfied with a product, the customer is likely to continue to consume
this product and therefore the needs and expectations of the customers are an ex-
cellent basis for improvement work in trying to get additional and more satisfied
customers [Witell, 2007]. The idea is to, by combining customer focus and con-
tinuous improvement, get a holistic view and to use the needs of the customers
as a starting point to systematically work to create continuous and systematic
improvements in the processes and results of a company [Witell, 2007].

Therefore, improve continuously is also relevant in this thesis. There are always
ways to improve and the data analysis of customer usage data can be used over
time to achieve customer focused ameliorations.

3.5 Let everybody be committed

For the quality work to be successful, it is essential to create conditions for partic-
ipation in the work with continuous improvement [Bergman and Klefsjö, 2010].
There are three important components that are key to facilitate for employees to
be committed and to participate, which are communication, delegation and train-
ing. Communication is important since information is needed for a person to take
responsibility and to understand the importance of his or her task for the goals
of the whole organization [Bergman and Klefsjö, 2010]. Training is also impor-
tant for a person to take responsibility, and the employee must have a chance to
feel commitment, professional and personal pride, and responsibility, to be able
to do a good job [Bergman and Klefsjö, 2010]. Also Ishikawa [1985] shares this
view and stated that once a subordinate is educated on a one-to-one basis through
actual work with the superior, authority can be delegated to the subordinate to-
gether with the freedom to do his or her job. In this way the subordinate will
grow [Ishikawa, 1985].

In order for the data analysis of customer usage data to actually be used to in-
crease customer satisfaction, the organization needs to let everybody be commit-
ted and train employees in using the right tools, and therefore this is relevant to
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this thesis.

3.6 Committed leadership

If the company’s work with Total Quality Management is to be successful it must
be built on the top management’s continuous and consistent commitment to qual-
ity issues and it cannot be emphasized too much how important strong and com-
mitted leadership is to create a culture for successful and sustainable quality
improvements [Bergman and Klefsjö, 2010].

According to Bergman and Klefsjö [2010], one of the greatest experts in the qual-
ity field Joseph M. Juran stated

“To my knowledge, no company has attained world-class quality without
upper managment leadership.”

The top management have to include quality aspects in the company vision and
take actions to support this vision, but also actively take part in the improvement
process to show the employees that quality is as important as they say [Bergman
and Klefsjö, 2010].

Many research studies show how important it is to create commitment and en-
gagement from the members of the staff and that managers at all levels of the
company are credible, clear and good at communicating and work well as good
examples [Bergman and Klefsjö, 2010]. The middle management have a particu-
larly important role to play, since they must not only understand the principles
of Total Quality Management, but also explain them to the people they are re-
sponsible for, and ensure that their own commitment is communicated, and only
then will these principles spread throughout the organization [Oakland, 2003].

One of Deming’s [1986] 14 points of management is about adopting and institut-
ing leadership and Deming stated that the job of management is not supervision,
but leadership. Deming [1986] also stressed that the transformation of Western
style of management requires that managers be leaders. This goes in line with
what Imai [1986] called process focused leadership, which is a leadership style fo-
cused on people, in contrast to a leadership style only focused on results. In pro-
cess focused leadership, a manager must support and stimulate contributions to
improve the way in which employees execute their tasks [Imai, 1986].

Committed leadership is the whole basis for the other cornerstones to work at all
in the organization. It is also important for the customer usage data, the database
and the analysis of it to be identified as significant for the organization’s work
with customer satisfaction and therefore highly relevant for this thesis.
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Big data and analytics

In this chapter, the research and theory on big data and analytics is described as well
as its benefits and challenges based on a 5Vs model: Value, Volume, Variety, Velocity
and Veracity, and also ethical aspects of privacy. How big data can be handled in an
organization is also discussed.

4.1 Big data

Data has increased in a large scale in various fields over the last 20 years [Chen
et al., 2014]. According to a report from the International Data Corporation, the
amount of data created and replicated surpassed 1.8 zettabytes1 in 2011, a num-
ber that will grow by a factor of nine in just five years [Gantz and Reinsel, 2011].
It has been estimated that the amount of data generated worldwide in 2013 was
going to reach four zettabytes [VSAT, 2013], however there are others who sug-
gest that the total data stored on the Internet was over one yottabyte2 in 2013
[Facts Hunt, 2014].

Big data refers to large amounts of data. However, huge volume is not its only
feature. This section will explain the potential and benefits as well as the chal-
lenges of big data by describing volume as well as the other so called Vs of big
data; variety, velocity, veracity and value [Chen et al., 2014, Jagadish et al., 2014].

Today, many agree on the importance and the potential of big data. However,
there is a difference of opinion of its definition.

1SI (metric) definition: 1 zettabyte = 1 trillion gigabytes = (1012)109 bytes = 1021 bytes
2SI (metric) definition: 1 yottabyte = 1 trillion terabytes = (1012)1012 bytes = 1024 bytes

29
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4.1.1 Definition of big data

A general definition have been stated by Chen et al. [2014];

“In general, big data refers to the datasets that could not be percieved,
acquired, managed, and processed by traditional IT and

software/hardware tools within a tolerable time.”

However, scientific and technological enterprises, research scholars, data ana-
lysts, and technical practitioners have different definitions of big data because
of different concerns, which will be shown in the following definitions.

Apache Hadoop develops open-source software for the distributed processing of
large datasets and defined in 2010 big data as

“... datasets which could not be captured, managed, and processed by
general computers within an acceptable scope.” [Chen et al., 2014]

In 2011, a report from McKinsey Global Institute stated that big data is part of
every sector and function of the global economy and that it is

“The next frontier for innovation, competition and productivity.”
[Manyika et al., 2011]

According to Manyika et al. [2011], big data refers to datasets whose size is be-
yond the ability of classic database software tools to capture, store, manage and
analyze. This definition implies that the size of datasets that qualify as big data
will change over time as technology advances. Also, the definition of big data can
differ between sectors and applications since different tools and different kinds
of datasets are available.

As early as in 2001, Doug Laney defined a 3Vs model of data management: Data
Volume, Velocity and Variety and the opportunities and challenges that comes
with it [Laney, 2001]. While these three are important, they fail to include other
features of big data such as Veracity [Jagadish et al., 2014]. Therefore, this re-
port extends the 3Vs model into 5 Vs in order to describe both the benefits and
challenges of big data: Volume, Variety, Velocity, Veracity and Value, see Figure 4.1.

4.1.2 Potential and benefits of big data

Value

As mentioned in Section 1.1, there are many examples of the value and potential
of big data if used creatively and efficiently for various industries. Since this the-
sis is a case study at gtt, the value of big data is here focused on the value for
global manufacturing companies.

In the extensive report from McKinsey Global Institute in 2011, the transforma-
tive potential of big data is discussed for five different domains, of which global
manufacturing is one [Manyika et al., 2011]. This study examines multiple sub-
sectors, covering both discrete and process manufacturing, from basic sub-sector



4.1 Big data 31

Value Veracity 

Velocity 

Variety 

Volume 

Figure 4.1: The 5 Vs of big data, where Value represents the benefits and
Volume, Variety, Velocity and Veracity represent the challenges of big data.

manufacturing such as consumer goods and food, to advanced sub-sector man-
ufacturing such as automotive and aerospace. The analysis focuses primarily on
the core activities of a manufacturer, i.e. research and development, supply chain
and manufacturing processes, and less on adjacent processes such as marketing
and sales. Since the purpose of this thesis is to use customer usage data in order
to get knowledge about the customer and increase their satisfaction, more focus
is put on the activities closer to the customer.

This report states that although manufacturing historically has been a productiv-
ity leader, big data can still help extend gains. Manufacturers have tremendous
potential to generate value from the use of large datasets by leveraging big data
across the value chain. These gains will come from improved efficiency in design
and production, further improvements in product quality and better meeting cus-
tomer needs through more precisely targeted products and effective promotion
and distribution. [Manyika et al., 2011]

Research and development

Big data can be used in research and development by enabling and improving
product life cycle management and open innovation. For example, the product
development time can be reduced significantly, as for Toyota, Fiat and Nissan
who have all cut new-model development time by 30 to 50 percent. For many
years, manufacturers have implemented IT systems to manage the product life cy-
cle including computer aided-design, engineering, manufacturing, and product
development management tools, and digital manufacturing. However, the large
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datasets generated by these systems have tended to remain trapped within the dif-
ferent systems. By instituting product life cycle management platforms that can
integrate datasets from several systems to enable effective and consistent collab-
oration, manufacturers could capture a significant big data opportunity to create
more value. This kind of platform could enable so called “co-creation”, which
is to bring together internal and external inputs to create products and could be
especially useful for fields where a new product is assembled from many differ-
ent components from many different suppliers around the world. This kind of
platform can enable co-creation of designs between oem s and suppliers, and
can also enable extensive experimentation at the design stage, which is especially
useful since decisions made in the design stage typically drive 80 percent of man-
ufacturing costs. [Manyika et al., 2011]

Manufacturers are increasingly relying on outside inputs through innovative chan-
nels to drive innovation and develop products that address emerging customer
needs. Some manufacturers are inviting external stakeholders such as customers
and different external experts, including academic and industry researchers, to
submit ideas for innovations or even collaborate on product development via web-
based platforms. These open innovations have shown to be very successful, but
one key problem is how to extract the valuable ideas from the potentially large
number of inputs these platforms can give. By applying big data techniques such
as automated algorithms, this issue can be resolved. For example BMW has de-
veloped an “idea management program” to help evaluate ideas which has cut the
time taken to identify high-potential ideas by 50 percent. [Manyika et al., 2011]

Product design

Design to value means to systematically design new products according to in-
formation about customer needs extracted from different customer data sources.
Market research has for a long time provided customer data as input into the
production process, but many manufacturers have yet to extract important in-
sights from increasing volume of customer data to enhance existing designs and
help develop specifications for new models and variants. World leading manu-
facturers conduct conjoint analyses3 to uncover how much customers are willing
to pay for certain features and to understand which features are most important
for success in the market. These efforts are supplemented by additional quan-
titative customer insights mined from sources such as point-of-sales data and
customer feedback and some companies use newer sources of data such as cus-
tomer comments in social media and sensor data that describe actual customer
use. [Manyika et al., 2011]

Supply chain

Big data can also be used to handle the volatility of demand which is a critical is-
sue for many manufacturers. By the improved use of their own data, manufactur-

3Conjoint analysis is a statistical technique that involves providing a controlled set of potential
products and services to elicit end users’ preferences through which an implicit valuation of individ-
ual elements that make up the product or service can be determined [Manyika et al., 2011].
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ers can improve their demand forecasting and supply planning. Real-time data
can help manage demand planning across extended enterprises and global sup-
ply chains, while reducing defects and rework within production plants. [Manyika
et al., 2011]

Production

In production there are also big-data levers. Case studies in automotive, aerospace
and defense, and semiconductors show that advanced simulations taking inputs
from product development and historical production data can reduce the number
of production-drawing changes as well as the cost of tool design and construction.
This enables realization of substantial reductions in assembly hours, cost savings
and even improved delivery reliability. [Manyika et al., 2011]

The growth of Internet of Things4 applications allows manufacturers to optimize
operations by embedding real-time, highly granular data from networked sen-
sors in the supply chain and production processes. These data enable process
control and optimization to reduce waste and maximize yield, and even allow for
innovations in manufacturing that have not been possible before, such as nano
manufacturing. [Manyika et al., 2011]

Marketing and sales

There are also many possibilities to use large datasets in the marketing, sales
and aftermarket service activities. For example, using sensor data from products
once they are in use is an increasingly important application for manufacturers
to improve service offerings. [Manyika et al., 2011]

One of the top trends in commercial vehicles telematics for 2014 is that big data
analytics and business intelligence will strengthen oem and aftermarket telem-
atics vendors offerings in predictive maintenance and diagnostics reducing the
average repair time by 25-50 percent and reduction in warranty costs by 2-3 per-
cent resulting in higher customer satisfaction. [Tare et al., 2014]

Also truck manufacturers use large data sets to improve their products. For ex-
ample Man Trucks use data collected from the driving cabs of the trucks they
sell to gain information about how those vehicles can be driven more safely and
efficiently, which they call “Trucknology” and has provided Man Trucks with a
competitive customer proposition [Bartram, 2013].

To conclude, the usage of big data has a huge potential which is real and signif-
icant. However, in order to realize this into actual value, there are a number of
technical as well as organizational challenges to deal with.

4.1.3 Challenges of big data

The other Vs of big data chosen to be treated in this report are connected to
technical features which make big data challenging to handle.

4“Internet of Things” refers to sensors and actuators within networks of physical objects [Manyika
et al., 2011].
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Volume

The first thing that comes to mind when thinking about big data is of course its
size. In the past, the problem of increasing data volume has been mitigated by
processors getting faster according to Moore’s Law5[Jagadish et al., 2014]. Now
however, there is a fundamental shift in motion as a result of that data volume is
increasing faster than CPU speeds and other compute resources [Jagadish et al.,
2014]. Pervasive sensors and computing are generating data at unprecedented
rates and scales compared with the relatively slow advances of storage systems
and the data scale becomes increasingly huge with the generation and collection
of massive data [Chen et al., 2014]. One of the most pressing challenges of big
data is that the current storage system could not support such massive data and
therefore, an important principle related to the analytical value should be de-
veloped to decide which data shall be stored and which data shall be discarded
[Chen et al., 2014]. However, as enterprises come to see information as a tangi-
ble asset, they become reluctant to discard it [Laney, 2001]. Typically, increases
in data volume are handled by purchasing additional online storage, but as data
volume increases, the relative value of each data point decreases proportionately,
this resulting in a poor financial justification for slightly increasing online storage
[Laney, 2001].

The move toward cloud computing, which is now joining different tasks with
varying performance goals into very large clusters, is another dramatic shift in
motion [Jagadish et al., 2014]. Cloud computing is utilized to meet the require-
ments on infrastructure for big data, e.g. cost-efficiency, elasticity, and smooth
upgrading/downgrading [Chen et al., 2014]. However, this level of sharing re-
sources on expensive and large clusters stresses grid and cluster computing tech-
niques from the past, and requires new ways of determining how to run and exe-
cute data processing jobs so that the goals of each task can be met cost-effectively
while also dealing with system failures [Jagadish et al., 2014].

Generally, there is a high level of redundancy in datasets. To reduce the indirect
cost of the entire system on the premise that the potential values of the data
are not affected, redundancy reduction and data compression is effective. For
example, most data generated by sensor networks are highly redundant, which
may be filtered and compressed at orders of magnitude. [Chen et al., 2014]

The volume of the data used in this thesis is managed when arranging the data
and also when differentiating the usage of the trucks, see Chapter 6 and Chapter
7.

Variety

Effective data management has a problem with the variety of incompatible data
formats, non-aligned data structures and inconsistent data semantics [Laney, 2001].
Variety refers to heterogeneity of data types, which include semi-structured and

5Moore’s Law stated that the number of transistors on an affordable CPU will double in every two
years. This means that processor speeds, or overall processing power for computers will double every
two years [Moore’s Law].
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unstructured data such as audio, video, webpage, and text, as well as traditional
structured data [Chen et al., 2014]. It also refers to the heterogeneity of data
representation and semantic interpretation [Jagadish et al., 2014]. To summarize,
datasets defined as big data have certain levels of heterogeneity in type, structure,
semantics, organization, granularity and accessibility [Chen et al., 2014].

Since machine analysis algorithms expect homogeneous data and are poor at un-
derstanding nuances, data needs to be carefully structured [Jagadish et al., 2014].
Data representation aims to do this so that the data can be meaningful for com-
puter analysis and user interpretation [Chen et al., 2014]. However, an improper
data representation will reduce the value of the original data and may even ob-
struct effective data analysis, thus in order to avoid this, efficient data representa-
tion shall reflect data structure, class and type, as well as integrated technologies
[Chen et al., 2014].

Not only the primary data needs to be structured, but there is also a challenge
to automatically generate the right metadata to describe the data logged, since
for example details concerning specific conditions may be required in order to
interpret the primary data correctly. To be able to do this automatically it is nec-
essary to minimize the human burden, but logging information about the data at
its birth, which is called data provenance, is not useful unless this information
can be interpreted and carried along through the data analysis. For example, a
processing error at one step can render subsequent analysis useless, but with suit-
able provenance, all subsequent processing that depends on this step can easily
be identified. [Jagadish et al., 2014]

The variety of the data used in this thesis is managed when arranging the data
and also when differentiating the usage of the trucks, see Chapter 6 and Chapter
7.

Velocity

Velocity refers to the rate at which data arrive as well as the time frame in which
they must be acted upon [Jagadish et al., 2014]. The timeliness of data collection
and analysis etc. must be rapidly and timely conducted, in order to maximumly
utilize the commercial value of big data [Chen et al., 2014].

As data volume grows, real-time techniques are needed to summarize and filter
what is to be stored, since in many situations it is not economically viable to store
the raw data. Another usual need is to find elements in a very large dataset that
meet a specified criterion. A way to speed this process up, as opposed to search-
ing the whole dataset, is to use index structures which are created in advance to
find qualifying elements quickly and can be used in for example traffic manage-
ment systems to be able to suggest route alternatives. [Jagadish et al., 2014]

Since the data used in this thesis is on aggregated form and not downloaded
frequently, this issue is not handled in the data analysis of this thesis.
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Veracity

Veracity denotes the unreliability, inconsistency and incompleteness of big data.
The various sources increasingly providing information are of varying reliability.
Uncertainty, errors, and missing values are usual and must be handled, but even
after error correction has been applied, some incompleteness and some errors in
data are likely to remain. This incompleteness and these errors must be correctly
managed during data analysis, which is a challenge. One way to make progress is
suggested by recent work on managing and querying probabilistic and conflicting
data. [Jagadish et al., 2014]

Veracity of the data was handled in this thesis especially when arranging the
data before starting the data analysis itself. Incomplete data was removed from
the population and also outliers. A further description can be seen in Chapter 6.

Ethical aspects

There are also other increasing concerns connected to big data, which includes
ethical aspects of privacy and data ownership. There is a great public fear regard-
ing the inappropriate use of personal data, particularly through linking of data
from multiple sources. To realize the potentials of big data, managing privacy ef-
fectively, which is both a technical and sociological problem, must be addressed
jointly from both perspectives. [Jagadish et al., 2014]

This is also a concern when analyzing customer usage data collected from trucks,
since the privacy of the driver in the judgement of how the driver handles the
vehicle can be harmed. However, when using aggregated data such as in lvd
used in this thesis, it is impossible to see patterns of individual drivers and their
specific behavior. The objective is on the contrary to find patterns in large popula-
tions to draw conclusions about groups of trucks used in similar ways. Therefore,
this issue is not considered to be especially addressed in the data analysis per-
formed in this thesis, but still needs to be emphasized to be a concern connected
to big data.

4.1.4 Organizational big data handling

The technical challenges of big data mentioned above, as well as organizational
challenges often make companies pursue costly or ineffective solutions or make
them paralyzed into action. To handle these challenges in order to exploit the
data, companies need to create a plan for how data, analytics, frontline tools, and
people come together to create business value, see Figure 4.2. [Biesdorf et al.,
2013]

A big-data plan should address similar issues to those of a strategic plan: a com-
pany needs to choose the internal and external data they will integrate; select,
from a long list of potential analytic models and tools, the ones that will best
support their business goals; and build the organizational capabilities needed to
exploit this potential [Biesdorf et al., 2013].
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Figure 4.2: Data, analytic models and tools are the three parts of a big-data
plan.

Data

A strategy for assembling and integrating data is essential [Biesdorf et al., 2013].
Critical data may be residing in legacy IT systems, siloed horizontally across
business units or vertically by function, or outside the company in unstructured
forms such as social-network conversations [Biesdorf et al., 2013]. To fully capi-
talize the data, a company needs to have a free interchange of data among differ-
ent functions and business units such as marketing and sales, research and devel-
opment, and production [Manyika et al., 2011]. Many of the levers of big data also
require access to data from different players in the value chain, for example data
from suppliers are necessary to optimize production planning [Manyika et al.,
2011]. A big-data plan may highlight a need for the massive reorganization of
data architectures over time, among other things implementing data-governance
standards that systematically maintain accuracy [Biesdorf et al., 2013].

Analytic models

However, integrating data alone does not generate value, but rather advanced
analytic models are needed to enable data-driven optimization or predictions. A
plan must identify where models will create additional business value, who will
need to use them, and how to avoid inconsistencies and unnecessary proliferation
as models are scaled up across the organization. Nevertheless, it is important not
to include too many variables since this will create complexity while making the
models harder to apply and maintain. [Biesdorf et al., 2013].

Tools and organizational capabilities

The output of the models may contain a lot of information, but it will only be valu-
able if managers and frontline employees understand and use them. To obtain
this, intuitive tools that integrate data into day-to-day processes and translate
modeling outputs into tangible business actions are needed. It is common that
companies fail to complete this step in their planning, resulting in managers and
operational employees not using the new models, whose effectiveness obviously
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falls. [Biesdorf et al., 2013]

On the other hand, even a big-data plan can disappoint when organizations lack
the capabilities and the right people [Biesdorf et al., 2013]. Manufacturers must
tackle organizational, cultural, and talent challenges to maximize the benefits of
big data [Manyika et al., 2011].

First, companies need to invest in IT, since the rising volume of data from new
sources requires a new level of storage and computing power. Also investments
to develop interfaces and protocols to share data effectively across extended en-
terprises are needed. These investments will be costly, but the long-term payoff
should outweigh the costs. [Manyika et al., 2011]

Big-data planning is at least as much a management challenge as a technical one,
and there is hard work of getting business players and data scientists to work to-
gether to find the best solutions [Biesdorf et al., 2013]. Therefore, achieving suc-
cess will require strong leadership and a cultural shift to establish the mind-sets
and behaviors to breech today’s silos [Manyika et al., 2011]. A strong leadership
is also needed to engage the organization in using the tools [Biesdorf et al., 2013].

Also, there is a shortage of talent with the right experience and deep analytical
expertise for handling this level of complexity [Manyika et al., 2011]. However,
companies need not only to recruit new talent, but also to remove organizational
obstacles that today prevent such individuals from making maximum contribu-
tions [Manyika et al., 2011]. A good rule of thumb for planning purposes is a
50-50 ratio of data and analytics investments of data and modeling to training
[Biesdorf et al., 2013].

4.2 Analytics

In recent years a global trend towards more data, more computer-operated anal-
ysis of it, with decision making more oriented to being based on facts have been
observed [Davenport et al., 2010]. However, research suggests that 40 percent of
major decisions are based on the manager’s intuition instead of facts [Accenture,
2008].

Organizations can use big data as a real source of competitive advantage and the
benefit of combining the progress made in big data and advanced analytics is
no longer in doubt [Biesdorf et al., 2013]. Applying this, an organization is able
to know what is really working. With an extensive data analysis it is possible to
establish whether implemented changes really are causing desired effects in the
business, or whether they are simply caused by random statistical variations [Dav-
enport et al., 2010]. Cutting costs and improving efficiency is also possible with
analytics, which can be used for optimization of asset requirements [Davenport
et al., 2010].

To be able to detect patterns in the vast amount of customer and market data
coming up is very powerful, and can be used to anticipate changes in market con-
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ditions. Predictive models can anticipate market changes and enable companies
to act quickly to avoid costs and eliminate waste. [Davenport et al., 2010]

By using analytics it is also possible to leverage previous investments in IT and in-
formation to get more insight, faster execution, and more business value in many
business processes [Davenport et al., 2010]. Finally, this builds a basis for improv-
ing decisions over time. If clear logic and explicit supporting data is used to make
a decision, it is possible to examine the decision process more easily and try to im-
prove it [Davenport et al., 2010]. This kind of data-driven business brings about
greater transparency into how operations actually work, better predictions, and
faster testing [Biesdorf et al., 2013].





5
Research methodology

This chapter contains a discussion on the method of case study as well as a summary of
the data analysis made in this thesis, which is further described in Chapters 6, 7 and 8.

5.1 Setting

The setting and background at gtt for this thesis is described in Chapter 2. In
Section 2.3 the databases containing logged data from the trucks are presented.
Several different databases were available, but the lvd database was to be used
in particular. The initial problem the thesis authors were presented with and
which gtt were facing was that this database was not used to the desired extent.
This group at gtt, working with fuel consumption, did not work with any of the
databases available described in Section 2.3 but knew that lvd first and foremost
had large potential. The idea of combining the databases in some way would
have even more potential since they contain different kinds of data. This scope
was however considered as too large and therefore the thesis was initiated with
the intention of exploiting the customer usage data in lvd in some way to gain
knowledge connected to fuel consumption, which by extension was meant to be
used in product development in order to increase customer satisfaction.

5.2 Pre-study

Since the thesis did not have a pre-set outline and the thesis initiators at gtt did
not want to bias the authors in the findings of their solution to the problem, a
pre-study was necessary in order to establish what could be done, how it could

41
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be done and to further explore why it should be done. The pre-study set out from
the fact that gtt had this database of customer usage data available and was
interested in finding patterns in this data and investigating how different for gtt
known parameters affect fuel consumption for different kinds of usage patterns.
A review of previous research, which is briefly described in Section 1.3, was made
in order to answer the questions of what and how, and also touched the question
of why in reviewing research about fuel consumption and climate changes. This
motivation for the thesis is further described in Chapter 1.

Interviews with different key persons at gtt were also conducted in order to
learn more about the data and the databases and about how the engineers work
with these. As a result of this pre-study, the purpose, research objectives, ideas
of theoretical framework and what data analysis techniques to use for the thesis
were formed. The theoretical framework and the data analysis techniques were
chosen based on the purpose of the thesis, on the accessible data which were de-
rived from real customer usage of the vehicles, and on previous research showing
that it had been done before but in other contexts and purposes.

5.3 Case study

The method of this thesis is a case study of gtt, which can be seen as an example
of why and how a company should make use of their databases with big data
of customer usage by using data analysis techniques as analytical models. The
specific data analysis made in this thesis can in turn be seen as a deeper part of the
case study and an example of an analysis that an organization who wants to use
customer usage data to analyze what usage factors effect a certain performance
of their product can implement. In Section 5.3.1 a short presentation of the data
analysis is given and further details are described in Chapters 6, 7 and 8.

As a result from this case study, conclusions are drawn about how and which
data analysis techniques can be used to extract value adding information from
large amounts of aggregated customer usage data. Conclusions are also drawn
about how a company needs to handle the data in order to be able to use this
value adding information to increase customer satisfaction of their products and
services.

The method of performing a single-case study was chosen because of the depth
of this study, which not only studied the managerial challenges of big data, but
also the technical challenges and explored how a big data analysis could be per-
formed at a truck manufacturer. Naturally, for a given set of available resources,
the fewer the case studies, the greater the opportunity for depth of observation
[Voss et al., 2002]. Since this study contained these both dimensions, having a
both holistic and deep approach, a single-case study was chosen considering the
limited time available.

Deep understanding of the actors, interactions, sentiments, and behaviors occur-
ring for a specific process through time should be seen as the principal objective
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by the case study researcher [Woodside, 2010]. In contrast to the survey approach,
a case study can study things in detail. The reason for concentrating efforts on one
case rather than many is that there may be insights to be gained from looking at
the individual case that can have wider implications and, importantly, that would
not have come to light through the use of a research strategy that tried to cover a
large number of instances, such as a survey approach [Denscombe, 2007].

Case research can provide results that can have very high impact. Free from the
rigid limits of questionnaires and models, the results of case research can lead
to new and creative insights and have high validity with practitioners, which are
the ultimate users of research [Voss et al., 2002]. Using triangulation with sev-
eral methods of data collection, the validity can be increased further [Voss et al.,
2002]. Triangulation can be used to achieve deep understanding in case study
research and often includes: (1) direct observation by the researcher within the
environments of the case, (2) probing by asking case participants for explanations
and interpretations of “operational data” and (3) analyses of written documents
and natural sites occurring in case environments [Woodside, 2010]. One of the
strengths of the case study approach is that it invites the researcher to use a vari-
ety of sources, a variety of types of data and a variety of research methods as part
of the investigation [Denscombe, 2007].

Triangulation has been pursued in this study by conducting interviews with dif-
ferent key persons having information and experience of the use of the differ-
ent databases, by studying internal documentation about the company and their
databases, and by direct observation where the researchers have worked with the
data and the tools available in order to perform the data analysis.

Another benefit of the case study approach is that it not only allows for in-depth
study, but also allows for the researcher to deal with the case as a whole, in its
entirety, and thus have some chance of being able to discover how the many parts
affect one another and in this respect, case studies tend to be holistic rather than
deal with isolated factors [Denscombe, 2007]. It has also been recognized that
case study research is particularly good for examining the how and the why ques-
tions [Voss et al., 2002], which is the case in this thesis.

5.3.1 Data analysis outline

A summary of the data analysis made in this thesis can be seen in Figure 5.1. The
data processing and analysis is designed so that the challenges of big data, de-
scribed in Chapter 4, are addressed in order to extract value adding information.

By using data analysis techniques, such as dimensionality reduction, clustering
and model estimation, and combining them in an overall process of multiple
steps, a way of differentiating groups of trucks being used in the same way is
found. These groups, with trucks originating from a large population, are then
analyzed to see what affects the fuel consumption the most. The implementation
is made using MATLAB [MATLAB, 2014].

The data analysis is divided into three steps and each step contains smaller tasks,
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Figure 5.1: An overview of the different steps of the data analysis and what
their purpose is.

as seen in Figure 5.1. Arranging data is the first step and includes extracting
a population, choosing interesting parameters related to fuel consumption and
putting together a dataset for further analysis, addressing the issues of variety,
veracity and volume. Arranging data is necessary for the following steps and to
handle big data, but is not the focus of the data analysis. This step is further de-
scribed in Chapter 6. In the second step differentiating usage, the parameters are
reduced and groups of trucks are found based on patterns in the reduced param-
eters. Here volume and variety are handled. Techniques such as Factor Analysis,
Principal Component Analysis, k-means Clustering and Hierarchical Clustering
are used. This is further described in Chapter 7. The last step, model estimation,
describes how fuel consumption and what affects it varies among the groups of
trucks. The idea is to estimate a simple model for fuel consumption, containing
only the relevant parameter information. The model estimation techniques cov-
ered are Principal Component Regression, the Lasso and Elastic Net. This step is
covered in Chapter 8.

5.4 Research methodology criticism

There are however a number of challenges in conducting case research. It is time
consuming, it needs skilled interviewers, and care is needed in generalizing from
a limited set of cases and in ensuring rigorous research [Voss et al., 2002].

Because of the limited resources available, a single-case study approach was cho-
sen for this thesis. Other delimitations also had to be made as the work pro-
gressed due to the limitation of resources, which are described in Section 1.5.

Interviews were conducted, but not as the primary source and not as the primary
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method of data collection. The primary source was the researchers’ direct obser-
vations. The interviews served as sources of information so that the researchers
were able to do the direct observation of the databases and data, since there were
some tools needed to access these. During these interviews, other information
was also unraveled, such as how the interviewees experience the tools and their
experience of how others use them. This information helped build the context
and motivation of the study.

Regarding the issue of generalizing from case study findings, there are some cri-
teria for doing this: (1) although each case is in some respects unique, it is also a
single example of a broader class of things, (2) the extent to which findings from
the case study can be generalized to other examples in the class depends on how
far the case study example is similar to others of its type, and (3) reports based
on the case study include sufficient detail about how the case compares with oth-
ers in the class for the reader to make an informed judgement about how far the
findings have relevance to other instances [Denscombe, 2007].





6
Arranging data

This chapter includes a description of the criteria the choice of population is based on.
How the criteria need to be combined to yield a population suitable for further analysis
is explained. A thorough pre-processing to remove outliers and handle missing values
is made to differentiate subgroups in the population.

6.1 Data extraction

Since there is a large number of models and truck configurations with different
specifications in the database, attention has to be put on the heterogeneity of the
population. The data analysis is developed to be used on all kinds of trucks in
the whole heterogeneous population of the database. However, if the trucks in the
chosen population are too similar, there is a risk that the patterns of variations in
usage are less obvious. Focus is primarily on including trucks which have a high
business benefit, i.e. the trucks Volvo Group Trucks produce and sell the most,
but also trucks of which the knowledge about their configurations is easily acces-
sible. To get a reasonable size of the population, dealing with the issue of volume,
it has to be limited by some criteria, see Table 6.1. These requirements and crite-
ria result in a population containing long haul trucks of various configurations.

The selection of parameters which are assumed to be related to fuel consumption
is mainly based on interviews performed with a number of gtt employees with
long experience of truck fuel consumption. The final selection includes parame-
ters such as vehicle speed, engine torque, weight, topography as well as use of
gears and cruise control. Moreover, an exploratory approach is to some extent
used, which is a philosophy of data analysis where the data is approached with-
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Table 6.1: The chosen configurations from which the population of trucks
are selected.

Configuration dimension Selected value
Brand Volvo
Model FH, FM
Engine emission level Euro 5, Euro 6
Minimum operating hours 500 h
Engine version 340 - 700 HP
Gear shifting system Automated

out making any assumptions about it. That is, letting the data itself tell the ex-
aminer about the phenomena [Martinez and Martinez, 2005]. A second selection
of parameters is made based on what parameters are available in the database.
Those are parameters logging the use of brakes, the fuel consumption for various
driving modes, when the trucks have been driven manually and when the trucks
have been coasting. A summary of the 28 chosen parameters can be seen in Table
6.2.

All of the parameters of interest are not available as single values; gross combina-
tion weight (gcw, also mentioned as vehicle weight), road slope, vehicle speed
and engine torque are logged and stored in a vector format. Each parameter has
an aggregated distance, time or fuel consumed stored for each element in the vec-
tor and also a corresponding axis giving information about what the aggregated
quantity corresponds to. Figure 6.1 shows a graph of the gcw parameter for one
specific truck, where the percentage of the total distance driven for each weight
class is calculated. The road slope parameter is stored in a similar way, but with
aggregated distances for different slope intervals.

6.2 Data preparation

Since all of the included parameters need to be on the same form to assure that
the issue of variety of the data is handled, new single value parameters are ex-
tracted from the parameters on vector format.

Two ways for handling of parameters on vector format are tested. One of them
extracts new variables from summary statistics, such as skewness, kurtosis, vari-
ance, lower and upper quartile. This is successfully used in the work by Wang
et al. [2006], to handle clustering of time series data of different lengths, and in
the work by Nayak et al. [2010], where the goal is to detect skin pathology by
classifying normal and pathological conditions. Another, more straightforward
way, is to divide the vector into as many single values as there are elements in the
vector and add these to the population.

The approach using summary statistics is initially tested. However, this approach
is not a good choice when the data is already on histogram form and therefore
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Table 6.2: Initially chosen parameters. The parameters of size 28 × 1 are
vectors containing 28 values.

Description Size
Main log brake distance 1
Main log coasting distance 1
Main log econ distance 1
Main log pedal distance 1
Main log pto1distance 1
Main log brake time 1
Main log cruise distance 1
Main log cruise fuel 1
Main log cruise time 1
Main log drive distance 1
Main log drive fuel 1
Main log drive time 1
Main log idle fuel 1
Main log pto fuel 1
Main log coasting time 1
Main log economical time 1
Main log idle time 1
Main log pedal time 1
Main log pto time 1
Main log economical fuel 1
Main log pedal fuel 1
Distance in top gear 1
Fuel in top gear 1
Time in top gear 1
Total fuel consumption 1
Top Gear -1 Mode Total Distance 1
Vehicle weight distance 28 × 1
Road slope distance 28 × 1

the second approach is used. In Figure 6.1 it is clear that many of the weight
classes do not correspond to the truck usage, having no values stored for some
weight classes, and therefore new weight intervals are formed, as can be seen in
Figure 6.2. The same conclusion can be drawn from the road slope vectors and
new intervals are formed as can be seen in Figure 6.3. How these weight and road
slope intervals are formed is summarized in Table 6.3.

Neither vehicle speed nor engine torque is included in the final choice of param-
eters due to logging or data handling problems. The corresponding information
to these parameters, explaining what each element in the vector corresponds to,
do not have the same number of elements and therefore the data cannot be inter-
preted correctly.
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Figure 6.1: An example of how one of the feature vectors, gcw, is stored
in the database. An accumulated distance is stored for 28 weight classes,
ranging from 3.5 to 200 tons. For simplicity, the percentage of the total
distance instead of the accumulated distance for each weight class is shown
in this graph.
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Figure 6.2: An example of how one of the feature vectors, gcw, is modified
before beeing included. Weight intervals containing several weight classes
are formed.
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Figure 6.3: An example of how one of the feature vectors, road slope, is mod-
ified before beeing included. Road slope intervals containing several road
slope classes are formed.

Table 6.3: Final choice of normalized parameters included in the population,
originating from the feature vector parameters.

Parameter Notation
gcw 3.5 to 10 tons percentage gcw1
gcw 12 to 16 tons percentage gcw2
gcw 20 to 24 tons percentage gcw3
gcw 28 to 32 tons percentage gcw4
gcw 36 to 40 tons percentage gcw5
gcw 44 to 48 tons percentage gcw6
gcw 52 to 56 tons percentage gcw7
gcw 60 to 65 tons percentage gcw8
gcw 70 to 200 tons percentage gcw9

Road gradient -20% to -11% percentage top1
Road gradient -10% to -8% percentage top2
Road gradient -7% to -5% percentage top3
Road gradient -4% to -2% percentage top4
Road gradient -1% to 1% percentage top5
Road gradient 2% to 4% percentage top6
Road gradient 5% to 7% percentage top7
Road gradient 8% to 10% percentage top8
Road gradient 11% to 20% percentage top9
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6.3 Pre-processing

Since the data contains redundancies together with inconsistent and incomplete
data, a thorough pre-processing of the data is required to handle the issue of
veracity. The two main pre-processing steps are outlier removal and handling of
missing values in the data. 65 percent of the population, i.e. 6,306 trucks, are
removed due to missing parameter values. This is further described in Section
6.4. After that 33 percent of the remaining trucks, i.e. 1,124 trucks, are classified
as outliers and therefore removed as well. In total only 23 percent of the initial
population is left.

To get an idea of what kind of pre-processing steps are needed, a first step is to
visualize the original data using scatter plots. A visualization easily shows the
need of outlier removal and an example of this can be seen in Figure 6.4 for the
parameter Idle Time. The same procedure is repeated for all parameters.
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Figure 6.4: The idle time parameter for the entire population where each
point represents one truck. The two dotted lines represent the interval from
which outliers are defined. Trucks outside the interval are removed from the
population.

An observation xij for a specific parameter j is defined as an outlier if it devi-
ates more than three times the standard deviation, σj from the mean, µj , of the
parameter, according to

|xij − µj | > 3σj (6.1)

If an observation is outside this interval, all observations originating from this
truck are removed from the population since the data analysis described in Sec-
tions 7.1 and 7.2 otherwise will include the missing parameter values in their
algorithms. The result would then be based on if the data has been logged cor-
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rectly and not on how the trucks are actually used, which is not the purpose of
this analysis.

6.4 Normalization

The algorithms in the data analysis described later in Sections 7.1 and 7.2 require
the parameters to be comparable. The parameter values are therefore normal-
ized so that the parameters represent a percentage of the total physical quantity
rather than their given physical quantity. The normalizing factors are total time,
distance and volume. The final set of normalized parameters included in the pop-
ulation can be seen in Table 6.3 and Table 6.4.

A visualization of the data after this step easily shows if the parameter values
are acceptable or if there is a need to go back to the previous pre-processing
step described in Section 6.3. None of the values should be larger than one since
that would mean they represent more than 100 percent. The values above 100
percent are therefore classified as outliers and removed since they indicate that
something is incorrect with the data, either in the logging or in the handling of
the data. For example the parameter distance in top gear percentage, dtop1, is
normalized with the total distance driven by the truck. If the total distance is
smaller than the distance logged for the top gear, a value larger than 100 percent
would be given. This indicates thus that something is incorrect with the logged
data and this truck is therefore removed.

The data analysis described in Section 7.1 also requires a normalization, known
as whitening, where the data is given zero mean by simply subtracting the mean
of each parameter from each data point xn, according to

yn = xn − x̄ (6.2)

where x̄ is the sample mean [Bishop, 2006].
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Table 6.4: Final choice of normalized parameters included in the population,
originating from single value parameters.

Parameter Notation
Brake distance percentage dbrake
Coasting distance percentage dcoast
Economical driving distance percentage decon
Pedal driving distance percentage dpedal
pto distance percentage dpto
Cruise distance percentage dcruise
Drive distance percentage ddrive
Distance in top gear percentage dtop1
2nd highest gear distance percentage dtop2

Brake time percentage tbrake
Coasting time percentage tcoast
Economical driving time percentage tecon
Pedal driving time percentage tpedal
pto time percentage tpto
Cruise time percentage tcruise
Drive time percentage tdrive
Idle time percentage tidle
Time in top gear percentage ttop1

Coasting fuel percentage fcoast
Economical driving fuel percentage fecon
Pedal driving fuel percentage fpedal
pto fuel percentage fpto
Cruise fuel percentage fcruise
Drive fuel percentage fdrive
Idle fuel percentage fidle
Fuel in top gear percentage ftop1

Average fuel per kilometer ftotal



7
Differentiating usage

This chapter describes how properties explaining truck usage could be found using
dimensionality reduction techniques and how, based on these properties, clusters could
be discovered. The clusters are supposed to represent groups of trucks being used in the
same way.

7.1 Dimensionality reduction

To keep an open mind about what affects fuel consumption, as many as 43 pa-
rameters were chosen for further investigation, see Chapter 6. Since some of the
chosen parameters only differ in terms of units, such as the two parameters log-
ging the distance the truck has used cruise control (dcruise) and the time the truck
has used cruise control (tcruise), they are most likely correlated. Dimensionality
reduction is then used to find underlying structure in the data while at the same
time reduce dimensions. This can be seen as an alternative to comparing the end
result when different subsets of parameters believed to be influencing fuel con-
sumption have been chosen. The latter can lead to loss of useful information as
some parameters are excluded [Martinez and Martinez, 2005].

More precisely, finding underlying structures in the data means that new vari-
ables are constructed, which are functions of the original ones. In our case, these
new variables can be seen as properties describing truck usage. The new variables
can then be used to transform the original data by projecting the data onto the
new variables [Martinez and Martinez, 2005, James et al., 2013].

There are many approaches to dimensionality reduction. In this thesis, Principal
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Component Analysis (pca) and Factor Analysis (fa) are used to reduce the dimen-
sions while keeping as much information about the original variables as possible
[Martinez and Martinez, 2005].

This adresses the difficulty of the volume of the data. A first inspection of the data
is done to verify that the parameters are correlated to some extent and with this
motivate the dimensionality reduction. This is done by computing the sample
correlation matrix of the data

Σ =


ρ1,1 ρ1,2 · · · ρ1,j
ρ2,1 ρ2,2 · · · ρ2,j
...

...
. . .

...
ρi,1 ρi,2 · · · ρi,j

 . (7.1)

Two parameters xi and xj are correlated to some extent if ρij , 0 [De Veaux et al.,
2010].

Both pca and fa are compared regarding how well they can describe new proper-
ties functioning as a projection of the population on a lower dimensional space.
These properties span a reduced population working as the input to the cluster-
ing described in Section 7.2.

7.1.1 Principal Component Analysis

pca is a method used to reduce the dimension of a dataset from d to p dimensions,
where p < d, while at the same time capturing as much of the variations in the
original data as possible [Martinez and Martinez, 2005]. Furthermore, pca can
be defined as the orthogonal projection of the data onto a lower subspace, such
that the explained variance of the projection is maximized [Bishop, 2006]. The
subspace of the projected data then represents a new orthogonal set of variables
[James et al., 2013], principal components, which are linear combinations of the old
variables [Martinez and Martinez, 2005]. In our case, these principal components
can be seen as properties defining truck usage, which later on will be used to
model fuel consumption.

There are two approaches that can be used when performing pca; using the sam-
ple covariance matrix of the data or using the sample correlation matrix. In this
thesis the sample covariance matrix is used on centered data, a subtraction of
the mean of each sample. This is actually close to the sample correlation matrix
since the latter finds the covariance of standardized samples on both the mean
and standard deviation.

Consider a dataset

X =


x1,1 x1,2 · · · x1,d
x2,1 x2,2 · · · x2,d
...

...
. . .

...
xN,1 xN,2 · · · xN,d

 , (7.2)
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Algorithm 1 pca
1. Center the data around the mean by subtracting the sample mean

x̄i =
1
N

N∑
n=1

xn,i (7.3)

for each variable xi .

2. Compute the data covariance matrix

C =
1
N
XTc Xc (7.4)

where Xc is the centered data.

3. Find the eigenvalues of C and choose the p largest eigenvalues using a scree
plot and cumulative percentage of variance explained described in the fol-
lowing section. The corresponding eigenvectors, Ep, are the principal com-
ponents, the new variables, of the reduced dataset.

where xij denotes parameter j for truck i. The procedure used for pca, applied
to the dataset X in (7.2), is summarized in Algorithm 1, based on Martinez and
Martinez [2005], Marsland [2009] and Bishop [2006].

Evaluation of the number of principal components to keep

There are several approaches available for deciding how many principal compo-
nents to keep. Two of them used in this thesis are the graphical method using a
scree plot and the cumulative percentage of variance explained.

In a scree plot the eigenvalues of the principal components are plotted as a func-
tion of their indices, see Figure 7.1. To decide how many components to retain,
one looks for an “elbow” in the graph, i.e. the point after which the curve levels
off [Martinez and Martinez, 2005].

When using the cumulative percentage of variance explained the idea is to select the
p principal components contributing to a percentage of the total variation in the
data, according to

σ2
explained = 100

∑p
i=1 λi∑d
j=1 λj

, (7.5)

where λi denotes the eigenvalue of the i:th principal component. The percentage
chosen is typically between 70% and 90% [Jolliffe, 1986].

In the scree plot of the principal components, see Figure 7.1, one eigenvalue is
significantly larger than the remaining and at least three components seem to
have eigenvalues deviating from the rest. By investigating the explained variance
of the components, see Table 7.1, an additional component, giving four compo-
nents in total, seems appropriate as this would lead to a cumulative percentage
of variance explained of 78.2%. However, a cumulative percentage of variance
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Figure 7.1: Scree plot showing the size of the eigenvalue for each principal
component, which can be used to decide on how many components to in-
clude. One generally looks for an “elbow” in the plot, which here can be
seen around 4 and 10 components.

explained of up to 90% is generally a good rule of thumb but as this would mean
seven components would need to be included, four components seem more ap-
propriate since the explained variance is still quite high. One generally seeks to
be able to describe the population with as few components as possible. In the end
we want a sparse model so that it is easy to distinguish what role the different pa-
rameters have in each cluster.

An orthogonal projection of the data onto the principal components now gives the
low-dimensional subspace of the original data [Murphy, 2012]. This transformed
data is now to be used in the clustering, see Section 7.2.

Interpretation of the principal components

To be able to interpret the meaning of the components, a summary of which
parameters that affect each component the most can be seen in Table 7.2. Only
parameters having loadings greater than 0.3 are included in the table, to facilitate
the interpretation. From the size of the parameter loadings in each component, an
interpretation is made, which is of course subjective.

The first component, pc1, only contains parameters related to the use of pedal,
i.e. when the trucks have been driven with the accelerator, and the use of cruise
control. The parameters related to the usage of the pedal are also of opposite
sign relative the parameters connected to the usage of cruise control and the pa-
rameter dcruise has the largest loading. An interpretation is therefore that this
component represents how the truck is normally driven, i.e. how much cruise
control is used. Cruise control mode and the usage of the accelerator are natural
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Table 7.1: In the first column the variance contribution in percent of the
total variance for each principal component is presented while the second
column presents the cumulative percentage of variance explained for each
additional principal component.

Variance (%) Cumulative variance (%)
pc1 41.9 41.9
pc2 15.6 57.5
pc3 13.7 71.2
pc4 7.0 78.2
pc5 4.6 82.8
pc6 3.8 86.6
pc7 3.0 89.6
pc8 2.3 91.9
pc9 1.6 93.5
pc10 1.4 94.9

Table 7.2: A summary of the parameters being most important in each prin-
cipal component. The loading of the parameter in the principal component
decides how much it affects the component. Parameters with loadings larger
than 0.3 are included in the table.
pc1 Parameter Loading pc2 Parameter Loading

dpedal -0.3722 ftop1 0.3168
dcruise 0.5028 ttop1 0.3509
fcruise 0.4731 gcw4 0.3907
tcruise 0.3549 gcw5 0.3008
fpedal -0.3348

pc3 Parameter Loading pc4 Parameter Loading
gcw4 -0.5592 gcw4 0.3983
gcw6 0.6189 gcw5 -0.8034

pc5 Parameter Loading pc6 Parameter Loading
tdrive -0.315 gcw6 -0.4852
dtop1 0.3119 gcw7 0.5251
top6 0.4073 top6 -0.3013

pc7 Parameter Loading pc8 Parameter Loading

gcw3 0.6635 dtop1 0.3699
gcw6 -0.3434 gcw3 0.4879

top6 -0.4321
pc9 Parameter Loading pc10 Parameter Loading

dpedal -0.3112 decon 0.344
dcruise -0.3975 ftop1 -0.3382
fpedal -0.3087 ftotal 0.3417

gcw7 -0.4095
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opposites, as the sign of the loadings indicates.

With four loadings with the same sign and of approximately the same size, the
second component, pc2, is not as straightforward to interpret as the first one. It
contains two parameters related to the usage of top gear and the remaining two
are weight classes representing trucks having a gross combination weight of 28 to
40 tonnes. An interpretation is that the top gear is mainly used for these weight
classes.

The third and fourth components, pc3 and pc4, are of similar character, both
having two weight class parameters as the most important ones. This is probably
a result of high variance in these parameters, making them important to describe
the total variance of the population.

The rest of the components are not given any interpretation as the previous argu-
mentation regarding the scree plot and explained variance indicates they should
not be included. An overall observation, however, is that the weight class parame-
ter gcw4 appears in several components (pc2, pc3 and pc4) which indicates that
it is important. The total distance spent in this weight class seem to vary a lot
between the trucks. The weight class also seem to have a relationship with some
other parameters, as seen in pc2.

7.1.2 Factor Analysis

fa aims to explain the data consisting of d variables with p number of uncorre-
lated factors, where p < d, originating from some underlying structure that is not
directly known [Marsland, 2009]. The original variables can then be expressed as
a linear combination of the underlying factors fi [Martinez and Martinez, 2005]
according to


x1
x2
...
xd

︸︷︷︸
=X

=


a1,1 a1,2 · · · a1,p
a2,1 a2,2 · · · a2,p
...

...
. . .

...
ad,1 ad,2 · · · ad,p

︸                       ︷︷                       ︸
=A


f1
f2
...
fp

︸︷︷︸
=F

+


ε1
ε2
...
εd

︸︷︷︸
=ε

(7.6)

where a1,1, . . . , ad,p are called the factor loadings and εi are error terms [Martinez
and Martinez, 2005, Hastie et al., 2008]. The error terms εi are assumed to be
uncorrelated with each other and have zero mean [Martinez and Martinez, 2005].
The factor loadings are used to interpret the factors [Hastie et al., 2008]. In our
case the factors are used to translate the parameter variations into truck usage.
The idea is that there are several truck usages hidden in the data and that truck
usage can be defined by more than one parameter. By identifying these patterns
it can be easier to understand how different truck usages affect fuel consumption.

The factor loadings for a dataset as in (7.2) can be found in a similar way to the
procedure used to find the principal components. The procedure is summarized
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in Algorithm 2, based on Marsland [2009] and Murphy [2012].

Algorithm 2 fa
1. Center the data around the mean by subtracting the sample mean accord-

ing to (7.3) for each variable xi .

2. Assume the model
Xc = AF + ε (7.7)

with

A =


a1,1 a1,2 · · · a1,d
a2,1 a2,2 · · · a2,d
...

...
. . .

...
ap,1 ap,2 · · · ap,d


containing the factor loadings ai,j , F the factors fi and Xc the centered data.
The factors and error terms are assumed to be independent.

3. The data covariance matrix is then on the form
C = AAT + Ψ (7.8)

where Ψ is a diagonal matrix with the variance of ε in its diagonal elements.

4. Estimate A and Ψ with Maximum Likelihood using an Expectation Maxi-
mization (em) algorithm. For further reading, see e.g. Murphy [2012].

To make the factors more interpretable, A is often rotated using some rotational
method [Murphy, 2012]. One popular method is varimax [Murphy, 2012], which
optimizes a criterion based on the variance of the loadings and gives orthogonal
factors [Martinez and Martinez, 2005]. This is the rotational method used in this
thesis.

After having found the factors using Algorithm 2 and varimax rotation, some
kind of evaluation criteria have to be used to decide on how many factors to keep.
Since four principal components seems to be a good choice above, this is used
as an initial guess. The factors are then evaluated based on how interpretable
they are, i.e. what kind of parameters they included and how large the loadings
from each parameter are. The size of the loadings reflects how important the
parameters are for each factor. A summary of how these four factors turned out
can be seen in Table 7.3. When interpreting the factors, a common rule of thumb
is to use a cutoff value of 0.3 to 0.4 to decide if a parameter has significant effect
on each factor [Schmitt and Sass, 2011]. Only the factor loadings with a cutoff
value larger than 0.3 are therefore shown.

Up to ten factors are considered, but since the factors are difficult to interpret
and the interpretation process is very time consuming, four factors are chosen
to be sufficient. When allowing more factors, the factors appearing when using
a small number of factors appear again, but their loadings are slightly changed.
fa does not yield any information regarding how well the factors represent the
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population in terms of explained variance.

Table 7.3: A summary of the most important parameters in each factor. The
loading of the parameter in the factor decides how much it affects the factor.

Factor1 Parameter Loading Factor2 Parameter Loading
top5 -0.9862 tecon 0.9683
top6 0.9786 tdrive 0.9441
top7 0.9128 ftop1 0.8199
top8 0.8322

Factor3 Parameter Loading Factor4 Parameter Loading
dpedal 0.9069 dtop2 0.5094
dcruise -0.8992 ftop1 -0.4872
fpedal 0.8776 dtop1 -0.4300
fcruise -0.8747 tcoast 0.4270
tpedal 0.8733
tcruise -0.8377

Interpretation of the factors

An attempt to an interpretation of the factors in Table 7.3 is made, which is, as the
interpretation of the principal components, subjective, but can be used to better
understand the meaning of the factors.

A first interesting observation is that the third factor, Factor3, is similar to the
first principal component, pc1, explaining most of the variance in pca. Parame-
ters related to the use of the accelerator and cruise control are included and the
parameters related to cruise control are of opposite sign relative the ones con-
nected to the use of the accelerator.

The first factor, Factor1, only contains topography parameters logging distance
in the interval −1% to 10% road slope.

The second factor, Factor2, contains the parameter tecon related to the usage of
economy mode on the gearbox, which means that the automated gearbox prior-
itizes fuel economy, and another parameter related to the usage of the top gear.
The last parameter included has logged when the truck has been in drive mode,
i.e. not idling. An interpretation of this factor could be that economy mode and
the highest gear are used frequently when driving.

Finally, the last factor, Factor4, contains parameters connected to the use of the
two top gears and if the truck has coasted. The sign of the usage of the second
highest gear and the parameter indicating coasting are of opposite sign relative
the ones connected to the usage of the highest gear.
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7.1.3 Differences between PCA and FA

The major difference between pca and fa is that the latter is based on a model,
which is not the case for pca. This leads to the two techniques also being com-
puted in two very different ways. For pca, the loadings are a result of computa-
tions whereas for fa, the loadings need to be estimated and afterwards rotated to
give interpretable results [Trendafilov et al., 2013]. This leads to fa, in contrast
to pca, not having a unique solution [Martinez and Martinez, 2005].

The two methods both try to represent the data from the covariance (or correla-
tion) matrix, but they focus on different parts of it [Jolliffe, 1986]. pca focuses
on the diagonal elements of the matrix whereas fa focuses on the off-diagonal
elements. One can describe it as pca is variance orientated whereas fa is covari-
ance orientated [Lawley and Maxwell, 1963]. This can also give the two methods
different results when it comes to their capability of reducing the dimensions of
the dataset. If the original variables are nearly independent there will be a prin-
cipal component corresponding to each one of the variables. In fa, a factor must
contribute to at least two variables and thus a factor for each variable cannot be
found as for pca. However, since the aim is to use the components and factors to
explain new properties from truck usage parameters, it is not interesting here to
have only one variable per property.

Another difference is that when changing the dimensionality of the model in fa
the solution, i.e. the loadings, does not need to stay the same [Martinez and Mar-
tinez, 2005, Jolliffe, 1986]. When an additional component is added in pca the
original components are still unaffected. In fa some will typically still be sim-
ilar if the model is appropriate, but they do not need to stay the same [Jolliffe,
1986]. This phenomenon was seen when some factors seemed to move around as
the dimensionality was chosen differently. However some factors such as Factor3
always seemed to appear.

Since the loadings found using fa were significantly larger than the ones found
for pca, the interpretation of the factors of the former were more straightfor-
ward. However, the choice of how many factors to retain for fa is more compli-
cated due to the fact that the loadings and found factors differ depending on the
chosen dimensionality.

Furthermore, it is interesting that Factor3 and pc1 are very similar in terms of the
most important parameters included in them. This underlines the fact that this
factor best describes the variation in the data.

7.2 Clustering

Clustering is a collection of techniques that have the objective of grouping data
into several homogeneous groups, clusters, in applications where partitioning of
data is needed or so that a studied phenomenon is easier to understand and inter-
pret [Bouveyron and Brunet-Saumard, 2012]. Clustering is performed to find out
if there are certain trucks being used in a similar way. The idea is that trucks used
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in the same way based on the properties describing truck usage, found from the
dimensionality reduction described in Section 7.1, then will belong to the same
cluster. Having grouped the trucks in this way, finding out what affects fuel con-
sumption and how it varies depending on how the trucks have been used can be
found.

Furthermore, clustering is an unsupervised learning method which means that,
in contrast to supervised learning methods, the clusters can be formed from the
data without any knowledge about the correct output [Marsland, 2009]. Various
algorithms for clustering are available and which one to choose depends on what
kind of data the clustering is to be performed on. In this thesis, the difficulty
of the variety of the data is addressed through clustering by using the two algo-
rithms k-means Clustering and Hierarhical Clustering. For these two algorithms
the idea is to form clusters based on some dissimilarity measure.

7.2.1 Dissimilarity measures

To form clusters one has to decide on a dissimilarity measure, i.e. how the ob-
servations should be compared. Two common measures are the squared Euclidean
distance, ∆(1)

j (xij , xi′ j ), and the city block distance, ∆(2)
j (xij , xi′ j ), given by

∆
(1)
j (xij , xi′ j ) = (xij − xi′ j )2 (7.9)

∆
(2)
j (xij , xi′ j ) = |xij − xi′ j | (7.10)

where ∆j is the dissimilarity between trucks i and i′ for parameter j from which
a dissimilarity matrix

D =


d1,1 d1,2 · · · d1,N
d2,1 d2,2 · · · d2,N
...

...
. . .

...
dN,1 dN,2 · · · dN,N

 (7.11)

can be formed [Murphy, 2012]. di,i′ are calculated from the dissimilarity mea-
sures as

di,i′ =
p∑
j=1

∆j (xij , xi′ j ), (7.12)

leading to the diagonal elements, di,i , being zero and di,i′ ≥ 0

According to Marsland [2009] the most commonly used dissimilarity measure for

the k-means algorithm is the squared Euclidean distance, ∆(1)
j , and this is there-

fore the choice of dissimilarity measure in this thesis. To be able to compare the
results from k-means and Hierarchical Clustering, the same dissimilarity mea-
sure is used for Hierarchical Clustering.
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7.2.2 k -means Clustering

The k-means algorithm determines the clusters by considering how close a data
point is to the center of a cluster, based on some dissimilarity measure. Therefore,
this method is best suited when the variables are of the quantitative type [Hastie
et al., 2008] and do not contain outliers as this would make the algorithm non-
robust [Bishop, 2006]. These prerequisites are fulfilled with the used truck data
as all of the parameters are of the quantitative type and in the pre-processing of
the data, described in Chapter 6, outliers were removed.

The number of clusters, k, needs to be specified beforehand together with initial
starting values for the center of each cluster. A data point belongs to the cluster it
is closest to, with respect to the center of the cluster. The algorithm is an iterative
optimization procedure where the center of each cluster is changing depending
on the minimal squared Euclidean distance between a point in the cluster and its
center. [Bishop, 2006]

A summary of the used k-means procedure can be seen in Algorithm 3, based on
Murphy [2012].

Algorithm 3 k-means Clustering
1. Choose the number of clusters k.
2. Initialize the cluster centroids, the mean of the clusters, to µk = µk,init .
3. Assign each data point to its closest cluster centroid so that the Euclidean

distance (7.9) between the data point xi and the mean µk is minimized ac-
cording to

zi = arg mink |xi − µk |
2 (7.13)

where zi is the cluster xi belongs to.
4. Update the cluster centroids by computing the mean of all points assigned

to it

µk =
1
Nk

Nk∑
i

xi (7.14)

where k = zi and Nk the number of data points in cluster k.
5. Repeat 3-4 until converged.

As input to the clustering is both the pca reduced population and the fa reduced
population. Since the two populations themselves do not have any clear classifica-
tion that can indicate the number of clusters to use, different numbers of clusters
are considered and evaluated. A graphical method available for cluster evaluation
is parallel coordinate plots, see Figure 7.2. The parallel coordinate plots should
look different with regard to the value spread on the vertical axis for each factor or
principal component, for a specific number of clusters. If not, this indicates that
a lower number of clusters might be a better choice. By studying the parallel coor-
dinate plots for all clusters, having initialized the clustering with a certain k, the
dissimilarity between the clusters can be compared. If distinctions between the
clusters are not obvious from the parallel coordinate plots, some of the clusters
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are considered redundant and can therefore be removed. How well the clusters
are separated by the components or factors is also analyzed from scatter plot ma-
trices of the components or factors plotted against each other. If obvious clusters
are seen in these plots, the clustering is successful.

PCA reduced population

Six clusters are stated to be the best choice for the pca reduced population as the
clusters are reasonably different, see Figure 7.2. A scatter plot of the principal
components where each cluster has an individual color, can be seen in Figure 7.3.
Here the first component seems to separate the clusters well from each other.

Moreover, the parallel coordinate plot in Figure 7.2 also hints about the variance
explained by each component. The first principal component has a wider span of
values for all trucks than the other components, which underlines the fact that it
explains 41.9% of the variance of the data, as seen in Table 7.1.

From the parallel coordinate plots and the scatter plot matrices interpretations of
the clusters are made. This is done both when four principal components and six
clusters are used and when four factors and four clusters are used. By comparing
the sign of the principal component or factor for each cluster seen in the parallel
coordinate plot, with the sign of the loadings for these principal components or
factors in Table 7.3 and Table 7.2, an interpretation of what defines the clusters
is made. Both alternatives have clusters mainly distinguishable from the use of
pedal and cruise control, i.e. Factor3 and pc1.

The signs of the principal components for each cluster in Figure 7.2 are summa-
rized in Table 7.4. The comparison gives the interpretation given in Table 7.5. If
the sign of a principal component and the sign of a parameter loading is posi-
tive when multiplied, this parameter is interpreted as describing that cluster. If
the sign of the principal component is both positive and negative in the paral-
lel coordinate plot, no conclusions can be drawn about that component and its
influencing parameters. pc2 is difficult to interpret since its loadings are differ-
ent from the other principal components. Its loadings are all rather small and of
the same sign, which makes them difficult to interpret when the principal com-
ponent has a negative sign in the clustering. Therefore the interpretation of this
principal component is tentative.

FA reduced population

When having implemented Algorithm 3 on the population reduced with k-means
Clustering using four factors the parallel coordinate plots, see Figure 7.4, do not
directly hint about the clusters being distinguishable from each other. Therefore,
both initializing the algorithm with fewer clusters and changing the number of
components are tested. Figure 7.4 and Figure 7.5 show the result with four clus-
ters and four factors, and four clusters and ten factors respectively. Including
more factors does not seem to make the clusters easier to interpret, but Figures
7.6 and 7.7 suggest that four clusters is a better choice than six. With four clusters
both Factor3 and Factor4 seem to separate the clusters. By looking at the scatter



7.2 Clustering 67

Table 7.4: The sign of each principal component in the six clusters when
using k-means. If the cluster contained trucks taking both positive and neg-
ative values for this component this was indicated with +/–.

pc1 pc2 pc3 pc4

Cluster 1 – + +/– +/–
Cluster 2 – +/– + +/–
Cluster 3 + – + +/–
Cluster 4 + +/– +/– +/–
Cluster 5 +/– +/– – +/–
Cluster 6 – – +/– +/–

plot matrix in Figure 7.7 the clusters seem separable at least for Factor3.

A similar interpretation is made using the signs of the parallel coordinate plot in
Figure 7.4 together with the signs of the loadings in Table 7.3. The result of the
interpretation can be seen in Table 7.6. No conclusions can be drawn from the
first two factors since they look the same for all clusters.

7.2.3 Hierarchical Clustering

In Hierarchical Clustering a nested tree of clusters is created [Murphy, 2012].
At each level of the tree clusters are merged to create clusters on the next level,
resulting in one observation in each cluster on the lowest level and one cluster
for all data on the highest level [Hastie et al., 2008].

There are two ways of performing Hierarchical Clustering: bottom-up, agglom-
erative clustering and top-down, divisive clustering. The agglomerative approach
starts at the bottom and groups the observations so that a higher level contains
one less cluster in contrast to the divisive approach which instead starts at the
top and splits the clusters at lower levels so that lower levels contain less clusters.
[Murphy, 2012, Hastie et al., 2008]

As input to both agglomerative and divisive clustering is a dissimilarity matrix
based on some dissimilarity measure [Murphy, 2012]. Agglomerative clustering
is the approach which has been studied the most [Hastie et al., 2008] and is there-
fore the choice for this thesis.

The clusters can be visualized in a binary tree, a dendrogram, see Figure 7.8. The
nodes of the tree represent clusters and the root node the complete dataset. Each
level in the tree is therefore a possible choice of as many clusters as there are verti-
cal lines on that level. The horizontal axis represents the number of observations
in each cluster in the leaf nodes and the vertical axis represents the dissimilarity
between the clusters on a given level. [Murphy, 2012, Hastie et al., 2008]

For agglomerative clustering, see Algorithm 4, merging of clusters can be done
in three different ways: using single linkage, complete linkage or average linkage.
These are all measures for dissimilarity between the two merged clusters. Single
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Figure 7.2: Parallel coordinate plot of the population reduced with four
principal components and clustered with the k-means algorithm. Each line
in the plot represents a truck and the horizontal axis holds the four principal
components, so that the vertical axis indicates how much of each principal
component is affecting each truck.

Table 7.5: Interpretation of the six clusters found using k-means on the pop-
ulation reduced with four principal components.

Interpretation

Cluster 1
For these trucks the pedal has been used a lot
and the trucks seem to have been driven in
the top gear and heavily loaded.

Cluster 2 For these trucks the pedal has been used a lot
and the trucks have been very heavily loaded.

Cluster 3
For these trucks the cruise control has been
used a lot, but no conclusions can be drawn
about the weight.

Cluster 4
For these trucks the cruise control has been
used a lot, but no conclusions can be drawn
about the weight.

Cluster 5
No conclusions can be drawn about the usage
of pedal or cruise control, but the trucks seem
to be less heavy than in e.g. Cluster 2.

Cluster 6
For these trucks the pedal has been used a lot,
but no conclusions can be drawn about the
weight.
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Figure 7.3: Scatter matrix of the population reduced with four principal
components and clustered with the k-means algorithm using 6 clusters. Each
dot represents an observation and the color separates the clusters from each
other. Each component is plotted against all other components. On the first
row and column separable clusters can be seen.

Table 7.6: Interpretation of the four clusters found using k-means on the
population reduced with four factors.

Interpretation

Cluster 1
No conclusions can be drawn regarding use
of pedal and cruise control but it seems as the
trucks have been driven on the top gear a lot.

Cluster 2
Here cruise control has been used more than
pedal driving and nothing can be said about
the usage of gears.

Cluster 3
Here the pedal has been used more than
cruise control and the trucks have been
driven on the top gear a lot.

Cluster 4
No conclusions can be drawn regarding use
of pedal and cruise control and nothing can
be said about the usage of gears.
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Figure 7.4: Parallel coordinate plot of the population reduced with four fac-
tors and clustered with the k-means algorithm. The lines in the plot repre-
sent trucks and the horizontal axis holds the four factors, so that the vertical
axis indicates how much of each factor is affecting each truck.
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Figure 7.5: Parallel coordinate plot of the population reduced with ten fac-
tors and clustered with the k-means algorithm. The lines in the plot repre-
sent trucks and the horizontal axis holds the four factors, so that the vertical
axis indicates how much of each factor is affecting each truck.
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linkage measures the distance between the two closest members of the clusters
whereas complete linkage measures the distance between the two members being
the furthest away from each other. Average linkage measures the average distance
between all pairs in the clusters. [Murphy, 2012]

Algorithm 4 Agglomerative Hierarchical Clustering
1. Initialize as many clusters Ci = {i} as there are data points i = 1 . . . n.
2. Pick the two most similar clusters

(j, k) = arg minj,k∈Sdj,k (7.15)
3. Create new cluster

Cl = Cj ∪ Ck (7.16)
and mark j and k as unavailable for merging.

4. Update dissimilarity matrix d(i, l)
5. Repeat 2 - 4 until no more clusters are available for merging.

Agglomerative clustering with complete and average linkage is tested, using squar-
ed Euclidean distance as dissimilarity measure. The number of clusters used are
evaluated using a dendrogram plot, comparing up to thirty clusters.

In Figure 7.8 the dendrogram formed using average linkage on the population
reduced with pca is shown. The horizontal axis represents 30 clusters, num-
bered from 1 to 30. The vertical line connecting leaves 26 and 27 is the longest
in the tree and indicates a strong dissimilarity between the two clusters joined.
By counting the lines aggregating into the nodes closest to the level where this
longest line ends, four clusters is suggested to be a good choice.

The same reasoning as above can for the the dendrogram formed using complete
linkage on the population reduced with pca, see Figure 7.9, lead to the conclu-
sion that either four or two clusters is a good choice. Since there are several lines
of equal length, a definite choice cannot be made.

For the population reduced with fa using average linkage, see Figure 7.10, a
conclusion about the number of clusters to use is again difficult to draw as there
are several long vertical lines. However, when using complete linkage, see Figure
7.11, the two vertical lines to the left, ranging from 10 to 18 on the vertical axis
can easily be stated as the longest. Four clusters therefore seems to be an adequate
choice.

The results for the choice of four clusters using average linkage on the pca re-
duced population and four clusters using complete linkage on the fa reduced
population is now explored further using scatter plot matrices of the components
and factors respectively. The population reduced with pca, see Figure 7.12 shows
an interesting result were one cluster only contains one truck.

Since the choice of clusters is insure when using Hierarchical Clustering, further
interpretation of these clusters is not made.
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Figure 7.7: Scatter matrix of the population reduced with four factors and
clustered with the k-means algorithm. Each point represents one observation
and the color separates the clusters from each other. Each component is
plotted against all other components. On the first row and column separable
clusters can be seen.
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7.2.4 Comparison of k -means and Hierarchical Clustering

One of the largest differences between k-means and Hierarchical Clustering is
that k-means requires an initialization of the cluster centroids. The algorithm
used in MATLAB did a first randomized guess of the cluster centers which there-
fore led to a slightly changing result between different runs, producing somewhat
unstable results.

A comparison of the clusters found with k-means and MATLAB can be seen in
Table 7.7. Here the percentage of the trucks in the clusters found with Hierarchi-
cal Clustering which also exist in the clusters found with Hierarchical Cluster-
ing are compared. A great part of the trucks in cluster 2, 3, 4 and 5 found with
k-means seems to exist also in the second cluster found with Hierarchical Clus-
tering, whereas cluster 6 found with k-means is very similar to the third cluster
found with Hierarchical Clustering. A great part of the trucks in the first clus-
ter found with k-means also exists in the fourth cluster found with Hierarchical
Clustering. Altogether this indicates that the clusters found with k-means and
Hierarchical Clustering are quite similar. Since fewer clusters were used for the
hierarchical implementation, some of the k-means clusters are actually grouped
together.

Table 7.7: The percentages of the k-means clusters that also exist in hierar-
chical clusters.

(%) Hier 1 Hier 2 Hier 3 Hier 4
k-means 1 0 4.28 7.24 88.5
k-means 2 0 73.4 2.63 24.0
k-means 3 0.03 86.8 12.9 0
k-means 4 0 100 0 0
k-means 5 0 97.6 0 2.39
k-means 6 0 19.1 71.3 9.69



8
Model estimation

In this chapter the clusters are explored further to find out more about what affects fuel
consumption for the trucks of interest. This is initially done by using a simple Least
Squares method. The result from Least Squares is then compared to the outcome from
using shrinkage methods such as the Lasso and Elastic Net.

The goal is to find out what affects fuel consumption for the clusters of simi-
lar trucks found in Chapter 7. Due to time restrictions, only the the six clusters
found with k-means Clustering reduced to four dimensions with pca are used,
see Section 7.2.2. The results from the Hierarchical Clustering and the k-means
Clustering reduced with fa are not evaluated further.

This analysis is done by estimating a regression model [Hastie et al., 2008, James
et al., 2013] of fuel consumption, y, on the form

y = Xβ + ε, (8.1)

where X is an N× p matrix containing an intercept and the regressors believed to
influence fuel consumption, y an N -dimensional vector of the fuel consumption
and β a p-dimensional vector of the coefficients. Here, p is the number of re-
gressors believed to explain fuel consumption and N the number of trucks. The
coefficients β can give information about how much and if a regressor influences
the fuel consumption. The error term ε is a N × 1-vector independent of X. The
elements of ε are assumed to be uncorrelated and identically distributed.

Common model estimation methods are the least squares method, ls, principal
component regression, pcr, and shrinkage methods. pcr is simply lswith princi-
pal components as regressors instead of the original variables [Montgomery et al.,

77
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2006]. Shrinkage, also known as regularization, shrinks the estimated coefficients
towards zero which has the effect of reducing variance [James et al., 2013]. Com-
mon shrinkage methods are the Lasso, Ridge Regression and Elastic Net. The
Lasso does a kind of variable selection, similarly to pcr, by estimating some of
the coefficients to exactly zero. Variable selection can thus remove some of the ir-
relevant variables from our regression model. Ridge Regression shrinks all of the
the coefficient estimates. Elastic Net is a combination of both Lasso and Ridge
Regression and is therefore able to produce both smaller coefficients and vari-
able selection. Since for this thesis it is interesting to find a parsimonious model,
Ridge Regression is left out as it does not lead to a sparse solution. This prop-
erty will however be covered by Elastic Net as it can include Ridge Regression
depending on the choice of tuning parameters.

Initially one of the simplest of the earlier mentioned estimation methods, pcr,
is used on all six clusters. Here a model of fuel consumption, y, is found for
each of the clusters using the principal components, representing truck usage,
as input. More about this in Section 8.2. To see how the shrinkage methods han-
dle the problem, a comparison of Lasso and Elastic Net is done for one of the
clusters. Here the non-reduced population containing the original 43 variables,
together with trucks from this particular cluster is used. The idea is that the two
shrinkage methods will perform the variable selection pca previously did, see
Section 8.3. The remaining variables indicate what affects fuel consumption. At
the end, a comparison of the performance of all methods is made.

8.1 Possible problems

A problem that might occur is multicollinearity, which means that there is a near-
linear dependence among the regressors. This can result in too large ls coefficient
estimates, β̂i , in absolute value and a large variance between the regressors [Mont-
gomery et al., 2006]. Furthermore, multicollinearity makes the individual roles
of the regressors in the model harder to interpret. Since some of the parameters
included are basically the same parameter but logged in different units, such as
how much the pedal has been used in both time and distance, it is likely that they
are also linearly dependent. However, a benefit when using pcr is that the regres-
sors, the principal components, then are orthogonal, thus linearly independent,
and multicollinearity can be avoided [Montgomery et al., 2006].

When using the non-orthogonal original variables as input, Ridge Regression is
probably a better choice than ordinary ls since it handles multicollinearity. In
Ridge Regression some bias is introduced in the estimators, with the shrinkage
parameter, which can lead to a smaller variance. If there is multicollinearity in
the variables Elastic Net will most likely have a larger part of Ridge Regression
(α closer to one, see (8.16)) to compensate for this.
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8.2 Principal Component Regression

pcr is very similar to ls, the main difference is that the principal components
(found using pca, see Section 7.1.1) are used as regressors in the model. The
coefficients β are selected such that the Residual Sum of Squares (rss),

RSS(β) = (y − Xβ)T (y − Xβ) (8.2)

is minimized. Here X is a N × p matrix of the p principal components.

In our case there are four principal components and around 200 to 300 trucks in
each cluster. Since the number of trucks N is larger than p, the minimal solution
to (8.2) can then be found by differentiating with respect to β, giving the unique
solution

β̂ = (XTX)−1XT y (8.3)

where β̂ denotes the estimated coefficients [Hastie et al., 2008].

The result of the modeling using pcr can be seen in Appendix A. Before starting
to interpret the models it is important to take a look at the residuals [Hair, Jr.
et al., 2006] to assure the previously stated model assumptions hold. Since we
want to use statistical tests such as the F-test to evaluate our model we also need
normally distributed error terms. In total three assumptions need to be fulfilled:

1. Constant variance of the error terms

2. Independence of the error terms

3. Normally distributed error terms

8.2.1 Validation of model assumptions

Constant variance or homoscedasticity can be identified by plotting the residuals
against the predicted output, see Figure 8.1, and examining the pattern shown. If
the pattern of the plot is triangular shaped (increasing or decreasing variance) the
error terms are heteroscedastic. If the plot looks like an evenly distributed cloud
the error terms can be concluded to have a constant variance. This seems to be
the case for all six clusters.

By studying the lag plots of each cluster in Figure 8.2 conclusions can be drawn
about independence. In the lag plots each error term εi is plotted against the
previous error term εi−1 and if any patterns are seen this indicates that the error
terms are correlated. The lag plots seems to show randomly distributed clouds
for all clusters and the independence assumption therefore holds.

Figure 8.3 shows Quantile-Quantile plots (Q-Q-plots) of the six clusters. A Q-Q-
plot compares two probability distributions by plotting their quantiles against
each other. The Q-Q-plots in Figure 8.3 have the residual sample quantiles on
the vertical axis and a standard normal distribution on the horizontal axis. The
data is normally distributed if it follows the dashed line. Cluster 1, 2 and 6 have
obvious normally distributed residuals. Clusters 3, 4 and 5 have heavy tails indi-
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cating they are t-distributed. However, according to the Central Limit Theorem
(clt) these residuals will be approximately normal since the error terms are in-
dependent and uniformly distributed.
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Figure 8.1: This plot shows the residuals against predicted values using pcr
for the six clusters.
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Figure 8.2: In the lag plots each error term εi is plotted against the previous
error term εi−1 to indicate correlation between error terms.

Overall the three model assumptions (constant variance, independence and nor-
mal distribution of error terms) can be stated to hold for all six clusters. This
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Figure 8.3: Q-Q plots of the residuals for the six clusters. Cluster 1, 2 and 6
have normal distributed residuals. Cluster 3, 4 and 5 have heavy tails.

means that the clusters can be evaluated further using statistical quantities.

8.2.2 Inference

The first step is to decide whether there is a relationship between the response
variable fuel consumption and the regressors, i.e. the principal components. This
is done using a hypothesis test

H0 : There is no relationship between y and X, β1 = β2 = · · · = βk = 0,

HA : At least one of the input variables in X has a relationship with y, βi , 0,
(8.4)

where H0 is the null hypothesis. The test is done using the F-statistic [Mont-
gomery et al., 2006, James et al., 2013] defined as

F =
SSR/p

SSRes/(n − p − 1)
(8.5)

where SSR denotes the sum of squares due to regression, according to

SSR = β̂TXT y −
(
∑n
i=1 yi)

2

n
(8.6)

and SSRes the residual sum of squares, according to

SSRes = yT y − β̂TXT y. (8.7)

The numerator of the F-statistic, see (8.5), represents the variance explained by
the regression model and the denominator the unexplained variance. If the ratio
of the explained variance to the unexplained variance is high one can conclude
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that there is some relationship between the fuel consumption and the principal
components. On the other hand, a value of the F-statistic that is close to 1 means
that the size of the unexplained variance is very close to the size of the explained
variance. The null hypothesis can then not be rejected, hence a relationship be-
tween fuel consumption and the principal components cannot be concluded.

The values of the F-statistic for the six clusters are summarized in Table 8.1. The
size of the F-statistic indicates all six clusters have at least one principal com-
ponent related to fuel consumption. It is now of interest to investigate whether

Table 8.1: Table showing the value of the F-statistics for the regression mod-
els using pcr for the six clusters.

Cluster 1 2 3 4 5 6
F-value 57.9 29.3 18.6 32.2 42.9 51.4

the regressors are statistically significant, i.e. which principal components that
can be used to explain the fuel consumption in each cluster. This is once again
done using a hypothesis test, but now one test is stated for each regressor and the
t-statistics is used to decide whether to reject the null hypothesis or not.

The hypothesis test is now formed as follows

H0 : The estimated coefficient is zero, β̂i = 0,

HA : The estimated coefficient is nonzero, β̂i , 0,
(8.8)

where H0 is the null hypothesis. If the estimated coefficient is zero, the regressor
is not statistically significant.

To be able to reject the null hypothesis, one needs to assure β̂i is sufficiently far
from zero. This is done by first deciding on at what level of significance we want
to reject the null hypothesis. A value of 0.05 (5%), which is a typical value, is
chosen. The t-statistics is calculated as follows

tβ̂i =
β̂i

SE(β̂i)
(8.9)

where the standard error for the coefficient β̂i is defined as

SE(β̂i) =
√
σ̂2Cii (8.10)

where Cii is the the diagonal element of (XTX)−1 corresponding to β̂i .

The associated p-value is the probability that we can observe a result as extreme
or more extreme by chance, given that the null hypothesis is true. The larger the
p-value is the more likely it is that what we observe is given by chance. The p-
value is typically given from tables but can also be calculated with e.g. MATLAB
as in this case. To be able to reject the null hypothesis, this p-value now has to
be smaller or equal to 0.05. A small p-value is typically associated with a large t-
statistics. Thus, a small standard error compared to the coefficient estimate gives
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a larger t-statistics and also a small p-value.

The regressors with a large t-statistics and a p-value smaller than 0.05 are marked
in bold in Table A.1 and Table A.2. A summary of the estimated coefficients that
are statistically significant can be seen in Table 8.2.

Table 8.2: Table showing estimated coeffcients that are statistically signifi-
cant for the six clusters.

β̂0 β̂1 β̂2 β̂3 β̂4

Cluster 1 X X X
Cluster 2 X X X
Cluster 3 X X X X
Cluster 4 X X X X
Cluster 5 X X X
Cluster 6 X X X X

Three of the clusters have one estimated coefficient that is not statistically signif-
icant and the remaining have two estimated coefficients that are not statistically
significant. This means that it is not possible to interpret these coefficients since
it cannot be concluded that these coefficients are neither zero nor not zero. This
is of course problematic when the objective is to analyze the influence on fuel
consumption from the principal components.

To further assess the performance of the models, the measures R2 and adjusted
R2 are of interest. For linear models, they both indicate how well the data fits
the model, i.e. the proportion of variance the model explains. They are defined
according to

R2 = 1 −
∑
i(ŷi − yi)2∑
i(yi − µi)2 (8.11)

adjusted R2 = 1 −
∑
i(ŷi − yi)2/dfe∑
i(yi − µi)2/dft

(8.12)

where dft = n − 1 are the degrees of freedom of the estimate of the population
variance of the dependent variable, dfe = n − p − 1 the degrees of freedom of the
estimate of the underlying population error variance and µi is the output mean.
A larger value of the two coefficients is preferable. The R2 and the adjustedR2

for the clusters are all in the range of 0.166 and 0.436 which indicates that the
explained variance of the models is low.

Overall the size of the statistically significant coefficients does not vary a lot in
each cluster. Taking Cluster 2 as an example from Table A.1, β̂2 is the largest
coefficient and it is approximately twice as large as the two other statistically sig-
nificant coefficients β̂1 and β̂4. This would then indicate that for this particular
cluster pc2 is most important for fuel consumption. However, due to the fact
that there are so many statistically insignificant coefficients, the overall perfor-
mance of this model is hard to evaluate. An interesting approach is therefore to
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use shrinkage methods to solve the same problem. More about this in the next
section.

8.3 Shrinkage methods

Used as input to this section are the trucks included in Cluster 1, found with
k-means clustering on the pca reduced population. However, the non-reduced
data is used for these trucks. The idea is to evaluate the performance of shrinkage
methods compared to pcr and it is therefore considered sufficient to only look at
one of the clusters.

In contrast to pcr, the non-orthogonal original variables are used as regressors
for the shrinkage methods. This results in a method replacing both the previ-
ously used dimensionality reduction and the modeling used to extract informa-
tion about what affects fuel consumption for our clusters of trucks. The shrinkage
methods Ridge Regression, the Lasso and Elastic Net have an additional penalty
in the rss compared to the rss used for both ls and pcr (compare (8.13), (8.15)
and (8.16) to (8.2)). There are however some differences between the three men-
tioned shrinkage methods.

Ridge Regression penalizes the size of the coefficients β with an L2 penalty. The
coefficients are estimated, in analogy with pcr, by minimizing

RSSridge(β) = (y − Xβ)T (y − Xβ) + λ
p∑
j=1

β2
j (8.13)

Lasso where λ ≥ 0 is a tuning parameter. This gives the solution

β̂ridge = (XTX + λI)−1XT y (8.14)

The magnitude of the coefficients estimates β̂ depends on λ. A larger value of λ
results in a greater shrinkage and smaller coefficient estimates.

For the Lasso a L1 penalty is instead added to the rss of least squares according
to

RSSLasso(β) = (y − Xβ)T (y − Xβ) + λ
p∑
j=1

|βj |. (8.15)

Here a large λ forces some of the coefficient estimates to be equal to zero.

Elastic Net combines the L1 and L2 penalties according to

RSSElastic Net(β) = (y − Xβ)T (y − Xβ) + λ
(
(1 − α)

p∑
j=1

|βj | + α
p∑
j=1

β2
j

)
, (8.16)

where α ∈ [0, 1] is a second tuning parameter [Zou and Hastie, 2005]. A solution
equivalent of the Lasso is given by α = 0 whereas α = 1 gives a solution similar
to Ridge Regression. The L2-part of the penalty will encourage the correlated
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variables to be averaged, handling multicollinearity as discussed in Section 8.1,
while the L1-part of the penalty will result in the desired sparse solution.

8.3.1 Choice of tuning parameters

The tuning parameters α and λ can be chosen using for example one of the two
cross-validation (cv) methods leave-p-out and k-fold cv. A grid of tuning param-
eters is chosen and then the best value is found using cv. For Lasso and Ridge
Regression this grid is a one dimensional vector whereas for Elastic Net a 2D-grid
is needed to find the best value of both tuning parameters.

k-fold cv divides the data into k parts of nearly equal size, were one of the k
parts is kept as a validation set and the rest used for estimation [James et al.,
2013]. This is then repeated k times, using a different part as validation set each
time. For each iteration the mean squared error is computed and the cv error

CVk =
1
k

k∑
i=1

MSEi (8.17)

is calculated as the sum of the Mean Squared Error, mse, for all k. By repeating
this process for each λi , an appropriate value of λ can be chosen as the one giving
the smallest cv error. The final model is then calculated with the chosen λ. A typ-
ical value for k is 5 or 10 and the choice depends of the computational cost. The
ideal case can seem to be to set k equal to the number of data points n minus
one, that is to validate each data point against all others. However, as discussed
by James et al. [2013], this method often gives less accurate mse estimates due to
a high variance. The variance comes from the the different validation parts being
highly correlated since they contain almost the same data. With k < n − 1, bias
is instead introduced. The choice of k therefore needs to be a trade-off between
bias and variance and empirically shown, k equal to 5 or 10 gives neither high
variance nor bias.

Leave-p-out cv is very similar to k-fold cv, but instead of dividing the data into
k equal parts, p data points are typically randomly chosen for validation. The
process is then repeated a fixed number of times. How many times the process
should be repeated depends on the size of the data set and p. The goal is to repeat
this as many times as it takes to cut the data in all ways possible with p data
points excluded. In this case this leads to a noisy result as the process is not
repeated sufficiently many times. With k-fold cv a better result is achieved with
fewer computations, which leads to choosing the latter method.

8.3.2 Implementation

The technique described above can be used when finding the tuning parameters
for both the Lasso and Elastic Net. Two algorithms that can be used to solve the
Lasso and Elastic Net problem respectively are LARS and LARS-EN, the latter
proposed in Zou and Hastie [2005]. In this thesis a simpler approach is instead
used. A model estimation for both problem formulations is implemented using
the MATLAB based modeling system CVX [Grant and Boyd, 2014, 2008] which
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solves convex optimization problems. The Lasso is implemented according to Al-
gorithm 5 with k equal to 10. The grid of tuning parameters is chosen as 100

Algorithm 5 Lasso using k-fold cv
1. Choose a 1d-grid of values for the tuning parameters: λ = λ1, λ2, .., λn.
2. Choose the number of folds k.
3. Iterate over the n values of λ and k folds and calculate the mse for each k

and then the cv error for each λ.
4. Evaluate the cv errors and choose the λopt minimizing the cv error.
5. Estimate model according to 8.15 with chosen λopt .

Table 8.3: A table showing the four parameters correspondig to the regres-
sors that had to be removed from the shrinkage methods.

Parameter Notation

pto distance percentage dpto
Road gradient -10% to -8% percentage top2
Road gradient -7% to -5% percentage top3
Road gradient 11% to 20% percentage top9

Algorithm 6 Elastic Net using k-fold cv
1. Choose a 2d-grid of values for the tuning parameters: λ = λ1, λ2, .., λp and
α = α1, α2, .., αj .

2. Choose the number of folds k
3. Iterate over a subset of the p λ-values, the j α-values and k folds and calcu-

late the MSE for each k and then the cv error for each α.
4. Evaluate the cv errors and choose the αopt minimizing the cv error.
5. Iterate over the p λ-values and k folds and calculate the mse for each k and

then the cv error for each λ.
6. Estimate model according to 8.16 with chosen λopt

logarithmically distributed values λ ∈ [0.000001, 1]. The model is thus estimated
10 times for each one of the 100 tuning parameters. How the size of the estimated
coefficients vary for different values of the tuning parameter can be seen in Figure
8.4 as a trace plot. One can conclude that a larger value of λ gives a more sparse
solution as some of the estimated coefficients approach zero. The optimal size of
the tuning parameter is given by evaluating the cv error for each tuning param-
eter. At first the original 43 parameters were used as regressors in the model,
this however resulted in four estimated coefficients being up to a thousand times
larger than the rest of the estimated coefficients. When examining these four re-
gressors, seen in Table 8.3, a bit closer they contained data up to a hundred times
smaller than the data of the remaining parameters and also many zeros. When
these four regressors where removed from the model, the much more stable re-
sult seen in Figure 8.4 was found.
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Figure 8.4: This figure shows the trace plot for the Lasso. On the vertical axis
is the size of the estimated coefficient and on the horizontal axis the tuning
parameter. The different colors represent the different estimated coefficients.
As the tuning parameter λ increases, more and more estimated coefficients
approach zero.

For Elastic Net, 10-fold cv is instead repeated twice, once for each tuning param-
eter, according to Algorithm 6. To keep down the computational cost, the αopt
is first found by iterating over a smaller λ grid, containing only some values of
interest in a given interval. By choosing 10 logarithmically distributed values of
α ∈ [0.01, 1] and 5 logarithmically distributed values λ ∈ [0.00001, 1] we get a
result according to Figure 8.5. The largest value, α10 = 1 seems to give the best
result, leading to smaller cv errors. As this would mean pure Ridge Regression
and we want to keep some of the variable selective property of the Lasso, we
choose the second best value which is α9 = 0.5995.

Having chosen αopt = α9, 10-fold cross-validation is done for 100 logarithmically
distributed values λ ∈ [0.000001, 1], the same grid as used in the Lasso case. The
result can be seen in Figure 8.6.

Comparing this trace plot with the trace plot of the Lasso, it seems as if a more
sparse solution is given for smaller tuning parameter values than in the Elastic
Net case. This is reasonable as the Elastic Net, besides the variable selective prop-
erty also found in the Lasso, also has an averaging property from the L2 penalty.

The cv error plotted against the tuning parameter λ for both Elastic Net and the
Lasso can be seen in Figure 8.7. The value of the tuning parameter corresponding
to the smallest cv errors is now used to estimate the two models. The best suit-
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Figure 8.5: This figure shows the cv error towards λ. The curves with var-
ious styling indicate how the cv error curve varies for different α. The goal
is to choose an α that minimizes the cv error.

able λ for the two model estimation techniques can be seen in Table 8.4 together
with the corresponding mse. The two values are very close to each other. The R2,
indicating how well the data fits the model also gives a similar result for the two
techniques. If compared to the same cluster where pcr instead is used, see Table
A, the R2 is as low as 0.436. Both Lasso and Elastic Net performs better than pcr.

Table 8.4: Table comparing the mse and the R2 for Lasso and Elastic Net.
Lasso Elastic Net

msemin 3.4549 ∗10−5 3.3774 ∗10−5

R2 0.7219 0.7282

A summary of the corresponding parameters to the estimated coefficients that
remains in Lasso and Elastic Net can be seen in Table 8.5. As stated earlier, the
parameters in Table 8.3 are not included in the estimation and no estimated co-
efficient is therefore shown for them. Furthermore, estimated coefficient values
smaller than 0.08 are considered as zero coefficients. These coefficients are also
shown as blanks in Table 8.5.

A more detailed analysis of the parameters leading to large estimated coefficients
for the Lasso reveals fidle, ttop1 and dtop1 as the most important parameters for
fuel consumption. In the Elastic Net case the most important parameters are in-
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Figure 8.6: This figure shows the trace plot for the Elastic Net. On the ver-
tical axis is the size of the estimated coefficient and on the horizontal axis
the tuning parameter. The different colors represent the different estimated
coefficients. As the tuning parameter λ increases, more and more estimated
coefficients approach zero.

stead tcoast , dcoast , tbrake, fpto and fidle. If this result is compared to what is seen
for Cluster 1 in the pcr case, no obvious resemblances can be seen. In the pcr
case, pc1 is the most important component being a property mainly described
by ftop1, ttop1, gcw4 and gcw5. Event though some of the parameters appear
in all methods, the similarity of the three methods is vague. No reliable conclu-
sions about what affects fuel consumption in Cluster 1 are therefore reasonable
to draw.
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Figure 8.7: Seen here is the cv error versus the tuning parameter λ for the
two shrinkage methods Elastic Net and Lasso. The smallest cv error indi-
cates the best tuning parameter to use in the estimated models. For both
model estimation techniques this value lies between 0.001 and 0.01.



8.3 Shrinkage methods 91

Table 8.5: Table showing the estimated coefficients for the included param-
eter regressors included in the two model estimation techniques Lasso and
Elastic Net.

Lasso Elastic Net

dbrake 0.5213
dcoast −0.1493 −0.9745
decon
dpedal
dpto
dcruise 0.2846
ddrive 0.2299
dtop1 0.2876 −0.1469
dtop2
tbrake −0.7752
tcoast 1.1138
tecon 0.1313 0.3318
tpedal 0.2268
tpto 0.1389 0.1506
tcruise 0.1495
tdrive 0.1274 −0.1156
tidle 0.1603 0.3318
ttop1 −0.3459 0.2740
fcoast
fecon 0.2804
fpedal −0.0931 −0.2453
fpto −0.8926
fcruise −0.0853 −0.4638
fdrive 0.2017 0.3910
fidle −0.5133 −0.8926
ftop1 −0.1543
gcw1 −0.1157 −0.1558
gcw2 −0.1386 −0.1581
gcw3 −0.1525 −0.1627
gcw4 −0.1507 −0.1672
gcw5
gcw6
gcw7
gcw8 0.1021
gcw9 0.1461 0.1252
top1
top2
top3
top4 −0.4742
top5
top6 −0.3002 −0.3541
top7 −0.2140 −0.2505
top8 0.1533
top9





9
Analysis

In this chapter, the findings from the data analysis described in Chapters 6, 7 and
8 are analyzed based on the theoretical framework in Chapter 3 and the research in
Chapter 4. It is discussed how these findings can highlight how a company needs to
handle the data in order to be able to use value adding information to increase customer
satisfaction of their products and services. The structure of this chapter will follow the
structure of the big-data plan described in Section 4.1.4.

Figure 9.1 shows how the different parts of the theory and the data analysis of
this thesis are connected as a whole. The following sections will describe how
each part of the big-data plan is connected to the cornerstones of Total Quality
Management and the data analysis. This is used to analyze the findings of the
case study to understand how a company needs to handle the data in order to use
it to increase customer satisfaction of their products and services.

9.1 Data

It has been established in Chapter 3 that in order for a company to create busi-
ness value, it must create value for its customers and consequently make the cus-
tomers satisfied. Therefore focus on customers is the center cornerstone of Total
Quality Management. A company can create value for its customers by system-
atically trying to fulfill their needs when developing and manufacturing a prod-
uct or a service [Bergman and Klefsjö, 2010]. In order to do this, the company
needs to find out what the customers want and need, which involves finding out
how they experience the product provided by the company [Bergman and Klefsjö,
2010, Deming, 1986]. To be able to focus on customers, systematic information

93
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Figure 9.1: Data, analytic models and tools are the three parts of a big-data
plan and the different cornerstones of Total Quality Management are con-
nected to different parts of the plan. The data analysis method of this thesis
is naturally connected to the analytic models part.

about their needs, requirements, reactions and opinions is required [Bergman
and Klefsjö, 2010]. This information can then be fed back into the processes of the
company and into the design of the products in order to improve them [Bergman
and Klefsjö, 2010, Deming, 1986]. It is also important to fulfill the future needs
of the customers by innovation [Deming, 1986].

By the advancements in technology it is now possible for organizations to ac-
quire large amounts of information about their customers and how they use their
products and services, so called big data. Using this data, improvements can be
made in product quality and better meeting customer needs through more pre-
cisely targeted products and effective promotion [Manyika et al., 2011]. Impor-
tant insights from the customer data can be used, not only for enhancing existing
products, but also to help develop specifications for new models and variants to
systematically design new products as well as enhance service offerings in order
to fulfill the future needs of the customers [Manyika et al., 2011].
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gtt has access to a large amount of data in the lvd database containing logged
vehicle data described in Section 2.3. There is tremendous potential in this data.
The data is so called real-world data, meaning that it is logged from vehicles used
by customers and therefore shows actual customer usage. In addition, it contains
data from all vehicles of the brands sold by Volvo Group including other business
areas like Volvo Buses and Volvo Construction Equipment. However, this data is
not used to its full potential. There are examples where sensor data describing
actual customer usage have been used to create business value in the manufac-
turing industry [Manyika et al., 2011] and in the automotive industry [Bartram,
2013], so therefore it is considered as possible also for Volvo Group. For gtt
particularly the data could for example be capitalized in product development
in solving quality problems with customer complaints and in product improve-
ments such as enhancing fuel consumption.

As addressed in Chapter 4, there are however a number of technical as well as
organizational challenges associated with big data. To overcome these obstacles
and make use of the big data, a company needs to create a big-data plan as de-
scribed in Section 4.1.4 [Biesdorf et al., 2013]. The first part of this plan, data, is
about setting up a strategy for assembling and integrating data, which is essential
[Biesdorf et al., 2013]. Moreover, a system for data-gathering, recording and pre-
sentation is essential [Oakland, 2003]. Factual data of both numerical and verbal
character is needed and an organization must gather and structure different kinds
of information in order to base decisions on facts [Bergman and Klefsjö, 2010]. In
order for a process to produce an output that meets the customer requirements
it is necessary to define, monitor and control the inputs to the process [Oakland,
2003], i.e. it is also important to focus on processes [Bergman and Klefsjö, 2010].

In this case, one input to the product development process, and more particularly
the analysis process, is the large amounts of logged vehicle data. In the data anal-
ysis presented in this thesis, 65 percent of the trucks had to be removed from the
chosen population due to missing parameter values. Moreover, an additional 33
percent were classified as outliers and were therefore also removed. Finally, due
to missing values and uninterpretable parameters, some of the targeted parame-
ters to be included in the data analysis had to be excluded. In total, 77 percent
of the original population was excluded. These findings indicate that there re-
sides incompleteness, inconsistencies and unreliability in the data. It has been
established that handling these issues of veracity is challenging [Jagadish et al.,
2014]. In order for the incompleteness, inconsistencies and unreliabilities not to
propagate through the data analysis and make it useless these measures of data
removal were taken.

The reason for the immense incompleteness in the data could be the routines re-
garding the logging and the downloading of the data and the transfer into the
database. As described in Section 2.3, the data is downloaded while the techni-
cian in the workshop has connected the TechTool to the truck. This means how-
ever that when the technician is finished with the service, the TechTool is discon-
nected from the truck regardless if the downloading was finished or not, which
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explains missing values for some parameters. Moreover, considering the large
amounts of outliers in the data, this may indicate some inaccuracy in the mea-
surements, which causes unreliability. There were also indications of errors in
the structure of the data such as incorrect axes for some vector parameters. Some
unreliability may also originate from the fact that the data is on aggregated form
with very low granularity. This is a way to handle the volume of the data. The
velocity of the data is handled by only downloading the data when the truck is in
the workshop for service. However, for closer follow up of the vehicles this down-
loading rate might be too slow in order to maximally utilize the commercial value
of the data. For this kind of usage of the data telematics is a good alternative, for
example as how it is used in the service Remote Diagnostics mentioned in Section
2.1.

One of the most time consuming steps when exploring the data in this thesis
was the choice of population; both the choice of trucks and parameters to in-
clude. When extracting logged truck data from the database a set of search cri-
teria had to be stated to assure that the desired truck population was extracted.
Since patterns about the fuel consumption for various kinds of trucks was the
goal, with the hypothesis that the data would be able to reveal such differences,
a population heterogeneous when it comes to application of usage was what the
thesis authors initially sought. Different applications of usage, such as long haul
trucks and trucks used in city traffic, require different truck configurations when
it comes to e.g. size and engine. However, a population of this kind requires infor-
mation about the appropriateness of search criteria regarding their configuration,
to be able to extract this data from the database. The information was difficult
to access and therefore a more constraint population had to be chosen, in line
with the knowledge and needs of the team where the thesis was conducted. If
this limitation could have been overcome, this could have led to some obvious
pattern which especially the clustering could have revealed. Since the data is on
aggregated form over long periods of time, it is reasonable to assume that strong
patterns are needed if the method is going to be able to reveal them.

Regarding the choice of parameters used to find patterns in the data, a drawback
was that all desired parameters could not be included, according to the explana-
tion given in Chapter 6. All parameters were not stored for all trucks (65 percent
of the trucks had to be removed from the population due to this fact) in the
database and many of them were difficult to interpret when it came to both phys-
ical quantity and their meaning, especially the parameters on vector format. The
information concerning the meaning of the parameters had to be derived from a
second system, which again complicated the selection for the thesis authors. An
important aspect is that the stored parameters were not meant to be used for an
analysis of this kind and to be able to take advantage of their full potential, knowl-
edge about the functioning of the trucks is needed to better understand how the
parameters interact. The selected parameters therefore mainly included parame-
ters representing usage of different modes on the gearbox and the usage of gears,
excluding engine related parameters and vehicle speed. To include information
about how the engine had been used together with for example topography could
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have given more interesting information connected to both truck usage and fuel
consumption. Despite the special treatment of the parameters on vector format,
they were a useful contribution as they gave more information than the single
value parameters about each truck, which is also supported by the fact that they
appear in both the principal components and factors, see Chapter 7 .

A big-data plan would enable for gtt to control the inputs to the data analysis
process, i.e. to manage the encountered issues with the logged vehicle data, by
stating a strategy for assembling the data. Having a plan can help setting up
the right systems for data-gathering, recording and analysis in line with Oakland
[2003] stating that the key to quality is for everyone in the organization to have
well-defined customers, since this facilitates fulfilling the needs of the next link
of the value creating customer-supplier chain that runs throughout the organiza-
tion. This means that if it is clear what the systems are there to support and what
goal this function has, this will facilitate setting up a system that will fulfill the
needs of the next link in the process.

Also, the big-data plan should include a strategy for integrating the data residing
already in different existing IT systems at gtt. In order to access the information
needed to be able to use the logged vehicle data, a number of databases and tools
were needed. In line with Manyika et al. [2011], to fully capitalize the data, gtt
needs to have a free interchange of data among different functions and business
units such as sales and marketing and product development. This big-data plan
would therefore highlight a need for a reorganization of data architectures over
time, among other things implementing data-governance standards that system-
atically maintain accuracy, in line with Biesdorf et al. [2013].

Some have stated that all processes should be measured and that all measure-
ments should be recorded since if data is recorded and not used it will be abused
[Oakland, 2003]. However, since one of the most pressing challenges of big data
is its volume because of current storage problems, there are others who suggest
that an important principle related to the analytical value of the data should be
developed to decide which data shall be stored and which data shall be discarded
[Chen et al., 2014].

9.2 Analytic models

In order to create customer value and consequently to generate business value, a
company must work with its processes so that the outputs satisfy its customers
while using as little resources as possible, i.e. focus on processes. The purpose of
the people and their relationships, resources and tools of an organization is to
support these processes [Bergman and Klefsjö, 2010]. Each process can be ana-
lyzed by examining its inputs and outputs [Oakland, 2003]. With statistical tools
and models conclusions can be drawn from the process history about its future re-
sults, and to recover necessary information to improve the process [Bergman and
Klefsjö, 2010]. To improve continuously is a way to improve quality, which means
delivery of those features of the product that respond better to customer needs
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[Juran, 2010]. Designing and continuously improving the quality of an organiza-
tion’s products and services creates high stakeholder and employee satisfaction
and both will have an effect of the revenues of the company [Juran, 2010]. To
improve continuously will also have an effect of the costs of the company since
improved quality also means a lower cost of poor quality [Juran, 2010]. More-
over, in continuous improvement, the task is to improve upon the standardized
best practices of the organization by continuously using tools for determining the
root cause of inefficiencies [Liker and Meier, 2006].

All of this can be done with analytic models. Advanced analytic models are needed
to enable data-driven optimization or predictions [Biesdorf et al., 2013]. How-
ever, it is important not to include too many variables in the models since this will
create complexity while making the models harder to apply and maintain [Bies-
dorf et al., 2013] and therefore, data analysis should be carried out by means of
some basic systematic tools [Oakland, 2003]. To handle the balance between us-
ing advanced data analysis in order to extract value adding information from the
big data with many technical issues without having to much complexity, the ap-
proach for the data analysis in this case study was to use the different techniques
to simplify as much as possible. First of all the data was arranged and processed
in order to handle the volume, variety and the veracity of the data. The volume and
the variety of the data were also handled in the dimensionality reduction. The
dimensionality reduction was used to find underlying structure in the data while
at the same time reduce dimensions. This was done to reduce the complexity of
the model in the model estimation without losing any of the information in the
data by selecting only a few parameters. It is desirable to be able to describe the
population with as few components as possible to get a sparse model where it is
easy to distinguish the impact of the different components.

Moreover, using analytics and analytic models builds a basis for improving de-
cisions over time [Davenport et al., 2010]. A big-data plan must identify where
models will create additional business value, who will need to use them and how
to avoid inconsistencies and unnecessary proliferation as models are scaled up
across the organization [Biesdorf et al., 2013].

This case study included a direct observation of the data as the authors wished
to use it in a data analysis for revealing patterns about what affects fuel con-
sumption for various kinds of trucks. Since this case study was conducted at gtt
the data analysis was intended primarily to support the product development
process by revealing information about the actual fuel consumption of different
trucks since this was considered as a large factor in what affects the customer
satisfaction, and therefore creating business value this way. Furthermore, Volvo
Group Trucks has several customers concerning this issue, not only the haulage
contractors buying the trucks, but also the drivers. There are also other external
customers that are affected by the usage of the trucks developed by gtt, which
can be extended to society at large since everyone is affected by the effects of ex-
haust emissions on the environment. Therefore, this kind of analysis was of great
interest for gtt to be able to perform.
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Since the data analysis was intended to support product development, the prod-
uct development engineers especially working with fuel consumption, but also
other product development engineers at gttwere the target group of users of the
analysis. Product development is a very wide area and includes both the “hard-
ware” of the truck such as the engine and powertrain as well as the the chassis
and the cabin which can be improved with respect to fuel consumption by reduc-
ing the weight of the truck with the usage of lighter materials and by making
the cabin more aerodynamic. The output from the data analysis could also be
extremely useful in the development of applications and services sold with the
trucks with the purpose of helping the drivers and the haulage companies to de-
crease their fuel consumption, such as the on-board application I-See and the
off-board service Fuel Advice described in Section 2.1. Thus, there are several
application areas where this kind of data analysis method can be used at gtt.

Furthermore, this kind of analysis could also be useful for the marketing and
sales departments. In knowing how the customers use the products it can be
verified and made sure that they sell the right product for the actual needs of the
customer, as well as using the information for enhancing their customer offerings.

9.3 Tools and organizational capabilities

The third part of the big-data plan is about planning for having the right tools
and organizational capabilities [Biesdorf et al., 2013]. In order for the analytic
models to contribute to creating value, the managers and frontline employees
must be able to understand and use them [Biesdorf et al., 2013]. This kind of
problem was observed in this case study. The tool (lat) used for accessing the
logged vehicle data, described in Section 2.3, was rather complicated and not suf-
ficiently intuitive to use, since not many used it even after having gone through
training in this tool. It was not either the lacking knowledge and experience about
trucks that made this tool difficult to use since many of the product development
engineers did not really know how or did not feel comfortable to use it. It took a
lot of experience of working in the tool to be able to use it properly. This signifies
that the tool was not intuitive enough which led to that only a few people used
the tool and therefore only a few people used the logged vehicle data residing in
the database. The tool was not developed ideally for the purpose of analyzing the
data with the process view and recognition of patterns in large populations, but
often to analyze one vehicle at a time as isolated occurrences, such as when the
trucks were serviced in the workshops. A few people were skilled at using this
tool, but it was not completely user friendly for them either since it was very time
consuming to use and not error free, which could be connected to the volume of
the big data and the issue of cloud computing described in Section 4.1.3. In or-
der to fully capitalize the data, gtt should consider making the connected tools
intuitive and so that they integrate data into day-to-day processes and translate
modeling outputs into tangible business actions as stated by Biesdorf et al. [2013].
Their big-data plan should include how the outputs from the data analysis should
be transformed into useful information for for example product development and
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marketing and sales so that it can be used where value is created.

Nevertheless, it is not enough to have a big-data plan and follow it if the orga-
nization lacks capabilities and the right people [Biesdorf et al., 2013]. In many
companies there is a shortage of people with the right experience and deep ana-
lytical expertise for handling this level of complexity [Manyika et al., 2011]. Even
Volvo Group has shortage of data scientist competence since there is a very high
demand of this competence in many companies in all kinds of industries and
the companies are fighting hard to attract these resources. However, there are
resources with this kind of competence in the company but they are scarce and
there could be a problem in bringing the right people together to share knowl-
edge when the organization is large and wide.

In this case study, there was a problem in accessing knowledge about the con-
figurations of trucks in order to extract the right population from the database.
This difficulty could have been mitigated if this knowledge could somehow be
captured and shared in the organization. This is a form of standardization as de-
scribed by Liker and Meier [2006], since by standardizing today’s best practices,
the learning up to this point is captured. By sharing best practices in the orga-
nization this way, standards provide a launching point for true and lasting inno-
vation [Liker and Meier, 2006]. In accordance with Liker and Meier [2006], this
kind of knowledge-sharing of both trucks and the information gained by the data
analysis would make a groundwork and enable both continuous improvement of
existing products and services as well as innovation.

For the quality work to be successful, it is essential to create conditions for partic-
ipation in the work with continuous improvement [Bergman and Klefsjö, 2010].
There are three important components that are key to let everybody be committed
and to participate, which are communication, delegation and training [Bergman
and Klefsjö, 2010]. Training is important for a person to take responsibility, and
the employee must have a chance to feel commitment, professional and personal
pride, as well as responsibility, to be able to do a good job [Bergman and Klefsjö,
2010]. Even though the tools should be intuitive and easy to use, it is important
to include training in the big-data plan, and as mentioned above, gtt trains their
employees in different tools already. Once employees are trained authority can
be delegated to them together with the freedom to do their job [Ishikawa, 1985].
For gtt training could enable delegating decisions which have to be made based
on the model outputs provided by the tools.

Communication is also important since information is needed for a person to take
responsibility and to understand the importance of his or her task for the goals
of the whole organization [Bergman and Klefsjö, 2010]. Therefore an important
strategic function of a big-data plan for gtt would also be to communicate to
the organization the importance of this data, its potential and its role in order
for the organization to reach its strategic goals described in Section 2.2. It can be
argued that it is important to communicate the purpose of working with the big
data so that for example the task of maintaining the database with correct data
also becomes an essential step in the value chain and the process of reaching the
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strategic goal of improving fuel efficiency through vehicle optimization, diesel
efficiency and electromobility. Marketing and sales could also use this data to
improve and create new business opportunities by using the data to build new
services and tomorrow’s business models.

In order to succeed in communication and letting everybody be committed so as
to engage the organization in using the tools, strong leadership is needed [Bies-
dorf et al., 2013]. Committed leadership is essential to create a culture for success-
ful and sustainable quality improvements [Bergman and Klefsjö, 2010]. Strong
leadership is important to handle the challenge of bringing business players and
data scientists to work together to find the best solutions [Biesdorf et al., 2013]
along with a cultural shift to establish the mind-sets and behaviors to breech to-
day’s silos [Manyika et al., 2011]. In order for gtt to fully exploit the data, people
with different knowledge and experience need to be brought together since there
are both organizational and technical challenges as well as challenges connected
to the specific application of the data analysis when dealing with big data. Strong
and committed leadership can enable this, and will be important to consider in
for example projects concerning big data involving Volvo IT, gtt and the market-
ing and sales organizations.

As mentioned above, a big-data plan may highlight a need for a massive reorga-
nization of data architecture over time [Biesdorf et al., 2013]. The rising volume
of data from new sources requires a new level of storage and computing power
[Manyika et al., 2011]. Investments to develop interfaces and protocols to share
data effectively across extended enterprises are needed [Manyika et al., 2011].
This is also going to be needed at gtt in order to create intuitive tools and to
share the big data both cost- and storage-effectively across different parts of the
organization along the value chain.





10
Conclusions

In this chapter, conclusions are drawn in order to answer the purpose and research
questions of this thesis. It also outlines suggestions for future work in this reserach
area.

10.1 Conclusions

Properties describing truck usage could be found in the logged vehicle data us-
ing the two techniques fa and pca. One specific property appeared in the results
from both techniques, which underlines its importance for the chosen truck pop-
ulation. This property described how much cruise control and the accelerator was
used. pca gave a more stable result compared to fa where the factors and their
loadings changed as the number of factors was changed. There are also more ap-
proaches available for deciding on how many components to keep in pca than
factors in fa. Clustering of the data with the two techniques k-means Cluster-
ing and Hierarchical Clustering using these properties revealed groups of trucks
where the importance of the truck usage properties varied. This result could how-
ever not be linked to truck applications as the analysis of the configuration of the
trucks was too complex. This was due to the population containing only the ap-
plication long haul trucks with complex configurations and not a heterogeneous
truck population containing more easily differentiable trucks. Moreover, for Hi-
erarchical Clustering it was difficult to decide on the number of clusters using
the dendrogram. This was a lot more straightforward for k-means Clustering.

The model estimation techniques pcr, Lasso and Elastic Net were used to explore
the importance of fuel consumption parameters for the found clusters of trucks.
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pcr revealed models with a low explained variance and some insignificant co-
efficients which led to getting models difficult to evaluate. Both the Lasso and
Elastic Net outperformed pcr but had a similar performance. The explained vari-
ance was a lot higher for these models. Overall, the parameters important for
fuel consumption according to the model estimations varied a lot between the
techniques. No conclusions about which parameters that are important for fuel
consumption can therefore be drawn.

The used logged vehicle data revealed issues related to how the data has been
logged, stored and structured. 65 percent of the data had to be removed due to
missing parameter values and some of the initially wanted parameters could not
be included. This led to a more complicated pre-processing step and made the
data less suitable for this kind of analysis. In this case study all the so called Vs of
big data volume, variety, velocity and veracity were observed. Velocity was already
somewhat handled in the downloading strategy of the data, but the other issues
had to be considered in the data analysis performed.

For gtt to be able to use this data for more advanced analysis and exploit its
full potential, it can be concluded that a big-data plan needs to be created at a
strategic level in the organization. This plan should include a strategy for assem-
bling and integrating data, which is connected to the Total Quality Management
cornerstones focus on customers, base decisions on facts and focus on processes. The
gathered data should then be used in an advanced analytic model, for example in-
cluding some of the data analysis techniques evaluated in this thesis. The analytic
model should be designed so that quality can be improved in accordance with
the cornerstones focus on processes and improve continuously. It should also be de-
signed to provide the right people with the right information at the right place
in order to put the data into use where it creates the most value, both for the
customers and for the organization. User friendly and intuitive tools, knowledge
sharing and strong leadership is needed in order for this to be obtained, which
is also connected to the cornerstones let everybody be committed and committed
leadership.

10.2 Suggestions for future work

There are several possibilities for improvement of the choice of data, such as re-
considering the parameter choice to include engine related parameters, speed
and acceleration. Integrating geographical data could also be interesting and use-
ful for finding patterns in the data related to fuel consumption.

One of the ideas which did not fit into the scope of this thesis was correlating the
aggregated data to time-series data by calculating aggregated parameters with
the goal to validate the results from the aggregated data. Using time-series data
also has potential of revealing more precise conclusions. Data downloaded more
frequently with telematics could be used and maybe give clearer results.

There is also room for improvements in interpreting the patterns into applica-
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tions of the trucks. Here the trucks were grouped together and differentiated
based on usage. Another approach is to leave out the clustering step and sort the
trucks into different already known applications or different fleets if applicable.
Some customers only have one truck, but some have fleets of trucks of the same
product. In this case the model estimation could be done on the different fleets.
This could be advantageous since it could be that the trucks in the same fleet
drive in similar conditions.

The result from using Hierarchical Clustering showed a potential of using this
technique to find outliers in the population. This could be used as a diagnosis
tool to find trucks deviating from the standard.

In this case study the data analysis was applied on trucks to discover what af-
fects the fuel consumption. Another strategic technology area for Volvo Group is
electromobility. This technology of electrifying the driveline has a high positive
impact on energy efficiency of the vehicles and is applied in for example hybrid
buses and now also electric buses. Since this is new technology the logged vehi-
cle data and this type of data analysis could be used to verify how this complex
technology works in real customer operation in relation to simulation and test en-
vironments. It would also be interesting to explore what usage and operational
factors affect both the energy consumption and the performance of the electric
propulsion system. To analyze what usage and operational factors affect the life
time of the energy storage system, which is the battery storing the electric energy
used to propel the bus, would also be interesting since this is a very sensitive and
costly system.
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Table A.1: The result and statistics from the pcr of the first three clusters
estimated by k-means when modelling tfuel with four principal components.

Cluster 1
Est. t-stat. p-val. CI

(intercept) -0.014 -1.67 0.096 [-0.030, -0.003]
β1 -0.087 -6.28 1.17 · 10−9 [-0.115, -0.060]
β2 -0.122 -9.69 1.70 · 10−19 [-0.147, -0.098]
β3 -0.011 -1.02 0.309 [-0.033, -0.010]
β4 -0.090 -6.68 1.20 · 10−10 [-0.116, -0.063]
Adjusted R2 0.429 R2 0.436
F-value 57.9
Cluster 2

Est. t-stat. p-val. CI
(intercept) 0.006 1.89 0.060 [-0.0002, 0.012]
β1 -0.045 -3.75 0.0002 [-0.068, 0.021]
β2 -0.113 -9.16 5.08 · 10−18 [-0.138, -0.089]
β3 -0.012 -0.92 0.358 [-0.037, 0.014]
β4 -0.060 -4.45 1.17 · 10−5 [-0.087, -0.034]
Adjusted R2 0.249 R2 0.258
F-value 29.3
Cluster 3

Est. t-stat. p-val. CI
(intercept) -0.001 -0.133 0.895 [-0.012, -0.010]
β1 -0.044 -2.82 0.005 [-0.075, -0.013]
β2 -0.090 -5.61 4.13 · 10−8 [-0.122, -0.059]
β3 -0.043 -2.94 0.003 [-0.073, -0.014]
β4 -0.058 -3.03 0.003 [-0.096, -0.020]
Adjusted R2 0.166 R2 0.175
F-value 18.6



111

Table A.2: The result and statistics from the pcr of the last three clusters
estimated by k-means when modelling tfuel with four principal components.

Cluster 4
Est. t-stat. p-val. CI

(intercept) 0.019 5.17 3.42 · 10−7 [0.012, 0.027]
β1 -0.033 -3.86 0.0001 [-0.050, -0.016]
β2 -0.071 -8.13 3.43 · 10−15 [-0.089, -0.054]
β3 0.036 4.65 4.24 · 10−6 [0.021, 0.051]
β4 -0.014 -1.94 0.053 [-0.028, 0.0002]
Adjusted R2 0.2 R2 0.207
F-value 32.2
Cluster 5

Est. t-stat. p-val. CI
(intercept) 0.015 5.08 5.64 · 10−7 [0.009, 0.021]
β1 -0.067 -5.93 6.28 · 10−9 [-0.089, -0.045]
β2 -0.111 -11.23 9.30 · 10−26 [-0.131, -0.092]
β3 0.023 1.77 0.078 [-0.003, 0.049]
β4 -0.005 -0.480 0.632 [-0.026, 0.016]
Adjusted R2 0.286 R2 0.293
F-value 42.9
Cluster 6

Est. t-stat. p-val. CI
(intercept) -0.089 -10.04 9.07 · 10−21 [-0.106, -0.071]
β1 -0.108 -6.87 3.36 · 10−11 [-0.139, -0.077]
β2 -0.143 -6.97 1.84 · 10−11 [-0.183, -0.103]
β3 -0.061 -3.72 0.0002 [-0.093, -0.029]
β4 -0.179 -9.34 1.784 · 10−18 [-0.217, -0.141]
Adjusted R2 0.3287 R2 0.395
F-value 51.4
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