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#### Abstract

Generally, the addition or removal of a single particle in a many-body system does not correspond to an exact eigenstate of the system. Thus the resulting coherent excitation evolves in time. As discussed here, the evolution at short times upon the excitation with the energy $\epsilon$ exhibits a quadratic decay [with the rate constant $\sigma^{2}(\epsilon)$ ]. Later on, after some time $\tau(\epsilon)$, the exponential decay sets in. It is governed by another rate constant $\gamma(\epsilon)$. This behavior is generic for many realistic finite and extended systems. For a finite system it is possible to assess this behavior full numerically using an exact solution of the many-body problem. We present a simple model for the electron spectral function that links together all three aforementioned parameters and give a prescription for how the energy uncertainty $\sigma^{2}(\epsilon)$ can be computed within the many-body perturbation theory. Our numerical results demonstrate that the model approach accurately reproduces the exact spectral function in a large range of energies even in the case of fragmented many-body states. We show that the central quantity of this study $\sigma^{2}(\epsilon)$ can easily be computed exactly or from approximate theories and, hence, can be used for their validation. We also point out how the set in time can be tested by means of attosecond spectroscopy.
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## I. INTRODUCTION

Undoubtedly, one of the most exciting developments over the last decade has been the development of time-resolved spectroscopic techniques with the attosecond resolution (Refs. 1-3 and references therein). This opens the door to address questions regarding the nature of the formation, evolution, and decay of electronic states which in essence govern the optical, transport, and magnetic properties of matter. For instance, in Ref. 4 it has been shown experimentally for a tungsten surface that the photoelectrons emitted from a core level emerge with a time delay of $\approx 80$ as with respect to those leaving the conduction band. Conceptually similar experiments on Ne report a time delay of $21 \pm 5$ as between the emission of the $2 s$ and $2 p$ orbitals. ${ }^{5}$ In view of these experiments we address here the fundamental questions of (i) how fast an excitation decays following removal or addition of a particle to the system, (ii) what governs this decay, and (iii) whether we can extract some information about the system upon measuring the decay rate via attosecond spectroscopy.

Our aim is to deliver precise analysis and predictions based on a full numerical solution of the many-body problem which is currently feasible for finite systems. For a qualitative understanding let us recall at first the statements that can be made for extended systems based on Landau's theory of Fermi liquids ${ }^{6}$ which describes (low-energy) long-lived excitations as quasiparticles (QPs). Generally, QPs decay in time due to residual interactions. How this decay proceeds in time $t$ is known under certain conditions only: A QP decays exponentially as $\sim \exp (-\gamma t)$ with the rate constant $\gamma(\epsilon) \sim \epsilon^{2} / \epsilon_{F} .{ }^{7}$ Here $\epsilon$ is the quasiparticle energy and $\epsilon_{F}$ is the Fermi energy. This, however, holds true only for times $t \gg 1 / \gamma$, which excludes the set-in regime right after the excitation. The importance of this restriction is illustrated by the following: Let us assume an exponential decay at all $t$, thus
the QP peak appears in frequency with a Lorentzian shape. This means that, at the QP energy $\epsilon$, the spectral function behaves as

$$
A_{\mathrm{L}}(\omega ; \epsilon)=\frac{1}{\pi} \frac{\gamma}{(\omega-\epsilon)^{2}+\gamma^{2}}
$$

The standard deviation $\sigma^{2}(\epsilon)$ of the spectral density given by such a functional form diverges,

$$
\begin{equation*}
\sigma^{2}(\epsilon)=\int_{-\infty}^{\infty} d \omega(\omega-\epsilon)^{2} A_{\mathrm{L}}(\omega ; \epsilon) \rightarrow \infty \tag{1}
\end{equation*}
$$

Explicit calculations for a three-dimensional (3D) homogeneous electron gas (HEG) show that this divergence is spurious ${ }^{8}$ and that the zero, first, and second spectral moments are indeed finite. The convergence of the integral Eq. (1) is governed by the high-frequency behavior of the spectral function. Thus, the short-time limit of the single-particle Green's function (from which $A_{\mathrm{L}}$ derives) is of a particular interest. Quantum-kinetics indicates a quadratic decay in time. ${ }^{9}$ It is conceivable that the above arguments can be repeated for states appearing with a Lorentzian spectral shape, even for few-body systems. Hence, measuring the initial time evolution, i.e., right after one electron has been removed or added, yields information beyond the spectral distribution of the states. It is our goal to quantify that information in terms of physical processes and to offer a scheme for their computation. As an example we perform calculations for small metal clusters.

## II. SPECTRAL FUNCTION

The spectral function of a fermionic many-body quantum system is defined in its most general form as the overlap of a
particle and hole states:

$$
\begin{equation*}
S_{i j}\left(t-t^{\prime}\right)=\frac{1}{2 \pi}\left[\left\langle H_{i}(t) \mid H_{j}\left(t^{\prime}\right)\right\rangle+\left\langle P_{i}(t) \mid P_{j}\left(t^{\prime}\right)\right\rangle\right] \tag{2}
\end{equation*}
$$

The states emerging by adding $\left.\left[\left|P_{i}(t)\right\rangle=\left|\hat{\psi}_{i}^{\dagger}(t)\right| \mathrm{GS}\right\rangle\right]$ or removing $\left.\left[\left|H_{i}(t)\right\rangle=\left|\hat{\psi}_{i}(t)\right| \mathrm{GS}\right\rangle\right]$ a particle in the ground state are not the eigenstates of the system in general and, thus, decay in time. Typically, the single-particle basis can be constructed so that the matrix (2) is nearly diagonal (for homogeneous translationally-invariant systems it is true in general) and we can label its elements by the corresponding state energies. Furthermore, it is convenient to represent the spectral function as a product of a noninteracting oscillatory part and a decaying part $A(t ; \epsilon)$ :

$$
\begin{equation*}
S(t ; \epsilon)=\frac{e^{-i \epsilon t}}{2 \pi} A(t ; \epsilon) \tag{3}
\end{equation*}
$$

While the exponential decay in the long-time limit,

$$
\begin{equation*}
A(t ; \epsilon) \xrightarrow{t \rightarrow \infty} e^{-\gamma t} \tag{4}
\end{equation*}
$$

is a renown feature of Fermi liquids there is no evidence for a universal short-time limit. In general, $A(t ; \epsilon)$ is a complicated nonanalytic function in the vicinity of $t=0$. However, these complications can only arise as a result of integration over infinitely many scattering channels of the quasiparticle decay. In finite systems, or when a quasiparticle decays due to the interaction with a bounded spectrum of bosonic excitations such as longitudinal optical phonons ${ }^{10}$ or plasmons ${ }^{11}$ the function is well behaved. The lowest-order cumulant expansion for the Green's function leads then to the quadratic decay

$$
\begin{equation*}
\frac{d}{d t} A(t ; \epsilon) \xrightarrow{t \rightarrow 0}-\sigma^{2}(\epsilon) t . \tag{5}
\end{equation*}
$$

In the present work we propose a model spectral function that exhibits the correct short- and long-time behavior, demonstrate how its parameters can be computed based on many-body perturbation theory, and present numerical results for a finite system as an illustration of the accuracy of the theory and as a justification of further approximations. An attempt with a similar goal has been undertaken in Ref. 10; the resulting spectral function, however, violates the sum rules and has a shape with the spectral moments finite at any order-at variance with Ref. 8. The spectral function given in this work fulfills all sum rules and complies with the exact short- and long time-limits. In fact, in a recent work ${ }^{12}$ we discussed and justified this ansatz for a homogenous electron gas. The key ingredients are the imaginary part of the on-shell electron self-energy $\gamma(\epsilon)=\operatorname{Im} \Sigma(\omega=\epsilon ; \epsilon)$ and the decay constant $\sigma^{2}(\epsilon)$ as expressed in terms of the zeroth spectral moment of the self-energy $\Sigma^{(0)}=\frac{1}{\pi} \int_{-\infty}^{\infty} d \omega|\operatorname{Im} \Sigma(\omega ; \epsilon)|$. The approach provides a recipe to compute the short-time limit of the electron correlation function on the basis of many-particle perturbation theory. In particular, we demonstrate how the decay constant [Eq. (5)] can be computed diagrammatically to any desired order in the interaction. Conceptually, the problem should be addressed by quantum kinetic theory. However, in this formalism, analytic calculations of the initial stage of the quasiparticle are not available and numerical approaches rely on further approximations. ${ }^{13-15}$


FIG. 1. $\omega^{2} A(\omega ; 0)$ for model spectral function defined by Eq. (6) for rate constant $\gamma=1.0$ and different values of set-in time.

## III. MODEL SPECTRAL FUNCTION

By the definition (2), the spectral function fulfills $S^{*}(t ; \epsilon)=$ $S(-t ; \epsilon)$ and thus in the frequency domain $S(\omega ; \epsilon)$ is real and positive. For the decaying part (3) we make an ansatz

$$
\begin{equation*}
A(t ; \epsilon)=\exp \left(-\gamma(\epsilon) \frac{t^{2}}{t+\tau(\epsilon)}\right) \text { for } t>0 \tag{6}
\end{equation*}
$$

which obeys the two limiting cases [Eqs. (5) and (4)] with $\sigma^{2}(\epsilon)=2 \gamma / \tau$. The Fourier transform of the spectral function can be written as follows:
$A(\omega ; \epsilon)=\int_{-\infty}^{\infty} d t e^{i \omega t} S(t ; \epsilon)=\frac{1}{\pi} \int_{0}^{\infty} \cos [(\omega-\epsilon) t] A(t ; \epsilon) d t$.

For $A(t ; \epsilon)$ given by Eq. (6) the analytic form of the Fourier transform is not known, but can easily be obtained numerically (Fig. 1) and it is also possible to prove its positivity. ${ }^{16,17}$ Its odd spectral moments are zero because of symmetry consideration $A(t ; \epsilon)=A(-t ; \epsilon):$

$$
\bar{M}^{(2 k-1)}(\epsilon)=\int_{-\infty}^{\infty} d \omega(\omega-\epsilon)^{2 k-1} A(\omega ; \epsilon)=0
$$

Thus $\bar{M}^{(1)}(\epsilon)=M^{(1)}(\epsilon)-\epsilon=0$. The even spectral moments can be obtained analytically from the derivatives of $A(t ; \epsilon)$ at $t=0$ :
$\bar{M}^{(2 k)}(\epsilon)=\int_{-\infty}^{\infty} d \omega(\omega-\epsilon)^{2 k} A(\omega ; \epsilon)=(-1)^{k} \lim _{t \rightarrow 0} A^{(2 k)}(t ; \epsilon)$.
This leads to $\bar{M}^{(0)}(\epsilon)=M^{(0)}(\epsilon)=1$ (normalization condition) and $\bar{M}^{(2)}(\epsilon)=M^{(2)}(\epsilon)-\left[M^{1}(\epsilon)\right]^{2}=\frac{2 \gamma(\epsilon)}{\tau(\epsilon)}$. Higher spectral moments diverge because of the discontinuity of the derivative of $A(t ; \epsilon)$ at $t=0$. This completes the proof that in the frequency domain it has exactly three finite spectral moments in accordance with Ref. 8. The asymptotic large- $\omega$ expansion can be obtained by integrating Eq. (7) by parts:

$$
A(\omega ; \epsilon) \sim \frac{6}{\pi} \frac{\gamma}{(\omega-\epsilon)^{4} \tau^{2}} \text { as } \omega \rightarrow \infty
$$

According to Altshuler et al. ${ }^{18}$ the initial stage of the quasiparticle decay involves a formation of the two-particle-one-hole state $(2 p 1 h)$. The rate of the process is given by the first collision time $1 / \tau_{1}$ and is determined by the corresponding Coulomb matrix elements or, in other words, by the available phase space (the energy and momentum must be conserved). The phase space also determines in a crucial way the subsequent stages of the QP decay, which results in the creation of an increasing number of particles and holes, forming either localized or delocalized states in a Fock space. In the latter scenario the exponential decay is established after many generations of particles and holes have emerged. From these very general arguments it is obvious that the exponential decay requires a certain time to develop, which in our theory is determined by the parameter $\tau(\epsilon)$. This time parameter certainly exceeds the first collision time $\left[\tau(\epsilon) \gg \tau_{1}\right]$ obtained from the golden rule arguments applied to the bare Coulomb interaction (at the initial stages the screening is not efficient). This indicates that the time $\tau(\epsilon)$ can be obtained from neither the bare nor the screened interaction and is distinct from the relaxation time at the large-time limit $[1 / \gamma(\epsilon)]$.

To obtain $\tau(\epsilon)$ let us recall the relations between the $n$ th-order spectral moments $\mathbf{M}^{(n)}$ of the single-particle Green function and that of the self-energy $\boldsymbol{\Sigma}^{(n)}$ (Ref. 8):

$$
\begin{gather*}
\mathbf{M}^{(0)}=\mathbf{I}, \quad \delta \boldsymbol{\Sigma}_{\infty}=\mathbf{M}^{(1)}-\boldsymbol{\varepsilon}  \tag{8}\\
\boldsymbol{\Sigma}^{(0)}=\mathbf{M}^{(2)}-\left[\mathbf{M}^{(1)}\right]^{2} \tag{9}
\end{gather*}
$$

$\boldsymbol{\Sigma}_{\infty}=\delta \boldsymbol{\Sigma}_{\infty}+\boldsymbol{\Sigma}_{\infty}^{0}$ is the frequency-independent real part of the self-energy. ${ }^{19}$ These matrix relations directly follow from the Dyson equation and can be obtained in any basis (Ref. 8 used a plane-waves basis). $\boldsymbol{\varepsilon}$ is a diagonal matrix with the elements given by the zeroth-order-state energies (they already contain mean-field Coulomb interaction and, therefore, include $\Sigma_{\infty}^{0}$; see Appendix B for exact definitions). For finite systems, Hartree-Fock (HF) basis states seems to be appropriate. Writing the matrix of the spectral functions in terms of the imaginary part of the single-particle Green function $\left[\mathbf{A}(\omega)=\frac{1}{\pi}|\operatorname{Im} \mathbf{G}(\omega)|\right]$ and likewise for the spectral function of the self-energy $\left[\mathbf{S}(\omega)=\frac{1}{\pi}|\operatorname{Im} \boldsymbol{\Sigma}(\omega)|\right]$ and using the superconvergence theorem, ${ }^{20}$ the matrices are cast as frequency integrals:

$$
\begin{gather*}
\mathbf{M}^{(n)}=\int_{-\infty}^{\infty} d \omega \omega^{n} \mathbf{A}(\omega), \quad n=0, \ldots, 2  \tag{10}\\
\boldsymbol{\Sigma}^{(0)}=\int_{-\infty}^{\infty} d \omega \mathbf{S}(\omega) \tag{11}
\end{gather*}
$$

In the HF basis $\delta \boldsymbol{\Sigma}_{\infty}$ is rather small and is proportional to the difference between the direct and the exchange Coulomb energy computed with the Hartree-Fock and exact density matrix, i.e., related to the deviation of the natural occupations from 1 or 0 . Thus, by virtue of Eqs. (8) and (10), we arrive at the conclusion that the Hartree-Fock energies in the first approximation are given by the center of mass of the spectral function. Likewise, by using Eqs. (9) and (10), we establish a formula for the matrix of standard deviations [cf. Eq. (1)]:

$$
\begin{equation*}
\boldsymbol{\sigma}^{2}=\int_{-\infty}^{\infty} d \omega \mathbf{S}(\omega) \tag{12}
\end{equation*}
$$

Its physical meaning in view of the relation (9) is the energy uncertainty of a many-body state. Formally, an exact representation of this positively defined matrix can be written in terms of the six-point response function ${ }^{21}$ [Fig. 2(a)]:

$$
\begin{align*}
& \Sigma\left(1,1^{\prime}\right)-\Sigma_{\infty}\left(1,1^{\prime}\right) \\
&= \int d(23) v(12) \mathcal{G}\left(3^{+} 12,32^{+} 1^{\prime}\right) v\left(31^{\prime}\right) \\
&-\int d(2345) v(12) \mathcal{G}\left(12,2^{+} 5\right) \mathcal{G}^{-1}(5,4) \mathcal{G}\left(42^{+}, 21^{\prime}\right) v\left(21^{\prime}\right) \\
& \equiv \int d(23) v(12) G^{(3)}\left(3^{+} 12,32^{+} 1^{\prime}\right) v\left(31^{\prime}\right) \tag{13}
\end{align*}
$$

where $\mathcal{G}\left(1, \ldots n ; 1^{\prime}, \ldots, n^{\prime}\right)$ denotes a general $n$-particle Green's function, and $G^{(3)}\left(123,1^{\prime} 2^{\prime} 3^{\prime}\right)$ stands for the irreducible $2 p 1 h$ Green's function. Its diagrammatic expansion in terms of the bare propagators is such that cutting a single fermionic line in each constituent diagram cannot separate the $2 p 1 h$ entrance and exit channels. ${ }^{22}$ In Appendix A we sketch how the representation (14) can be derived from the equations of motion for the Green's functions. In the present work, we compute the matrix standard deviations (12) for a finite system using different factorizations of $G^{(3)}$. Such an unusual approach to generate approximations for the electron self-energy is motivated by the fact that the configurationinteraction (CI) approach is capable of providing exact $n$-particle correlation functions in contrast to the ordinary many-body perturbation theory which tries to approach them by systematically summing up some classes of diagrams. We judge the accuracy of different approximations for the self-energy by comparing its zeroth spectral moment with exact value from a full CI approach for a finite electron system.

## IV. NUMERICAL RESULTS

As a prototypical system we consider the widely studied $\mathrm{Na}_{9}{ }^{+}$cluster: ${ }^{23-25}$ a small number of electrons makes it accessible to the full CI approach. ${ }^{26,27}$ The $\sigma^{2}$ matrix can be computed exactly by exact diagonalization of the many-body Hamiltonian. We use an algorithm by Olsen et al. ${ }^{28}$ based on the graphical unitary group approach ${ }^{29}$ for the generation of the restricted active space (RAS) and full CI Hamiltonians. The calculations are performed for each spin multiplicity separately using spin-adapted basis functions. ${ }^{30}$ In terms of the matrix elements of the creation and annihilation operators the spectral moments are expressed as

$$
\begin{equation*}
\mathbf{M}^{(n)}=\sum_{p}^{\mathcal{D}^{\mathrm{N}+1}}\left(\varepsilon_{p}^{+}\right)^{n} \mathbf{X}^{p} \overline{\mathbf{X}}^{p}+\sum_{q}^{\mathcal{D}^{\mathrm{N}-1}}\left(\varepsilon_{q}^{-}\right)^{n} \mathbf{Y}^{q} \overline{\mathbf{Y}}^{q} \tag{14}
\end{equation*}
$$

where the summation is performed over the Hilbert space of the ionized states (dimension $\mathcal{D}^{\mathrm{N}-1}$ ) and electron attached states (dimension $\mathcal{D}^{\mathrm{N}+1}$ ). The matrix elements of electron creation $\left(\hat{a}_{\alpha}^{\dagger}\right)$ and annihilation $\left(\hat{a}_{\alpha}\right)$ operators

$$
\begin{equation*}
X_{\alpha}^{p}=\langle p \mathrm{~N}+1| \hat{a}_{\alpha}^{\dagger}|0 \mathrm{~N}\rangle, \quad Y_{\alpha}^{q}=\langle q \mathrm{~N}-1| \hat{a}_{\alpha}|0 \mathrm{~N}\rangle \tag{15}
\end{equation*}
$$ and the transition energies $\varepsilon_{p}^{+}=E_{p}^{\mathrm{N}+1}-E_{0}^{\mathrm{N}}$, $\varepsilon_{q}^{-}=E_{0}^{\mathrm{N}}-E_{q}^{\mathrm{N}-1}$ are computed from the CI many-body states. Formally, for a finite system in a finite basis, Eq. (15) yields nondiverging moments of any order. This is, however,



FIG. 2. (Color online) Diagrams for electron self-energy. (a) exact expression in terms of the $2 p 1 h$ response function in which the entrance and exit channels cannot be separated by cutting one fermion line. (b) ( $p-h$ )-p factorization leading to the $G W$ approximation. (c) ( $p-p$ )-h factorization.
an artifact of the numerical approach resulting from the truncation of the Hilbert space.

Approximations for the self-energy operator can be obtained from the factorization of the $2 p 1 h$ six-point function ${ }^{19,21}$ [Fig. 2(a)]. If the particle-hole ( $p-h$ ) Green's function is treated exactly we obtain the so-called $G W$ approximation ${ }^{31}$ [Fig. 2(b)]. Alternatively, this approximation can be obtained from the $\Psi[\mathcal{G}, \mathcal{W}]$ variational energy functional ${ }^{32}$ expanded in terms of the dressed electron propagator $G$ and the screened Coulomb interaction $\mathcal{W}$. A single diagram of the first order has to be considered. Finally, one obtains the same functional form by neglecting the threepoint vertex function $\Gamma$ in Hedin's equations. ${ }^{33}$ It should be noted that we do not perform the self-consistent solution of Hedin's equations; instead, we compute exactly $\mathcal{G}$ and $\mathcal{W}$ from the exact one-particle and particle-hole propagators. They are given by the Lehmann representations in terms of many-body electron states. ${ }^{34,35}$ In accordance with the spectral representation of the self-energy ${ }^{26}$ we obtain for the energy
uncertainty

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\alpha, \beta}^{(0), G W}=4 \sum_{n \neq 0}^{\mathcal{D}^{\mathrm{N}}} \sum_{p}^{\mathcal{D}^{\mathrm{N}+1}}\langle\alpha p \mid n\rangle\langle n \mid p \beta\rangle+(p-h)-h \text { terms } \tag{16}
\end{equation*}
$$

where we introduced a notation for the convolution of the Coulomb matrix elements $\langle\alpha \beta \mid \gamma \delta\rangle=$ $\int d\left(\mathbf{r}_{1} \mathbf{r}_{2}\right) \phi_{\alpha}\left(\mathbf{r}_{1}\right) \phi_{\beta}\left(\mathbf{r}_{1}\right) \phi_{\gamma}\left(\mathbf{r}_{2}\right) \phi_{\delta}\left(\mathbf{r}_{2}\right) /\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|$ with matrix elements of the creation (or annihilation) operators [Eq. (15)] and with the density matrix elements $Q_{\gamma \delta}^{n}=\langle n \mathrm{~N}| \hat{a}_{\gamma}^{\dagger} \hat{a}_{\delta}|0 \mathrm{~N}\rangle$ :

$$
\begin{equation*}
\langle\alpha p \mid n\rangle=\sum_{\beta} \sum_{\gamma \delta} X_{\beta}^{p}\langle\alpha \beta \mid \gamma \delta\rangle Q_{\gamma \delta}^{n} . \tag{17}
\end{equation*}
$$

Analogically, one obtains an expression for the self-energy using the ( $p-p$ )-h factorization [Fig. 2(c)]

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\alpha, \beta}^{(0), G^{(2)}}=\sum_{m}^{\mathcal{D}^{N+2}} \sum_{q}^{\mathcal{D}^{N-1}}\langle\alpha q \mid m\rangle\langle m \mid q \beta\rangle+(h-h)-p \text { terms } \tag{18}
\end{equation*}
$$

TABLE I. Parameters of CI calculations for the $\mathrm{Na}_{9}{ }^{+}$cluster. The active space comprises 12 orbitals, four of them are doubly occupied in the ground state. Excited states are generated by allowing at most $n_{h}$ holes in the initially occupied orbitals and at most $n_{e}$ electrons in the initially unoccupied orbitals. $\varkappa$ denotes the multiplicity of states. $\varepsilon_{1}$ is the energy of the first-excited state (the optical gap). $E_{E A}$ and $E_{E A}^{I I}$ are the single- and double-electron affinities, whereas $E_{I P}$ and $E_{I P}^{I I}$ are the single- and double-ionization potentials, respectively. Energies are given in eV . The CISDTQ calculations ( $n_{h}=n_{e}=4$ ) could not have been performed for all configurations due to memory limitations.

| $\varkappa$ | $\mathcal{D}^{\text {N }}$ | $\mathcal{D}^{\mathrm{N}+1}$ | $\mathcal{D}^{\mathrm{N}-1}$ | $\mathcal{D}^{\text {N+2 }}$ | $\mathcal{D}^{\text {N-2 }}$ | $\varepsilon_{1}$ | $E_{E A}$ | $E_{I P}$ | $E_{E A}^{I I}$ | $E_{I P}^{I I}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{h}=n_{e}=1$ |  |  |  |  |  |  |  |  |  |  |
|  | 65 | 8 | 4 | 64 | 16 |  |  |  |  |  |
| 1 | 33 |  |  | 36 | 10 | 1.70 |  |  | 2.42 | 17.56 |
| 2 |  | 8 | 4 |  |  |  | 2.57 | 7.00 |  |  |
| 3 |  |  |  | 28 | 6 |  |  |  | 2.36 | 17.30 |
| $n_{h}=n_{e}=2$ |  |  |  |  |  |  |  |  |  |  |
| * | 1425 | 376 | 180 | 1856 | 400 |  |  |  |  |  |
| 1 | 561 |  |  | 708 | 170 | 2.02 |  |  | 2.41 | 17.49 |
| 2 |  | 264 | 132 |  |  |  | 2.14 | 7.32 |  |  |
| 3 |  |  |  | 924 | 198 |  |  |  | 2.38 | 17.19 |
| $n_{h}=n_{e}=3$ |  |  |  |  |  |  |  |  |  |  |
| * | 12625 | 5640 | 2500 | 19776 | 3600 |  |  |  |  |  |
| 1 | 4145 |  |  | 6336 | 1310 | 1.66 |  |  | 2.96 | 17.28 |
| 2 |  | 3288 | 1524 |  |  |  | 2.75 | 6.94 |  |  |
| 3 |  |  |  | 9408 | 1746 |  |  |  | 2.91 | 16.97 |
| $n_{h}=n_{e}=4$ |  |  |  |  |  |  |  |  |  |  |
|  | 55325 | 37280 | 15100 | 99520 | 14800 |  |  |  |  |  |
| 1 | 16605 |  |  |  |  | 1.65 |  |  |  |  |
| 2 |  | 19360 | 8300 |  |  |  | 2.77 | 6.92 |  |  |



FIG. 3. (Color online) Energy uncertainty [Eq. (12)] of the valence states of $\mathrm{Na}_{9}{ }^{+}$cluster computed at different levels of theory. Shaded area denotes deviation of the approximate theories from the exact.
where similar to Eq. (17) we define the convolution of $\langle\alpha \beta \mid \gamma \delta\rangle$ with the matrix elements of the two creation (annihilation) operators $P_{\gamma \delta}^{m}=\langle m \mathrm{~N}+2| \hat{a}_{\gamma}^{\dagger} \hat{a}_{\delta}^{\dagger}|0 \mathrm{~N}\rangle$ :

$$
\begin{equation*}
\langle\alpha q \mid m\rangle=\sum_{\beta} \sum_{\gamma \delta} Y_{\beta}^{q}\langle\alpha \beta \mid \gamma \delta\rangle P_{\gamma \delta}^{m} \tag{19}
\end{equation*}
$$

The $(p-p)-h$ factorization of the $2 p 1 h$ Green's function is nothing but the well-known ladder-diagram expansion. Equations (16) and (18) can be thought of as the Fermi golden rule expressions. Since the delta-function ensuring energy conservation is not present here the whole expression has the dimensions of energy squared. Starting from Eqs. (16) and (18) we further derive a series of simpler approximations. When the HF Green's function is used in place of $\mathcal{G}$ we obtain the so-called $G^{0} W$ approximation. If, furthermore, the noninteracting excited states are used to compute $Q_{\gamma \delta}^{n}$ we obtain the $G^{0} W^{0}$ approximation with the spectral moment:

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\alpha, \beta}^{(0), G^{0} W^{0}}=2 \sum_{\eta, \gamma, \delta}\langle\alpha \eta \mid \gamma \delta\rangle\langle\gamma \delta \mid \eta \beta\rangle n_{\gamma}\left(1-n_{\delta}\right), \tag{20}
\end{equation*}
$$

where $n_{\gamma}$ is the occupation of the single-particle state $\gamma$. This is a rather simple and accurate approach as the comparison
(Fig. 4) shows. Calculations on this level are feasible even for much larger systems (such as $\mathrm{C}_{60}$ fullerene ${ }^{36}$ ).

For the $\mathrm{Na}_{9}{ }^{+}$cluster we computed the spectral moments [Eqs. (14), (16), and (18)] by exact diagonalization of the many-body Hamiltonian. The details of CI calculations are presented in Table I. Comparison of CI singles, doubles, and triples (CISDT) and CI singles, doubles, triples, and quadruples (CISDTQ) calculations allows us to estimate the accuracy of the former method to be in the range of 20 meV which is sufficient for the present discussion. In what follows we only report the CISDT results. The exact spectral function [solid line, Fig. 4(a)] of the lowest valence state $\left(\varepsilon_{1}^{\mathrm{HF}}=-9.786 \mathrm{eV}\right)$ is fragmented (two major peaks) and has multiple satellites. Despite this fact the model spectral function centered at the HF energy approaches the exact one in a large range of energies. The exact energy uncertainty from the first two spectral moments of the spectral function [Eq. (14)] is compared with the expressions resulting from the approximation for the self-energy [Eqs. (20), (16), and (18)] (Fig. 3). Corresponding self-energy spectral functions and weights are shown in Figs. 4(b) and 4(c). Generally, the $G W$ self-energy yields results superior to other approximations studied here. Equally surprising is the large energy gap in the ladder approximation. It is possible, however, to relate this effect to the large magnitude of the second-ionization potentials (last column of Table I). To make a quantitative statement we derive expressions for the gap in the self-energy spectrum as

$$
\begin{aligned}
& \Delta_{(p-h)-p}=E_{I P}-E_{E A}+2 \varepsilon_{1}=\Delta^{N}+2 \varepsilon_{1}, \\
& \Delta_{(p-p)-h}=E_{I P}^{I I}-E_{E A}^{I I}+E_{I P}-E_{E A}=\Delta^{N}+E_{I P}^{I I}-E_{E A}^{I I},
\end{aligned}
$$

where $\Delta^{N}$ is the quasiparticle gap. It is obvious now that the difference in gaps of the two self-energies arises due to the electron correlations: only for noninteracting systems does the double energy of the first-excited state equal $E_{I P}^{I I}-E_{E A}^{I I}$; for the gapped system they typically lead to $E_{I P}^{I I}-E_{E A}^{I I} \gg 2 \varepsilon_{1}$. This is an extension to two-particle case of a fact well known in quantum chemistry that $\Delta^{N} \gg \varepsilon_{1}$ (positivity of the exciton and biexciton binding energies).

Despite the large deviation in energy positions and, therefore in the shape of the self-energy spectral function $\mathbf{S}(\omega)$ [cf. solid and dash-dotted lines in Fig. 4(c)] the spectral moments are rather accurate and are close to those of $G^{0} W^{0}$


FIG. 4. (Color online) CI calculations for the $\mathrm{Na}_{9}{ }^{+}$cluster. (a) The exact (solid) and model (dashed) spectral functions of the lowest valence state. The dots denote the weights [squares of the matrix elements, Eq. (15)] of the exact spectral function. (b) The spectral strength of the self-energy in ( $p-h$ )-p (red dots) and ( $p-p$ )-h (yellow squares) factorizations; green triangles denote the $G^{0} W^{0}$ results. (c) The spectral function $[\operatorname{Tr}[\mathbf{S}(\omega)]]$ of the exact (solid), $(p-h)-p$ (dashed), $(p-p)-h$ (dash-dotted), and $G^{0} W^{0}$ (dotted) self-energies.
approximation. The latter approximation, albeit its simplicity, closely approaches the exact self-energy in the vicinity of the gap between the highest-occupied molecular orbital and the lowest-unoccupied molecular orbital (HOMO-LUMO gap). For higher and lower energies the agreement, however, becomes poor and it confirms a well-known fact that the satellite structures cannot be reproduced within this approach. ${ }^{37}$

## v. CONCLUSIONS

Summarizing, we presented a form of the quasiparticle lineshape that reflects the correct short- and long-time limits of the single-particle Green function and, thus, can be used via, e.g., the generalized Kadanoff-Baym ansatz ${ }^{38,39}$ to parametrize electronic structure that evolve in time (e.g., attosecond time-resolved photoemission). En route, we made some assumptions allowing us to construct the spectral function that is physically valid in the whole energy range with the correct asymptotic behavior. These are as follows: for a given particle-hole excitation the spectral function is represented by a single peak positioned at the mean-field energy having the strength exactly equal to one to ensure the normalization. In contrast, in the theory of Fermi liquids one is focused on a small interval of energies around the quasiparticle peak (shifted from the mean-field position) where the shape is essentially Lorentzian with a spectral weight $Z<1$. The normalization is restored by adding a smooth incoherent background. If even a more accurate description of the peak is desired the asymmetric Breit-Wigner form can be derived. ${ }^{40}$ This, however, further reduces the admissible range of energies because in the vicinity of the peak the spectral density already becomes negative. Our interpolative formula certainly misses such detailed structure in the energy domain having put more emphasis on the time evolution.

The main ingredient of our approach is the energy uncertainty $\sigma^{2}(\epsilon)$ of many-body states. The CI method enables us to compute it either exactly or by a number of diagrammatic approximations. Such calculations, besides providing an input for the description of the state's time evolution, also give a measure of the approximations' actual accuracy. Our simulations indicate that for the system considered here rather accurate results are obtained by neglecting the three-particle correlations. Among the possible decoupling schemes: the $G W$ approach $[(p-h)-p]$ and the ladder approximation $[(p-p)-h]$ the former gives more accurate results, although this might not hold in general. Regarding experiments measuring the initial time of the decay, we note that that this decay will generally be quadratic in time. The important quantity, however, is the decay constant $\sigma$ which can be easily extracted experimentally from the initial time evolution. As evident from Fig. 3, various levels of approximation and/or different contributing processes lead to a different $\sigma$ that can be considered as the material-dependent quantity to be determined in an attosecond time-resolved experiment for the decaying excitations.
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## APPENDIX A: PROPERTIES OF SPECTRAL FUNCTION

a. Definitions. We can start from the Lehmann representation

$$
\begin{equation*}
\mathcal{G}_{i j}(\omega)=\sum_{\mu \in \mathcal{D}^{\mathrm{N}+1}} \frac{\mathcal{A}_{\mu_{i j}}^{+}}{\omega-\epsilon_{\mu}^{+}+i \eta}+\sum_{\mu \in \mathcal{D}^{\mathrm{N}-1}} \frac{\mathcal{A}_{\mu_{i j}}^{-}}{\omega-\epsilon_{\mu}^{-}-i \eta} \tag{A1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \epsilon_{\mu}^{+}=E_{\mu}^{(N+1)}-E_{0}^{(N)} \geqslant-E_{E A}, \\
& \epsilon_{\mu}^{-}=E_{0}^{(N)}-E_{\mu}^{(N-1)} \leqslant-E_{I P} .
\end{aligned}
$$

In terms of previously introduced matrix elements [Eq. (15)] the residues of the Green's function are given by

$$
\begin{aligned}
A_{\mu_{i j}}^{+} & =\langle 0 \mathrm{~N}| \hat{a}_{i}|\mu \mathrm{~N}+1\rangle\langle\mu \mathrm{N}+1| \hat{a}_{j}^{\dagger}|0 \mathrm{~N}\rangle \\
A_{\mu_{i j}}^{-} & =\langle 0 \mathrm{~N}| \hat{a}_{i}^{\dagger}|\mu \mathrm{N}-1\rangle\langle\mu \mathrm{N}-1| \hat{a}_{j}|0 \mathrm{~N}\rangle
\end{aligned}
$$

We apply the identity

$$
\frac{1}{x \pm i \eta}=\mathcal{P} \frac{1}{x} \mp i \pi \delta(x)
$$

and obtain

$$
\begin{align*}
\frac{1}{\pi} \operatorname{Im} \mathcal{G}_{i j}(\omega)= & -\sum_{\mu \in \mathcal{D}^{\mathrm{N}+1}} \mathcal{A}_{\mu_{i j}}^{+} \delta\left(\omega-\epsilon_{\mu}^{+}\right) \\
& +\sum_{\mu \in \mathcal{D}^{\mathrm{N}-1}} \mathcal{A}_{\mu_{i j}}^{-} \delta\left(\omega-\epsilon_{\mu}^{-}\right) \tag{A2}
\end{align*}
$$

Typically, and we will always assume it, there is a well-defined Fermi level $\epsilon_{F}$ located somewhere between the negative of the ionization potential ( $\sim \epsilon_{\text {НОмо }}$ ) and of the electron affinity ( $\sim \epsilon_{\text {LUMO }}$ ):

$$
\begin{equation*}
\epsilon_{\mu}^{-} \leqslant-E_{I P} \leqslant \epsilon_{F} \leqslant-E_{E A} \leqslant \epsilon_{\mu}^{+} \tag{A3}
\end{equation*}
$$

In fact, some examples to demonstrate a possibility of $-E_{E A}<$ $-E_{I P}$ have been constructed. ${ }^{41}$ There, the authors consider the density functional theory with continuous number of electrons $N$ and construct the total energy which is concave as a function of $N$. This implies the negative hardness $\eta$ defined as

$$
\eta=\frac{1}{2} \frac{\partial^{2} E}{\partial N^{2}} \stackrel{N \in \mathbb{N}}{=} \frac{E_{I P}-E_{E A}}{2}
$$

For the usual case (A3) we can introduce the spectral representation

$$
\mathcal{G}_{i j}(\omega)=\int_{C} \frac{S_{i j}\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}} d \omega^{\prime}
$$

where the contour runs infinitesimally close from above to the real axis for energies below the Fermi energy and below the
real axis for energies above the Fermi energy (see Fig. 3 of Ref. 42). It follows then

$$
\begin{aligned}
S_{i j}(\omega) & =\sum_{\mu \in \mathcal{D}^{N+1}} \mathcal{A}_{\mu_{i j}}^{+} \delta\left(\omega-\epsilon_{\mu}^{+}\right)+\sum_{\mu \in \mathcal{D}^{N-1}} \mathcal{A}_{\mu_{i j}}^{-} \delta\left(\omega-\epsilon_{\mu}^{-}\right) \\
& = \pm \frac{1}{\pi} \operatorname{Im} \mathcal{G}_{i j}(\omega)
\end{aligned}
$$

where ( + ) stands for $\omega<\epsilon_{F}$ and ( - ) for $\omega>\epsilon_{F}$. From the last expression, Eq. (14) follows trivially.
b. Relation between properties of $\mathcal{G}$ and $S$ at small times. It is reasonable to assume the following general expansion of the electron Green's function:

$$
\mathcal{G}_{k}(t)=\mathcal{G}_{k}^{0}(t) \sum_{n} a_{n}(i t)^{n}
$$

This can most naturally come from the cumulant expansion. What is the corresponding spectral function? In the $\omega$ space it is given by

$$
S_{k}(\omega)=\sum_{n} a_{n} \delta^{(n)}\left(\omega-\epsilon_{k}\right)
$$

where $\delta^{(n)}(\omega)$ formally denotes the $n$th derivative of the $\delta$ function. Henceforth, after the Fourier transform we obtain
$S_{k}(t)=\sum_{n} a_{n} \int \frac{d \omega}{2 \pi} e^{-i \omega t} \delta^{(n)}\left(\omega-\epsilon_{k}\right)=\frac{e^{-i \epsilon_{k} t}}{2 \pi} \sum_{n} a_{n}(i t)^{n}$.

## APPENDIX B: DERIVATION OF SELF-ENERGY REPRESENTATION IN TERMS of $2 p 1 h$ IRREDUCIBLE GREEN'S FUNCTION

We start with the equations of motion for the general oneand two-particle Green's function. We do not specify from the beginning what channel $p-h$ or $p-p$ we consider. It will be clear later when we introduce a specific ordering of the time arguments.

$$
\mathcal{G}\left(1,1^{\prime}\right)=\mathcal{G}^{0}\left(1,1^{\prime}\right)-i \int d(23) \mathcal{G}^{0}(1,2) v(23) \mathcal{G}\left(23,3^{+} 1^{\prime}\right)
$$

with

$$
\begin{equation*}
(i) \equiv\left(\mathbf{r}_{i}, s_{i}, t_{i}\right), \quad\left(i^{+}\right) \equiv\left(\mathbf{r}_{i}, s_{i}, t_{i}+\delta\right), \quad \delta>0 \tag{B1}
\end{equation*}
$$

By comparing with the Dyson equation we see that the selfenergy can be written in terms of the two-particle Green's function:

$$
\begin{equation*}
\Sigma\left(1,1^{\prime}\right)=-i \int d(23) v(13) \mathcal{G}\left(13,3^{+} 2\right) \mathcal{G}^{-1}\left(21^{\prime}\right) \tag{B2}
\end{equation*}
$$

Thus, we will try to express the self-energy in terms of a higher-order correlation function:

$$
\begin{align*}
\mathcal{G}\left(12,1^{\prime} 2^{\prime}\right)= & \mathcal{G}^{0}\left(1,2^{\prime}\right) \mathcal{G}\left(2,1^{\prime}\right)-\mathcal{G}^{0}\left(1,1^{\prime}\right) \mathcal{G}\left(2,2^{\prime}\right) \\
& -i \int d(34) \mathcal{G}^{0}(1,3) v(34) \mathcal{G}\left(324,1^{\prime} 2^{\prime} 4^{+}\right) \tag{B3}
\end{align*}
$$

However, we must eliminate $\mathcal{G}^{0}$ from (B3). To do so we take the inverse of ( B 1 ):

$$
\begin{align*}
& {\left[\mathcal{G}^{0}\right]^{-1}\left(1,1^{\prime}\right)} \\
& \quad=\mathcal{G}^{-1}\left(1,1^{\prime}\right)-i \int d(23) v(12) \mathcal{G}\left(12,2^{+} 3\right) \mathcal{G}^{-1}\left(3,1^{\prime}\right) \tag{B4}
\end{align*}
$$

multiply (B3) by $\mathcal{G}(6,5)\left[\mathcal{G}^{0}\right]^{-1}(5,1)$ from the left (the side actually is not important as the functions are commutative) and integrate:

$$
\begin{align*}
& \int d(51) \mathcal{G}(6,5)\left[\mathcal{G}^{0}\right]^{-1}(5,1) \mathcal{G}\left(12,1^{\prime} 2^{\prime}\right) \\
& =\operatorname{GG}\left(6,2^{\prime}\right) \mathcal{G}\left(2,1^{\prime}\right)-\mathcal{G}\left(6,1^{\prime}\right) \mathcal{G}\left(2,2^{\prime}\right) \\
& \quad-i \int d(34) \mathcal{G}(6,3) v(34) \mathcal{G}\left(324,1^{\prime} 2^{\prime} 4^{+}\right) \tag{B5}
\end{align*}
$$

and finally use (B4) on the left-hand side of (B5). A rather long expression follows:

$$
\begin{align*}
& \mathcal{G}\left(62,1^{\prime} 2^{\prime}\right)-i \int d(7341) \mathcal{G}(6,3) v(34) \mathcal{G}\left(34,4^{+} 7\right) \mathcal{G}^{-1}(7,1) \\
& \quad \times \mathcal{G}\left(12,1^{\prime} 2^{\prime}\right)=\mathcal{G}\left(6,2^{\prime}\right) \mathcal{G}\left(2,1^{\prime}\right)-\mathcal{G}\left(6,1^{\prime}\right) \mathcal{G}\left(2,2^{\prime}\right) \\
& \quad-i \int d(34) \mathcal{G}(6,3) v(34) \mathcal{G}\left(324,1^{\prime} 2^{\prime} 4^{+}\right) \tag{B6}
\end{align*}
$$

Here we introduce the irreducible function $G^{(3)}$ according to

$$
\begin{align*}
& G^{(3)}\left(123,1^{\prime} 2^{\prime} 3^{\prime}\right)=\mathcal{G}\left(123,1^{\prime} 2^{\prime} 3^{\prime}\right) \\
& \quad-\int d(45) \mathcal{G}\left(13,3^{\prime} 4\right) \mathcal{G}^{-1}(4,5) \mathcal{G}\left(52,1^{\prime} 2^{\prime}\right) \tag{B7}
\end{align*}
$$

and write, after the reordering of variables,

$$
\begin{align*}
& \mathcal{G}\left(12,1^{\prime} 2^{\prime}\right)=\mathcal{G}\left(1,2^{\prime}\right) \mathcal{G}\left(2,1^{\prime}\right)-\mathcal{G}\left(1,1^{\prime}\right) \mathcal{G}\left(2,2^{\prime}\right) \\
& \quad-i \int d(34) \mathcal{G}(1,3) v(34) G^{(3)}\left(324,1^{\prime} 2^{\prime} 4^{+}\right) \tag{B8}
\end{align*}
$$

Now we can substitute it in the definition (B2). After trivial but lengthy manipulation we obtain

$$
\begin{align*}
\Sigma\left(1,1^{\prime}\right)= & \delta\left(11^{\prime}\right) \int d(3) n(3) v(13)-v\left(11^{\prime}\right) n\left(11^{\prime}\right) \\
& +\int d(36) v(13) G^{(3)}\left(6^{+} 13,63^{+} 1^{\prime}\right) v\left(61^{\prime}\right) \tag{B9}
\end{align*}
$$

The first term here is just the direct interaction with the usual definition of the density $n(1)=-i \mathcal{G}\left(1,1^{+}\right)$. The second term is the exchange interaction with the density matrix defined as $n\left(11^{\prime}\right)=-i \mathcal{G}\left(1,1^{\prime+}\right)$. These two terms are included in the mean-field Hamiltonian $\mathcal{H}^{0}\left(1,1^{\prime}\right)=\delta\left(11^{\prime}\right)[\mathcal{T}(1)+\mathcal{V}(1)]+$ $\Sigma_{\infty}^{0}\left(11^{\prime}\right)$ and are therefore excluded from the otherwise identical equation (14). The summation over the spin variables (included in the definition of the integrals) leads to the appearance of the prefactor 2 in the direct term for closedshell systems. The exact frequency-independent part of the self-energy is given by

$$
\Sigma_{\infty}\left(11^{\prime}\right)=\delta\left(11^{\prime}\right) \int d(3) n(3) v(13)-v\left(11^{\prime}\right) n\left(11^{\prime}\right)
$$

whereas in the mean-field Hamiltonian $\Sigma_{\infty}^{0}\left(11^{\prime}\right)$ is computed by the same formula from the zeroth-order densities, i.e., $n^{0}\left(11^{\prime}\right)=-i \mathcal{G}^{0}\left(1,1^{\prime+}\right)$.
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