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Abstract—A novel channel access control for the IEEE 802.11
wireless standard is proposed to provide differentiated service in
a wireless LAN. It relies on controlling the length of the Inter-
Frame Space (IFS) interval, during which a station has to detect
a quiet channel before decrementing its backoff time. We derive
a simple model to mathematically analyze the service differenti-
ation achievable with Arbitration IFS (AIFS), such as weight- or
priority- proportional throughputs, and then verify its effective-
ness via simulation. The simulation results confirmed the correct-
ness of the proposed control scheme, and demonstrated its effec-
tiveness. A small difference between stations’ IFS values is shown
to make substantial service differentiation between them. This,
in turn, reduces the channel idle time which could be very long if
the control relies on the commonly-used contention window size,
rather than IFS. The proposed scheme, therefore, achieves higher
channel utilization, especially when the total number of stations
is not large.

I. INTRODUCTION

The IEEE 802.11 standard [1] provides mobile stations sim-
ple but effective access to wired networks via a shared wire-
less medium. Each station uses carrier sense multiple ac-
cess (CSMA) with collision avoidance (CA) to contend for
the channel. In case of collision, the stations involved in the
collision perform an exponential random backoff to minimize
the possibility of subsequent collisions. With this channel ac-
cess mechanism, all stations can have an equal share of sys-
tem throughput in a distributed manner. Its simplicity, together
with high transmission capacity, makes the 802.11 wireless
LAN a good candidate for the next-generation wireless net-
work that requires support for Quality of Service (QoS). The
only problem with the current 802.11 wireless LAN is that all
stations are treated in an egalitarian way. Thus, service differ-
entiation cannot be provided without any further control.

The IEEE 802.11e standard [2] is proposed to solve this
problem based on the original 802.11 medium access control
(MAC). Stations under this new standard still use CSMA/CA
with exponential random backoff to contend for the channel.
However, according to the assigned priorities or weights, sta-
tions may be assigned different parameters for channel con-
tention. The parameters that can be manipulated are minimum
contention window size, maximum contention window size,
retry limit, and AIFS time. For example, the authors of [3][4]
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chose a station’s contention window size to be inversely pro-
portional to its assigned “weight” in order to approximate
the weighted fairness. Differential treatment between delay-
sensitive and best-effort traffic can also be achieved by some
heuristic control over the contention window size [5]. In
[6], the parameters used in stations’ random backoff process,
namely the minimum/maximum contention window size and
the retry limit, are computed based on a Markovian model such
that the transmission time acquired by individual stations can
be finely controlled.

Even though the desired service differentiations are not
same in these proposals, they all use the same idea: by giving a
less preferred station a larger contention window size, we force
it to back off for a longer time before it can initiate a transmis-
sion. The “preferred” stations will then have a better chance
to acquire the channel and can improve their transmission per-
formance. For example, if the minimum contention window
size of one station is 32 and that of the other station is 64, the
resultant throughput of the first station will be approximately
twice as that of the second station [4]. The exact computation
of a station’s contention window size is more complicated [6],
but it achieves service differentiation in an IEEE 802.11 wire-
less LAN. The only problem of controlling stations’ contention
window sizes is that, since some stations will use larger con-
tention window sizes, a wireless LAN could be idle for a long
time, especially when the number of stations in the wireless
LAN is small, thus reducing the overall system throughput.

In this paper, we propose a new way of controlling sta-
tions’ AIFS to achieve service differentiation. We will show
that only a slight difference between stations’ AIFS values is
needed to achieve the differentiation achievable by controlling
the contention window size. With appropriately-chosen sta-
tions’ AIFS values, the desired service or QoS differentiation
can be realized in the 802.11 wireless LAN. Moreover, since
all stations can use the same (and smaller) contention window
size, a higher system throughput can be achieved, especially
when the number of stations is not large.

The rest of this paper is organized as follows. Section II
gives a brief introduction of the IEEE 802.11 MAC for com-
pleteness. Section III describes the proposed control scheme
and its application to control the stations’ channel access. In
Section IV, we present the numerical analysis results and com-
pare them with the simulation results. Finally, conclusions are
drawn in Section V.
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II. THE IEEE 802.11 MAC

The IEEE 802.11 standard supports two channel ac-
cess mechanisms: Point-Coordinate-Function (PCF) and
Distributed-Coordinate-Function (DCF). Since we are inter-
ested in achieving service differentiation in a distributed man-
ner, we will only focus on the DCF mode.

A. DCF mode in the IEEE 802.11a/b standard

In the DCF mode, each station must contend for the channel
using CSMA/CA. A station desiring to initiate transmission
invokes the carrier-sense mechanism to determine whether the
medium is busy or idle. If the medium is busy, the station de-
fers the transmission until the medium is determined to be idle
for a period of time equal to DCF Inter-Frame Space (DIFS).
After this period of idle time, the station will wait for an addi-
tional time (i.e., the backoff time) before starting the transmis-
sion. This backoff time is determined by

BT = Random([0, CW ]) · aSlotT ime,

where CW is the station’s current contention window size and
aSlotT ime is the duration of a time slot. If no medium activ-
ity is indicated for aSlotT ime seconds, the station will decre-
ment its backoff time by 1 ∗ aSlotT ime. If the medium is
determined to be busy at any time during a backoff slot, the
backoff procedure is suspended; that is, the backoff time will
not be decremented for that slot. Transmission should com-
mence whenever the backoff time of a station becomes zero.

In order to minimize collisions when multiple stations con-
tend for the channel, each individual station should choose its
CW as follows.

1) CW takes an initial value of CWmin.
2) CW takes the next value in the series in Eq. (1) after

making an unsuccessful attempt to transmit, until CW
reaches its maximum value, CWmax.

3) Once it reaches CWmax, CW will remain there until it
is reset.

4) CW will be reset to CWmin after (i) a successful trans-
mission of a frame or (ii) the number of retransmission
attempts reaches retry limit. (An IEEE 802.11 station
should try to retransmit any unsuccessful frame up to
retry limit times before discarding that frame).

According to the IEEE 802.11b standard, the set of CW
values should be a sequentially-ascending integer power of 2,
minus 1, beginning with CWmin and continuing up to CWmax:

{CW = 2j − 1 : j = K,K + 1, · · · ,K + m}. (1)

Thus, CWmin = W0−1 = 2K−1, and CWmax is 2m ·W0−1.

B. Enhanced DCF in the IEEE 802.11e standard

As mentioned earlier, the DCF does not support the concept
of service differentiation or priorities. Basically, it is designed
to provide an equal-probability channel access to all stations
contending for the channel in a distributed manner. However,
an equal access probability is not desirable among stations with
different priority frames. Thus, the IEEE 802.11e standard of-
fers a new channel access mode called Hybrid Coordination

AIFS[0]
CWmin[0]
CWmax[0]

AIFS[0]
CWmin[0]
CWmax[0]

AIFS[0]
CWmin[0]
CWmax[0]

AIFS[0]
CWmin[0]
CWmax[0]

Virtual Collision Handler

Transmission Attempt

AC 1 AC 2 AC 3AC 0

0−2 3 4−5 6−7

Frames from upper layer with assigned priorities

Fig. 1. Support for prioritized frames at the IEEE 802.11e MAC

Function (HCF). Details of the HCF can be found in [2]. Sim-
ply speaking, the HCF combines an enhanced DCF (EDCF)
with the polling function. As its name suggests, EDCF is an
enhanced version of the original DCF. The most important dif-
ference between DCF and EDCF is that EDCF is designed to
provide differentiated channel accesses in a distributed manner
for frames up to 8 different priorities (from 0 to 7). To achieve
this, we have to manipulate the EDCF parameters: AIFS time,
CWmin and CWmax. The values of these EDCF parameters
are announced by the access point (AP) via beacon frames.
The AP can adapt these parameters dynamically, depending on
network conditions. Basically, the smaller AIFS and CWmin,
the shorter the channel access delay for the corresponding pri-
ority, and hence, the more capacity share for a given traffic
condition.

Figure 1 shows how different-priority frames are handled at
the MAC layer. Each frame from the higher layer arrives at
the MAC along with specific priority. Then, each frame car-
ries its priority value in the MAC frame header and is mapped
into a separate queue as shown in Figure 1. Each queue, also
called an access category (AC), behaves as a single enhanced
DCF contending entity. Thus, each AC uses different AIFS,
CWmin, and CWmax, instead of using the same parameters as
in the original DCF, for the contention process to transmit a
frame belonging to that AC. An 802.11e station implements
four ACs. When there are more than one AC finishing the
backoff at the same time, the collision is handled in a virtual
manner. That is, the highest-priority frame among the collid-
ing frames is chosen for transmission, and the others back off,
as mentioned in the previous subsection.

III. THE CONTROL OVER AIFS

Figure 2 shows the channel access by stations in the EDCF
mode. Since each station (or an EDCF entity) has a differ-
ent AIFS, the station starts/resumes decrementing its backoff
counter at a different time. Let AIFS[i] be the value of sta-
tion i’s AIFS. For example, station 1 may have a smaller AIFS
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Fig. 2. Enhanced DCF mode in IEEE 802.11 wireless LANs

than station 2 and let AIFS[2]−AIFS[1]=2. Thus, every time
station 2 starts to decrement its backoff counter, station 1 has
already decremented its backoff counter by 2 slot times. Let
D be this “decrementing lag” of station 2 with respect to sta-
tion 1. D is then a random variable with possible values 1 and
2. The reason why D could be less than 2 is that if station 1
chooses a backoff counter value less than 2 (say 1), then sta-
tion 2 will have no chance to start/resume its backoff process
before station 1 finishes its transmission. In this case, D = 1.
With the definition of decrementing lag, the following relation
can be found between any two consecutive collisions in which
station 1 and station 2 are involved:

n1∑

i=1

BT
(1)
i =

n2∑

j=1

BT
(2)
j +

n1+n2−1∑

h=1

Dh, (2)

where BT
(j)
i is the i-th backoff time chosen by station j for

its transmission, and ni represents the total number of times
that station i acquires the access of channel. In the example
above, the mean value of D should be very close to 2 because
the probability of BT

(1)
i = 1 is very small (≈ 1

CW ).
Eq. (2) can be generalized for the case in which there are

N different station classes. Here, we assume that stations in
the same class have the same AIFS value. Let Ki be the num-
ber of class-i stations, and assume that class-1 stations have
the smallest AIFS, class-2 stations have the second smallest
AIFS, and so on. We also assume that all stations use the same
CWmin, CWmax, and retry limit. In the steady state, Eq. (2)
can be rewritten as

E[n1]E[BT (1)] =

(
N∑

j=1

KjE[nj ] − E[Ncol])E[D(k)] + E[nk]E[BT (k)], (3)

for k = 2 to k = N . D(k) is the “decrementing lag” of a
class-k station as compared to a class-1 station, and E[Ncol] is
the average number of collisions within the observed interval.
Eq. (3) can be further rewritten as:

E[n1]
CWmin

2
≈
N∑

j=1

KjE[nj ]E[D(k)] + E[nk]
CWmin

2
. (4)
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Fig. 3. Station-2’s backoff decrement delay

Here, we simply substitute E[BT (i)] by CWmin
2 and assume∑N

j=1 KjE[nj ] � E[Ncol]. This is true when the total num-
ber of stations in a wireless LAN is not large. Later, we will
show how to calculate E[BT ] when the number of stations is
larger.

The ratio of each individual station’s channel access to a
class-N station’s, E[ni]

E[nN ] , can be obtained by solving the sys-
tem of linear equations given in Eq. (4). The only problem
left is how to calculate a class-k station’s decrementing lag,
E[D(k)]. Once we solve it, we can choose the required values
of AIFS for all stations such that the desired service differenti-
ation , namely E[ni]

E[nN ] , can be achieved.
Before giving the estimator of decrementing lag for the

general case, we first consider a two-station case: one in
class 1 and the other in class 2, in a wireless LAN. Let
AIFS[2]−AIFS[1] = d be the difference of the stations’ AIFS
values. As shown in Figure 3-(a), if station 1 chooses its back-
off time, BT1, as any value between 1 to d − 1, the decre-
menting lag of station 2, D(2), will be equal to BT1 because
station 2 has not waited for AIFS[2] seconds to start decre-
menting its backoff. If BT1 is larger than d, the computation
of decrementing lag is a little more complicated but still can be
approximated as follows:

• If BT1 − d < BT2, station 1 will win the current run of
contention and thus D(2) = d.

• Otherwise, station 2 will win the current run of con-
tention. However, station 1’s remaining backoff time
may result in another D(2) < d in the next run if
BT1 − d − BT2 < d, as illustrated in Figure 3-(b).

Thus, the average D(2) given BT1 ≥ d can be calculated by

E[D(2)|BT1 ≥ d] =
(CW − (d − 1)) · d

CW
+

∑(d−1)
i=1 i

CW
(5)

given that the stations choose their own backoff times uni-
formly within [0, CW ]. Finally, combining the cases (a) and
(b) in Figure 3, the average value of D(2) can be calculated as

E[D(2)] = d − [
d(d − 1)
CWmin

− d(d − 1)2

2CWmin
], (6)
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since both stations are assumed to have all other parameters to
be the same. If there are more than one class-1 station, E[D(2)]
can be calculated by using the concept of union bound [7]:

E[D(2)] ≈ d − [
d(d − 1)
CWmin

− d(d − 1)2

2CWmin
] ∗ K1. (7)

Finally, in view of the fact that only the stations with smaller
AIFSs can contribute to the decrementing delay of the sta-
tions with larger AIFSs, we can get an estimate of E[D(k)]
according to Eq. (7). Let d

(k)
i =AIFS[k]-AIFS[i] for i = 1 to

i = k − 1. Then, the decrementing delay of a class-k station
can be estimated by

E[D(k)] = d
(k)
1 −

k−1∑

i=1

[
d
(k)
i (d(k)

i − 1)
CWmin

− d
(k)
i (d(k)

i − 1)2

2CWmin
]∗Ki.

(8)
It should be noted that even though some simplifications have
been made in order to obtain Eq. (8), we will show later that it
matches the simulation results very well. Finally, with Eqs. (4)
and (8), we can compute the AIFS values necessary for the
desired service differentiation in a wireless LAN that supports
multiple station classes/priorities.

Our control scheme has many immediate applications in an
IEEE 802.11 wireless LAN. For example, it can realize the
weighted fairness, in terms of throughput between different
classes/flows, once the ratio of throughputs is determined by
the admission control of the IEEE 802.11e wireless LAN. Fur-
thermore, we can also guarantee the frame delay as long as
the station’s traffic is regulated by some traffic shaping mech-
anism such as a leaky bucket. It can also be used to provide
the weighted fair share of system airtime in an IEEE 802.11e
wireless LAN [6] which supports multiple physical transmis-
sion rates (i.e., so-called link-adaptation in [8]).

IV. NUMERICAL ANALYSIS AND SIMULATIONS

We first show the accuracy of our estimator in Eq. (8) for
2 different cases, in which the wireless LAN supports 2 and
4 different station classes, respectively. We will then show
how service differentiation, such as weighted shares of system
throughput or transmission time, can be achieved by means
of the proposed control mechanism. In all of the following
simulations, we assume that all stations use the same param-
eters except the value of AIFS. The other EDCF parameters,
CWmin = 63, CWmax = 1023, and retry limit = 7 are
fixed in all of the simulations.1 The differences between the
AIFS values in different classes, in number of slot times, are
given in each set of simulation.

A. The decrementing lag

Table I shows the average decrementing lag of class-2 sta-
tions, E[D(2)], given that there are only two classes and
AIFS[2]−AIFS[1]=4. As mentioned earlier, the decrement-
ing lag of class-2 stations does not change with the number of

1We choose CWmin = 63 because the “legacy” IEEE 802.11b standard
uses 31 as its default value.

TABLE I
DECREMENTING LAG: N = 2 AND AIFS[2] − AIFS[1] = 4

class-2 stations, K2, but only with the number of class-1 sta-
tions, K1. In general, Eq. (7) gives a very good estimation of
E[D(i)]. It should be noted that the larger K1, the larger the es-
timation error will be. The reason is because we used the union
bound to derive Eq. (7). In Eq. (7), the second term accounts
for the impact of class-1 stations’ smaller AIFS on class-2 sta-
tions’ decrementing lag. Since the union bound gives an upper
bound of the second term in Eq. (7), the estimator will generate
a smaller E[D(2)]. Nevertheless, the largest estimation error is
smaller than 5% (when K1 = 5 and K2 = 3). In this case,
we actually use a better approximation for the mean window
size, E[BT ], instead of using CWmin

2 as in Eq. (4). Since the
effect of exponential increase of random backoff time cannot
be ignored when the number of stations is not small, we use

E[BT ] ≈ (1 −
∑

i Ki

CWmin
)
CWmin

2
+

∑
i Ki

CWmin
CWmin, (9)

to include the effects of collisions and the subsequent exponen-
tial increase of stations’ backoff times. Here,

∑
i Ki

CWmin
accounts

for the collision probability and CWmin represents the average
backoff time a station may choose after the first collision. We
do not consider the effect of exponential increase of CW re-
sulting from more than 2 consecutive collisions because they
rarely occur.

Next we show the case in which there are four classes in
the wireless LAN and AIFS[i]−AIFS[i − 1]=2 for i = 2 to 4.
Again, when the number of stations is larger (e.g., ≥ 7), we
used the better approximation given in Eq. (9) in order to get
a more accurate estimation of the decrementing lag, E[D(i)].
Even though deriving the estimator for the general case (i.e.,
Eq. (8)) needs some approximations, it is surprising that the es-
timation error is really small as shown in Table II. The largest
estimation error occurs when K1 = 4, K2 = 2, K3 = 1 and
K4 = 1, but it is still less than 10%.

B. The ratio of channel accesses

In this subsection, we will show how a small difference be-
tween stations’ AIFSs is enough to provide differential treat-
ment of different-class stations. Compared to the other pro-
posals which may need to choose the contention window over
a much larger range, our control scheme is more efficient, in
terms of system throughput, especially when the total number
of stations is not too large.

0-7803-7955-1/03/$17.00 (C) 2003 IEEE



TABLE II
DECREMENTING LAG: N = 4 AND AIFS[i] − AIFS[i − 1] = 2.

We consider three different cases in which the wireless LAN
supports 2 (case I), 3 (case II) and 4 (case III) classes of sta-
tions, respectively. In the case I-(A), we assume K1 = K2 = 3
and choose AIFS[2]−AIFS[1] = 4 based on Eqs. (4) and (8)
such that each class-1 station can have twice the throughput of
the class-2 station, while we choose AIFS[2]−AIFS[1] = 7
in the case I-(B) such that each class-1 station can have three
times the throughput of the class-2 station. The simulation
results in Table III show that the desired service differentia-
tion can be achieved by our control scheme with a relatively
small difference in AIFS values. If we control the stations’
CWmin values instead of AIFS, all class-2 stations need to
use CWmin = 127 for setting A and CWmin = 255 for set-
ting B, given that class-1 stations use CWmin = 63. In case
II, we set AIFS[2]−AIFS[1]=3 and AIFS[3]−AIFS[3]=4 such
that the ratio of stations’ throughputs in each class is close
to 3:2:1, given that there are 2 stations in each class. Even
though the resulting ratio is not exactly the same as required,
the largest deviation is only about 5%. Finally, we consider
four classes with a desired throughput ratio close to 4:3:2:1,
given that there are 2 stations in each class. Based on Eqs. (4)
and (8), we need AIFS[2]−AIFS[1]=2, AIFS[3]−AIFS[2]=2,
and AIFS[4]−AIFS[3]=3. Again, the simulation result shows
that a small amount of difference among stations’ AIFS still
suffices to yield the desired service differentiation (with the
largest deviation less than 6% as compared to the numerical
results).

One should note that in all of these simulations, we only fo-
cus on the cases where the total number of stations is no more
than 8, even though the control scheme is applicable to other
cases. If the total number of stations is larger, the occurrence
of long channel idleness due to large contention window size is
very unlikely because there are always stations contending for
the channel. Thus, controlling CWmin in [6] can achieve the
required service differentiation without compromising the sys-
tem throughput. In summary, the control over backoff process
should adapt to the number of total stations in order to fully
utilize the wireless channel while providing the needed service

TABLE III
THE RATIO OF STATIONS’ THROUGHPUT: ESTIMATIONS VS. SIMULATIONS

differentiation. When the total number of stations is not large,
we should control individual stations’ AIFS values; otherwise,
controlling CWmin is easier and also effective.

V. CONCLUSIONS

In this paper, we proposed a novel control algorithm over
AIFS time in the IEEE 802.11e wireless LAN to achieve fair-
ness and service differentiation. With this control mechanism,
we can provide QoS support , such as throughput differentia-
tion, in an IEEE 802.11e wireless LAN or other wireless net-
works that use a similar MAC. The simulation results show the
correctness and effectiveness of the proposed control. Since
it only needs a small difference among stations’ AIFS values,
a higher channel utilization can be achieved, as compared to
other schemes, especially when the number of stations is not
large.
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