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ABSTRACT

Advanced computer technologies can transform the traditional electrocardiogram
(ECG) monitoring system for better efficiency and accuracy. ECG records a heart’s
electrical activity using electrodes placed on the skin, and it has become an essential
tool for arrhythmia detection. The complexity comes from the variety of patients’
heartbeats and massive amounts of information for humans to process correctly. The
first part of the thesis presents an image based two-dimensional convolution neural
network (CNN) to classify the arrhythmia heartbeats with inter-patient paradigm. It
includes a new data pre-processing method. The inter-patient paradigm simulates the
practical use case of an ECG heartbeat classifier. Compared to the reported work in
the literature, the proposed solution achieves superior experiment results. The rest of
the thesis introduces the remote ECG monitoring system. The RESTful API design
concepts of the system are described. The proposed API supports an efficient and
secure way of interaction between each module in this remote monitoring system.
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Chapter 1

Introduction

1.1 Overview
Health issues have always been a primary concern of society. In 2017, the world health
organization (WHO) listed cardiovascular diseases (CVDs) as the number one cause
of death in the world [30]. About 17.9 million people died from CVDs in 2016, which
counts for 31% of all deaths in the world of that year. Most of the CVDs happen in
countries with low incomes. In these countries, people are usually not covered by the
public health care system, and inadequate medical facilities cause hospitals not able
to provide proper medical treatments for patients. Practical solutions for reducing
deaths caused by CVDs are early detection and proper medical treatments. Usually,
physicians diagnose a patient’s cardiac problem based on analyzing the patients’ ECG
signal information. A physician reviews heartbeats’ morphology information and
rhythms to determine if this patient has abnormal heartbeats [37]. A long-time ECG
recording contains a complete patient’s ECG information for a long period of time,
which is useful for a doctor to precisely diagnose a patient’s heart situation. However,
the traditional way of diagnosing arrhythmia is relatively inefficient for long-term
ECG monitoring. A doctor can not analyze a massive amount of ECG information
in a limited time [43]. This brings ideas of developing computer-based arrhythmia
classification systems for helping doctors to diagnose abnormal heartbeats. There
has been a long history of algorithm based automatic ECG data analysis since 1960s
and a large amount of literature has been devoted to this area, ranging from interval
determination to beat classifications.

The rapid advancement of machine learning models has enabled their wide use for
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speech and face recognition, image identification, illnesses diagnosis, and etc [1]. In
this thesis, we develop an effective two-dimensional autonomous convolutional neural
network (CNN) arrhythmia classification system that can help physician accelerate
the detection of abnormal heartbeats, thus improving early diagnosis rate to help
reduce CVDs related deaths.

In order to accurately capture abnormal heartbeats, patients are often required
for long-term ECG monitoring. During a long-term ECG monitoring period, ECG
sensors record a patient’s ECG signal information at different times of the day. Some
ECG monitoring can take several days. Moreover, it requires remote ECG monitor-
ing, and it is difficult for people who live far away from cities to get ECG monitoring.
The advancement of wireless communication technologies provides real-time data
transmission between portable devices and central servers [3]. This makes real-time
remote ECG monitoring a feasible method to be applied in clinics. To solve these
problems, our team has implemented an efficient remote ECG monitoring system.
The software system involves interactions of mobile applications, the central server,
and computer clients. We use hypertext transfer protocol (HTTP) request methods
to implement all designed interactions. Consequently, we design a robust application
programming interface (API) document to define all interface requirements for sys-
tem modules. Our proposed solution allows physicians to establish long-term ECG
remote monitoring for patients efficiently, and this system can be further developed
by integrating with our proposed ECG arrhythmia classifier. In this way, it can help
physicians diagnosing abnormal heartbeats after ECG monitoring is completed.
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1.2 Summary of Contributions
In this thesis, contributions are presented in Chapters 3 and 4, which are summarized
below.

This research’s main contribution is that we improve classification accuracy on
new patients by applying a light-weight two-dimensional convolutional neural net-
work (CNN). Instead of using one-dimensional arrhythmia data, we apply the com-
puter vision approach to classify ECG arrhythmia, which is similar to physicians
diagnosing arrhythmia by reading ECG graphs. We design an algorithm to plot ECG
images from ECG signals with reduced image sizes to lower processing time. Sec-
ondly, we separate the data sources into training and testing sets, each containing
different patients’ ECG information. This way, we can accurately evaluate the model
performance when given new patients’ ECG information. We have adopted reliable
VGG network concepts for constructing our proposed model. Through various ex-
periments, the hyper-parameters of the model structure are determined. Experiment
results show that this model achieves excellent classification accuracy: 98.5% classifi-
cation accuracy in the SVEB-type heartbeat and 98.4% prediction accuracy in VEB
type heartbeat. We compare the proposed model with other arrhythmia classifiers.
Our proposed model outperforms most of the compared models based on the same
database with the inter-patient paradigm.

A second contribution of this research is the design of the remote ECG monitoring
system with the representational state transfer (REST) API design. We introduce the
essential module in our system, which is the central server that processes all requests
from other modules. Our software development team has designed and implemented
a REST-style framework. Specifically, we have built a login section, a nurse section,
a patient section, an ECG test section, and an ECG raw data section. In each
section, we define working logic and requirements for sending and receive hypertext
transfer protocol (HTTP) requests. My contribution is to help the server RESTful
API concept design. This REST framework can be further developed as an open-
source framework that can be utilized by other ECG remote monitoring systems.



4

1.3 Organizations
Chapter 2 first introduces the neural network concept and structure and then de-
scribes the convolutional neural network’s fundamental knowledge with a detailed
example.

Chapter 3 describes current solutions and challenges in the electrocardiogram
(ECG) arrhythmia classification. After the existing solutions are discussed, we com-
pare current paradigms for creating training and testing subsets. Additionally, we dis-
cuss database information with data set partition strategies adopted by this research.
ECG signals are converted to images for input to the subsequent neural network by
a designed pre-processing procedure. We then present our proposed two-dimensional
convolutional neural network (CNN) architecture by describing model layers and pa-
rameters. The experiment results are compared with other approaches. Finally, we
summarize the proposed method’s advancement and potential improvements.

Chapter 4 focuses on the ECG remote monitoring system. We introduce our ECG
monitoring system, and explain the workflow in our system. The structure of our cen-
tral server and the interactions among modules in the system. We then introduce the
representational state transfer (REST) concept and explain the advantages of apply-
ing it in our system. The REST application programming interface (API) designs
are provided with each API’s functionality and design concept. Finally, we discuss
the potential challenges in our software development process with future development
plans.

Chapter 5 concludes this research work and discusses future research directions.
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Chapter 2

Neural Network Overview

An artificial neural network (ANN) is a computational model inspired by how biolog-
ical neural networks in the human brain process information, where neurons compute
output values from inputs [33]. ANN models learn by studying training data. Typ-
ically, a neural network will contain an input layer, one or more hidden layers, and
an output layer.

2.1 Perceptrons
In a neural network, an perceptron, also known as artificial neuron, is the fundamental
calculating entity that computes several inputs using weighted sum. The sum is then
compared with a threshold value to produce the output. The output can be a binary
value or a continuous value. A typical perceptron includes input values, weights, net
sum, and activation function. A perceptron works on these steps:

1. Input X = (x1, x2, ..., xn|xi ∈ R).

2. Each value in the input X multiplies the corresponding weight in W where
W = (w1, w2, ..., wn|wi ∈ R).

3. Add all the multiplied values to obtain the weighted sum

Result =
n∑

i=1

wixi

.
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4. Input the result into the activation function and obtain the output, e.g., in a
binary classification problem,

Output =

0
∑

i wixi≤ Threshold

1
∑

i wixi> Threshold

2.1.1 Example of Perceptron

Fig. 2.1 shows the structure of a simple perceptron.

Figure 2.1: An example of a simple perceptron.

For example, let X = (2, 1, 2),W = (0.25, 0.5, 0.1), and the threshold equals to
one, we have:

Sum =
3∑

i=1

wixi = 2 ∗ 0.25 + 1 ∗ 0.5 + 2 ∗ 0.1 = 1.2

Since 1.2 > 1, the output is one.
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2.2 Multilayer Perceptron
After understanding what is a perceptron, we can start to learn about multi-layer
perceptron (MLP) [62]. The MLP is a type of artificial neural network (ANN), and
it is explained with the example of classification digits.

2.2.1 Using Multi-Layer Perception to Classify Hand Recog-
nize Digit

Each node in the output layer outputs a vector the size of total number of classes.
For example, for classifying handwritten integer numbers ranging from 0 to 9, the
output for an image i can be [ 0.05, 0.05, 0.6, 0.09, 0.01, 0.07, 0,03, 0.03, 0.06, 0.01 ].
Since the third element (0.6) in the sample vector is the largest, the image is classified
to the number 2 and the label that corresponds to this image i is [ 0, 0, 1, 0, 0, 0,
0, 0, 0, 0 ]. Ideally, we want the output as close to the label as possible. The model
performance is measured based on errors calculated using cross-entropy. Here is the
cross-entropy formula for the distributions p and q over a given set:

H(p, q) = −
∑
x

p(x) log(q(x)),

where p is the expected output probability and q is the actual output probability. In
our neural network, the error (cost) function of classifying one image is:

H(A,B) = −
n∑

i=1

Ai log(Bi),

where B is the predicted label of the input image, and A is the actual label of the
input image. The goal of training this ANN model is then to minimize the cost of
classifying each image in the training set.

2.2.2 Neural Network Architecture

Before constructing a neural network, we can only know the number of input training
features and samples and output classes. However, the number of neurons in hidden
layers are unknown, thus requiring much adjustments in the training process. For
example, we know there are m training samples for classifying handwritten numbers
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and each of them is a 28×28 pixels gray-scale image. The goal is to identify each pic-
ture from a category of integer numbers from 0 to 9. Therefore, this is a classification
problem with ten different classes.

Although determining the number of neurons and hidden layers of the neural
network is mainly based on experiences, the number of neurons should be consistent
with dimensions of input and output data. For example, an input image of 28 × 28

pixels can be converted to a one-dimensional column vector with 784 pixels, which
corresponds to 784 features. If m images are fed in simultaneously, it is equivalent to
have an input of size 784×m and Fig. 2.2 shows the neural network’s structure.

Figure 2.2: An overview of the neural network’s structure.

2.3 Convolution Neural Network
The convolution neural network (CNN) consists of a sequence of layers [10]. Specifi-
cally, it includes convolutional layers, pooling layers, and fully connected layers. The
majority of layers are convolution layers that execute convolutional mathematical
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operations. In order to understand this neural network, it is essential to understand
the concepts of CNN.

2.3.1 Kernels of Convolutional Layers

A convolutional layer contains a group of kernels (filters). These kernels are two-
dimensional matrices that include specific integers, and Fig. 2.3 is an example of an
input image and a filter. The left input image contains pixel values, and the right
image is a filter with random weights.

Figure 2.3: An example of an input image and a filter.

In a convolution operation, we put the filter on the left-top of the image, and we
multiply values of filter cells with the corresponding pixel value in the input image.
These steps are repeated for all input image pixel values and all multiplied values are
summed to obtain the final output.

Usually, the output matrix should be the same size as the input matrix. To keep
the identical size, zeros are added around the input image to increase the input size. In
this way, an output matrix is kept the same size as an input matrix without changing
any information in an input matrix.

2.3.2 Pooling

A pixel value in the input image tends to have a similar value to its neighboring
pixels. This feature can cause a cell in a convolutional layer output being similar to
its neighboring pixels, which means the output contains redundant information. This
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redundancy makes critical feature extraction from an input image difficult. Therefore,
pooling layers are applied to solve this problem. A pooling layer extracts feature value
from a group of cells repeatedly, which are either the max value or the average value.
By doing so, an input matrix size is reduced, which helps a model extract critical
information from input images. Fig 2.4 shows an example of the max pooling and
average pooling operations.

Figure 2.4: Examples of a max pooling operation and an average pooling operation.

2.3.3 Fully Connected Layer

Fully connected layers are the last part of CNN. In this section, the output matrix
that comes from the pooling layer is flattened to a one-dimensional vector and used as
input for the fully connected layers. The fully connected layers work the same as the
multi-layer perceptron (MLP). The processed input is put into MLP and classified
into a particular class. After combining all the layers, we can obtain a complete CNN,
which is shown in Fig. 2.5 for the complete structure of a CNN.
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Figure 2.5: An overview of a complete CNN’s structure.
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Chapter 3

Deep Convolutional Neural
Networks in ECG Arrhythmia
Beat Classification

3.1 Introduction
In recent years, the quickened advancement in deep learning to solve various medical
science problems is providing unprecedented assistance to medical field profession-
als [32]. There are a wide variety of potential applications to healthcare in terms
of disease diagnostics, early detection, monitoring, etc. The machine learning tech-
nologies are currently adopted in image recognition, natural language processing, and
self-driving automobile [33]. In general, a neural network is efficient in solving tasks
with a massive amount of training data [34]. In the electrocardiogram (ECG) heart-
beat recognition field [35], the classical way of monitoring a patient’s heartbeat is
by analyzing an ECG signal’s morphological information manually. However, this
approach is time-consuming and experience-based. When there are a large amount
of ECG recordings, automatic data analysis through signal processing algorithms be-
comes the standard operation. The medical device industry has long utilized software
to classify ECG data, the results of which reviewed and confirmed by cardiologists.
To improve the accuracy of automatic classification has been continuously studied
in the literature [19]-[28]. In recent years, the advancement of machine learning and
deep learning has attracted significant attention in the field to achieve classification
accuracy comparable to that of experts.
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ECG is mainly used for cardiac abnormality identification [36]. As shown in Fig.
3.1, a typical ECG signal consists of three primary waves: P wave, QRS complex,
and T wave [37]. An arrhythmia heartbeat is incurred by an abnormal heart which
is usually caused by abnormal impulse information or transmission. By reading ECG
information, a physician can diagnose a variety of arrhythmia heartbeats. Physicians
make judgments based on the interval and morphological information of an ECG
signal, such as the shape of these three original waves and the heartbeat’s rhythm
[38].

Figure 3.1: An ECG signal illustration [57].

In general, an ECG arrhythmia can be categorized as hazardous and the non-
dangerous type. In order to detect hazardous arrhythmia heartbeats, a long-term
ECG recording is required. However, it is relatively hard for a doctor to observe and
analyze all the morphological information from long-term ECG records in limited
amount of time. If a dangerous arrhythmia is detected, proper treatments needs to
be applied immediately and any delay can negatively affect a patient’s cardiac health.
Therefore it is essential to establish an efficient arrhythmia detection solution for fast-
paced arrhythmia heartbeat identification. Along with the development of portable
sensor devices, many portable ECG devices are provided to patients [39]-[41].

Portable ECG recorders can help the clinics obtain efficient cardiac monitoring
[42]. However, a physician needs to diagnose several patients simultaneously for an
extended period. It is an impossible task for a physician to analyze the morphological
information of a massive amount of patients’ heartbeats in a limited time. This high
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demand for quick arrhythmia heartbeat diagnosing can be fulfilled by computer-based
ECG arrhythmia heartbeats diagnosis systems. However, there are several challenges
in automatic ECG signal diagnosing because each patient has different morphological
and temporal characteristics of ECG heartbeats. Therefore, it is relatively hard to
define precise rules that can define all the arrhythmia types for all patients, and a pa-
tient’s heartbeats have various morphological shapes when this patient participates in
activities, such as exercising, relaxing, and sleeping. All these factors about patients’
ECG morphological information uncertainty lead to automatic ECG classification is
hard to achieve satisfying classification results. Currently, there are many research
studies on computer-based ECG arrhythmia classification, such as RR interval-based
classification system [43], SVM based classification system [44], ANN-based classifi-
cation system [48], KNN-based classification system [45], swarm optimization with
radial basis classification system [46], and conditional random fields classification sys-
tem [47].

The most crucial part of ECG classification is feature extraction. Reported works
introduce different approaches for feature extraction and feed these feature informa-
tion into their proposed models. However, feature extractions can not obtain all the
information of all patients’ heartbeats. Since patients have different heartbeat shapes,
existing models have relatively low classification accuracy for classifying a new pa-
tient. We develop a two-dimensional CNN abnormal heartbeats classification system
to solve these challenging issues for automatic ECG arrhythmia detection. CNN is
the most popular type of deep learning approach for image classification, and many
ECG classification algorithms are based on one-dimensional CNN [27][49][50].

In this chapter, we construct a two-dimensional CNN system for ECG abnormal
heartbeats classification. We use the MIT-BIH arrhythmia database [9] to evaluate
the proposed model’s performance. We first convert ECG signals to ECG heartbeat
images; then, we feed the segmented heartbeat images into the proposed 2D CNN
model for training and testing. In the experiments, detailed results are obtained to
prove that our approaches for the proposed solution are effective, and we compare
the proposed model with other reported works to evaluate this model’s performance.
This solution can be further developed and implemented in the remote ECG system
to monitor many patients simultaneously.

The rest of this paper is organized as follows. Section 3.2 introduces reported
works on automatic ECG arrhythmia classifications. Next, Section 3.3 explains par-
tition paradigms, data labeling, database information, data pre-processing processes,
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and detailed information about the proposed CNN model. Subsequently, Section 3.4
shows evaluation and validation progress for approaches and provides experiment re-
sults. Lastly, Section 3.5 presents the conclusion and discusses future research plans
for the proposed model.

3.2 Related Work
The ECG waveform reflects a heart’s electrical activity, and it is used for various
heart conditions’ detection. In long-term ECG monitoring, accurate ECG signals
play an essential role in diagnosing a patient’s present cardiac abnormality. With
the development of algorithms in machine learning, many researchers focus on de-
veloping advanced machine learning algorithms to detect ECG abnormal heartbeats
automatically. An review of the ECG arrhythmia classification is summarized next.

An effective linear discriminant classification system for identifying abnormal
beats is reported in [43]. The authors obtained RR interval information by applying
feature extraction techniques, and they use wavelet analysis and linear prediction
modeling to extract morphological features. After that, the extracted features are
combined with a discriminant classifier to classify arrhythmia heartbeats. The model
is evaluated against the MIT-BIH arrhythmia database [9]. Based on the experi-
ment results, the authors argue that the combination of wavelet and linear prediction
features can improve the proposed model’s classification accuracy.

A robust evidential k-nearest neighbors algorithm is presented in [45]. The au-
thors followed the concept of Dempster Shafer Theory for classifying ECG irregular
heartbeats [13]. The RR interval features are captured and fed into the proposed
algorithm. The model was evaluated against the MIT-BIH arrhythmia database, and
the model was compared with the traditional KNN method. Considering the error
rates, the author argued that the proposed system outperforms the original KNN
based classification system.

An effective SVM classifier is introduced in [51]. In this solution, the authors first
detect and segment the QRS complexes. They then collect the frequency information,
RR intervals information, and QRS information to characterize each beat. These
features are fed into the SVM for classification. In the proposed model, the decision
rule consists of dynamic reject thresholds with the cost of misclassifying or rejecting
a sample. The model has a significant performance improvement when the model is
evaluated in the MIT-BIH arrhythmia database. They obtain an average accuracy of
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97.2% with no rejection.
The particle swarm optimization and radial basis function neural network were

presented in [46]. The authors extracted four morphological features for each heart-
beat. In the proposed model, the RBFNN structure with particle swarm optimization
was used for the extracted features. They use the MIT-BIH arrhythmia database to
test this model’s performance. After several experiments, the proposed model ob-
tains a relatively high classification performance, and the model’s performance can
be increased by applying additional feature extraction methods.

A useful one-dimensional CNN model for 17 classes of cardiac arrhythmia de-
tection is presented in [49]. The proposed solution is based on extracting features
from 10 second ECG signal fragments. The authors develop a specialized end-to-end
structure for feature extraction instead of using classical segmentation methods. The
proposed model is a one-dimensional CNN model, and the model’s performance is
evaluated in the MIT-BIH arrhythmia database. This solution is efficient and quick
in the task of classifying the various classes of ECG arrhythmia. Also, the model’s
structure is straightforward, and the implementation of the solution is relatively sim-
ple. This model achieves an overall accuracy of 91.33% for 17 cardiac arrhythmia
classes with a relatively short 0.015s classification time per single sample.

An effective generative adversarial network is presented in [52]. In the proposed
model, the authors design a generator section and a discriminator section. The gen-
erator contains several layers of a bidirectional long short-term memory (LSTM) net-
work, and the discriminator is the structure of CNN. The proposed model is trained
and tested by the MIT-BIH arrhythmia database. The model’s performance is evalu-
ated by comparing with recurrent neural network autoencoder and the recurrent neu-
ral network variational autoencoder. The experiment results show that this model’s
loss function has the fastest speed for converging to zero, and the BiLSTM-CNN
generative adversarial network can generate the ECG data that is morphologically
similar to real ECG data.

A powerful 16-layer one-dimensional CNN for classifying atrial fibrillation is pre-
sented in [53]. The proposed model is specifically designed for detecting atrial fib-
rillation. In this model, the skip connections technique improves the CNN model’s
feature learning capabilities and reduces the training time. The model is trained by
8528 ECG samples and tested by 3685 ECG samples, and each sample has a range
from nine seconds to sixty seconds. The authors also implement RNN and spectro-
gram learning to compare with this model. After several experiments, the model
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achieves 90% accuracy for identifying normal rhythm, 82% for identifying atrial fib-
rillation, and 75% for identifying other rhythms. The authors argue that this model
can help diagnose the patient’s heartbeats in real-time.

A relevant CNN that can identify arrhythmia based on different intervals of tachy-
cardia ECG samples is introduced in [54]. The authors develop a computer-aided di-
agnosis system based on CNN, and the proposed model consists of an 11-layer CNN
with an output layer that contains four neurons. The authors use ECG samples from
range two seconds and five seconds without any QRS detection. The proposed model
is evaluated in several databases, and this model achieves accuracy 92.50%, sensitiv-
ity 98.09%, and specificity 93.13% for two-second samples. Also, the model obtains
relatively high accuracy for five-second samples. The authors argue that the proposed
solution can be a useful tool to help clinicians for diagnosing the patient’s abnormal
heartbeats.

A useful attention-based time-incremental CNN is presented in [55]. The authors
integrate CNN with recurrent cells and attention modules to combine the spatial
and temporal information from ECG signals. This approach optimizes features in-
put length and reduces a significant amount of parameters. The authors argue that
this method reduces 90% of computation in real-time processing comparing with the
original CNN model. The proposed model is evaluated in several data sources. The
experiment results show that this model achieves an overall accuracy of 81.2%. Also,
they compare this model with the original VGG network. This model’s average accu-
racy is 7.7% higher than the VGG model, and the paroxysmal arrhythmias classifying
accuracy is 26.8% higher than the VGG model. The authors argue that the proposed
solution is a concrete example of all different length signal processing problems.

An efficient two-dimensional CNN for classifying ECG arrhythmia with infor-
mation fusion and one-hot encoding techniques is presented in [56]. The authors
combine the morphology information and rhythm information of heartbeats into a
two-dimension vector, and the processed vectors are fed into the proposed CNN that
contains specialized learning rate and dropout methods. The proposed model is eval-
uated in the MIT-BIH arrhythmia database, and this model has a better performance
than other compared methods for classifying five and eight heartbeat categories. The
proposed model has better performance in terms of the sensitivity and positive pre-
dictive rate for V-type beats and S-types beats than other solutions. The author
argues that the proposed system is useful for classifying abnormal heartbeat, and it
is an effective system that can be implemented on mobile devices for monitoring heart
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health situations.
However, all these reported solutions do not perform well in some particular sce-

narios. Most of the solutions have inconsistent performance when classifying a new
patient’s ECG signals. In other words, if the patient’s ECG heartbeats are not in the
training set, these models obtain a decreased classification accuracy for this patient.
The majority of models are tested on MIT-BIH arrhythmia database. However, many
of the models do not follow the recommendation of AAMI [8] for ECG sample label-
ing. The ECG signal noise reduction process may lose important information about
the patient’s heartbeat and increasing the data pre-processing work. In this thesis,
we convert the ECG signal classification task into a computer vision problem. We
propose a two dimensional CNN system to solve the challenging issues not solved in
the existing research works.
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3.3 Methods

3.3.1 Paradigms

Many research studies dedicate to automatic ECG arrhythmia classification. Among
all these studies, the intra-patient and inter-patient paradigms are the two mainly
used data partition schemes.

• The intra-patient partitions methods randomly mix all the patients’ heartbeats
into a complete set and split it into a training subset and testing subset. There-
fore, a patient’s heartbeats can be in the training set and testing set simulta-
neously [5]. By applying this partitioning method, the model can obtain opti-
mistic results. However, in the clinic, the classifier usually needs to predict a
new patient’s heartbeats. Therefore, this partition scheme can not evaluate the
model’s real classification accuracy for classifying a new patient’s heartbeats.

• The inter-patient partitions method provides a more practical way of building
the training subset and testing subset. Philip de Chazal proposes the inter-
patient paradigm [7]. In this scheme, the training set comes from one group
of patients’ records, and the testing set comes from another group of patients’
records. Therefore, it avoids the scenario that a patient’s ECG information
exists in training and testing subsets. The intra-patient method usually achieves
a better result than the inter-patient method because the training and testing
data can come from the same patient; therefore, the intra-patient scheme leads
to model overfitting in the practical application scenarios.

After studying on other researchers’ current achievements [50]-[52], we find that
most reported works applied the intra-patient paradigm in their ECG classification
systems. We adopt the inter-patient scheme as it is more suitable for real-life diag-
nosing scenarios. Although it is challenging to achieve high results, the experiment
results are more reliable and meaningful because this paradigm is similar to when a
physician diagnoses arrhythmia for a new patient.

3.3.2 Advancement of Medical Instrumentation Standards

A patient’s heartbeats are categorized into five classes that are defined in the Advance-
ment of Medical Instrumentation (AAMI) standard (IEC 60601-2-47:2012): normal
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(N), supraventricular ectopic beat (SVEB), ventricular ectopic beat (VEB), fusion
beat (F), and unknown beat (Q) [8]. Details of these classes are shown in Table 3.1.
The standard recommends the training set labeled as DS1 (consisting of patients’
record 101, 106, 108, 109, 112, 114, 115, 116, 118, 119, 122, 124, 201, 203, 205, 207,
208, 209, 215, 220, 223, and 230) and the testing set labeled as DS2 (consisting of
record numbers 100, 103, 105, 111, 113, 117, 121, 123, 200, 202, 210, 212, 213, 214,
219, 221, 222, 228, 231, 232, 233, and 234). The standard also emphasizes that SVEB
and VEB are the two most critical arrhythmia categories. For a given classification
algorithm, the AAMI outlines the necessity to use a performance matrix that reveals
classification performances for each of these four classes: N, SVEB, VEB, and F. We
ignore the classification performances for the Q class because this class contains a
few samples only, and classification results of this class are not suitable for evaluating
proposed model’s performance. We evaluate the model’s performance using SVEB
and VEB heartbeat classification results in the test. We also provide a confusion
matrix to show the models’ performance on classifying each of these four classes.
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Class Symbol Members

Normal N

Normal beat
Left bundle branch block
beat
Right bundle branch
block beat
Atrial escape beat
Nodal (junctional) escape
beat

Supraventricular
Ectopic Beat

SVEB

Atrial premature beat
Aberrated atrial
premature beat
Nodal (junctional)
premature beat
Supraventricular
premature or ectopic beat
(atrial or nodal)

Venticular Ectopic
Beat

VEB
Premature ventricular
contraction
Ventricular escape beat

Fusion beat F Fusion of ventricular and
normal beat

Unknown beat Q

Paced beat
Fusion of paced and
normal beat
Unclassifiable beat

Table 3.1: Advancement of Medical Instrumentation recommended classes

3.3.3 Database Information

In the thesis, the MIT-BIH arrhythmia database is used to evaluate the proposed
model [9]. The MIT-BIH arrhythmia database contains 48 recordings of two-channel
ambulatory ECG. These records are obtained from 47 subjects studied by the BIH ar-
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rhythmia laboratory between 1975 and 1979. Digitized ECG signals in the recordings
are 360 Hz per channel with an 11-bit resolution over a 10 mV range. In total, there
are approximately 110,000 beats in this database. There is an annotation record for
each ECG record that contains QRS positions and the heartbeats’ types, verified by
at least two cardiologists. Therefore, the QRS detection process is applied to this
database. These heartbeats are labeled along with their R peaks. A summary of the
MIT-BIH arrhythmia database is listed in Table 3.2.

Group name Labels Number of beats DS1 DS2
Normal N 90042 45824 44218

Ventricular Ectopic VEB 7007 3788 3219
Supraventricular Ectopic SVEB 2779 943 1836

Fusion F 802 414 388
Total: 100630 50969 49661

Table 3.2: Summary of MIT-BIH arrhythmia database

3.3.4 ECG Data Pre-Processing

The two-dimensional CNN requires image inputs. We convert ECG signals into ECG
images by plotting each ECG heartbeat as an individual 150 x 150 pixels gray-scale
image. In the MIT-BIH arrhythmia database, every ECG beat is sliced based on R-R
interval information, which is the time between QRS complexes. More specifically, the
ECG heartbeat is labeled along with the heartbeat’s R peak time. Thus, we determine
a single ECG heartbeat by centering the heartbeat’s R peak while excluding each
record’s first heartbeat and last heartbeat. These two heartbeats are not complete
because of the ECG monitoring restriction. We also define each image only containing
one heartbeat with this heartbeat label as the image’s name. The data files from the
MIT-BIH arrhythmia database are time-series data. So we apply data pre-processing
methods for segmenting and converting the ECG signals to individual ECG heartbeat
images.

Extracting individual ECG heartbeat from a time-series data

In ECG data files, every heartbeat is extracted based on the distance between the
target heartbeat’s R-peak and its adjacent heartbeats’ R-peaks. Since each annota-
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tion is located near each R-peak in the ECG data annotation file, we can easily find
R-peaks of all heartbeats in the MIT-BIH database. The target heartbeat’s starting
point is the middle point between the target heartbeat’s R-peak with the previous
heartbeat’s R-peak. The target heartbeat’s ending point is the middle point between
the target heartbeat’s R-peak with the next heartbeat’s R-peak. We store all the
values between the starting pointing and ending point into an array. Here is the
formula for calculating the starting and ending points:

Starting point: (Rpeak(n)− Rpeak(n− 1))/2 + Rpeak(n− 1)

Ending point: (Rpeak(n+ 1)− Rpeak(n))/2 + Rpeak(n)

Fig. 3.2 is the visual representation of this segmentation process. In this way, we
can keep the heartbeat’s R interval information. The R interval-based segmentation is
also relatively simple to implement and it saves pre-processing time and computation
resources.

Figure 3.2: Segmenting a heartbeat from a series of ECG signal.

Plotting ECG heartbeat image

After obtaining all processed array objects, we use Python [58] to convert ECG signals
into heartbeat images. We also find it essential to properly set a maximum x-axis value
to plot the image through experiments. The image plotting function automatically
fits the heartbeat’s shape into the entire image, making all heartbeats appear to be
the same length. This mechanism leads to heartbeat-length-information loss during
the feature extraction process because it changes a heartbeat’s R interval. In real life,
the heartbeat’s length is not the same and everyone has a different heartbeat shape.
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For this reason, it is essential to set up the proper maximum x-axis value for each
patient’s ECG image. If it is too large, the heartbeat shape is hard to identify. If
it is too small, the image does not cover the entire heartbeat interval. We develop
a formula that can calculate the maximum value for each record, which provides the
best model performance, as

S = A+ A ∗ 0.3

A =
1

n
∗

n∑
i=1

length(i)

where n is the number of heartbeats of a patient’s ECG record, length(i) is the number
of samples of each heartbeat, A is the average number of samples of a patients’ record,
and S is the maximum x-axis value for plotting heartbeats of a patients’ record.

After feeding the patient’s record to the proposed function, we can obtain the
maximum x-axis value to plot this patient’s ECG image. Fig. 3.3 shows the complete
process of calculating the maximum value and applying it to plot the ECG heartbeat
image.
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Figure 3.3: The processes of plotting ECG heartbeat images.

Augmenting the ECG heartbeat image

The matplotlib function [59] outputs ECG heartbeat images, and the default image
resolution is 600 x 400 pixels, such as Fig. 3.4. However, due to computer memory
limit, images need to be compressed. Since we only focus on the ECG heartbeat’s
morphological information, we can use gray-scale images. By converting colored im-
ages to gray-scale images, we can reduce the model’s parameters and improve the
model’s training efficiency. The processed image resolution is 150 x 150 pixels, which
is a massive drop-off for image resolution and the image’s quality is relatively low as
shown in Fig. 3.5. The reason is that the primary pixels representing the heartbeat
shapes are also compressed which causes the compressed image to lose important in-
formation. We can see that the ECG heartbeat’s shape is hard to recognize and the
low-quality input images would lead to a significant drop in the model’s classification
accuracy. To solve this technical issue, we implement a method that can augment
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the picture’s heartbeat shape. The idea is to emphasize the shape of the heartbeat
while compressing an ECG heartbeat image. When we convert heartbeat signals to
images, we add one extra parameter that makes the plotted line thicker. Fig. 3.6
shows the augmented heartbeat image after the compressing process and we can see
that the augmented image keeps most of the ECG heartbeat’s shape. We can then
obtain most of the ECG heartbeat’s original information while reducing image size.

Figure 3.4: An original image. Figure 3.5: A compressed image.

Figure 3.6: A compressed image
(augmented).
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3.3.5 The ECG Arrhythmia Classifier

The proposed solution uses a specifically designed two-dimensional CNN as the auto-
ECG arrhythmia classifier. In 1989, LeCun brought a new type of neural network:
the CNN model [10]. Comparing the performance differences between ANN and
CNN in image classification tasks, the classical feed-forward neural network is not
efficient when processing vast amounts of images since there are too many parame-
ters. Therefore, we adopted the CNN as the proposed solution for ECG arrhythmia
heartbeat classification. CNN can successfully capture the critical spatial and tem-
poral connections in an image by applying relevant filters. For this reason, CNN
architecture performs better in a image data set due to its reduced parameters. In
other words, the network can be better trained to understand the content of a im-
age. Most machine learning solutions for classifying ECG arrhythmia heartbeats are
one-dimensional CNN [6][11][12]. We implement a two-dimensional CNN by con-
verting the ECG signals into ECG images. The two-dimensional convolutional and
pooling layers are more suitable for classifying the image-type data. Accordingly,
we can obtain a higher accuracy of ECG arrhythmia classification. It is also similar
to a doctor-diagnosing scenario because a doctor analyses the patient’s ECG signal
through two-dimensional measurement, i.e. analyzing a image. We decide to simulate
a computer vision solution, which applies the two-dimensional CNN model to classify
ECG heartbeats images.

Currently, the development of CNN has accomplished many outstanding achieve-
ments. There are many validated and effective CNN models in the ImageNet Large
Scale Visual Recognition Challenge (ILSVRC). It is a competition that evaluates
algorithms for object detection and image classifications with millions of images. In
2014 ILSVRC, GoogLeNet takes first place [14], and VGG network takes second place
[15]. Although GoogLeNet has better performance than VGG network, the VGG has
a straightforward architecture and fewer layers than GoogLeNet. VGG can achieve
relatively similar performance as the GoogLeNet in image classification; therefore,
VGG network is often used for image recognition tasks. In the ECG arrhythmia
classification task, the model only needs to classify 150 x 150 pixels grayscale images
into several classes, which are much simpler than the classification task in ILSVRC.
Consequently, the efficient and less complicated VGG-style network is a desirable
solution for this classification work. We adopt the VGG network concepts for con-
structing our proposed model, and we modify parameters and layers of the proposed
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model to achieve improved performance in ECG abnormal heartbeat classification.
Fig. 3.7 is an overview of all the processes of proposed solution.

Figure 3.7: The overall workflow of the proposed model.



29

VGG network introduction

The VGG network is introduced in the paper [15], and VGG is the abbreviation of
the visual geometry group that invents the VGG network. The VGG is a type of
CNN structure, and it provides practical concepts to help developers build efficient
CNN models for image classification. The fundamental idea of the VGG network is
the VGG block, and a typical VGG block contains a sequence of convolutional layers,
max-pooling layers, and activation functions. In the VGG paper, the original network
includes 3 x 3 convolution kernels with padding of 1 and 2 x 2 max-pooling with a
stride of 2. Fig. 3.8 is the visual representation of a VGG block.

Figure 3.8: The structure of a VGG block.

Configurations of VGG

In general, there are six configurations for VGG networks, and each of them has a
different size of convolution kernels. Fig. 3.9 is the summary graph of these configu-
rations. All the configurations have five VGG blocks. Usually, the 16 weight layers
and 19 weight layers are the most used VGG network structures. Although the VGG
network has a straightforward structure, the model has numerous parameters that
can cost many computation resources for training. For example, configuration D has
138 million parameters. Therefore, it is essential to add decent numbers of VGG
blocks and adjust the proposed model’s convolution layers. Through many studies
and experiments, we construct the effective structure of our proposed model.
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Figure 3.9: Six configurations [15]

Adjusted VGG blocks

The proposed model is developed based on the VGG network. Although the proposed
model’s structure follows the same patterns as the VGG network, we apply many
methods and modify the convolution layers to obtain the model’s high performance.
The original VGG network is used to classify millions of pictures into many categories.
Therefore, the network has a deep structure with massive parameters. The ECG
heartbeat classification problem has a small number of heartbeat categories. If we
apply the original model to our problem, it can easily lead to model overfitting. It also
wastes computation resources and long model training time. Therefore, we design a
specialized network structure for the problem at hand. The following methods are
the approaches for our proposed model.

The original VGG network includes five VGG blocks and these blocks make the
VGG network a deep structure. In the ECG heartbeat classification, we decide to
reduce the number of VGG blocks to improve model performance. After many ex-
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periments, we conclude that the proposed model has the best performance with three
VGG blocks. We also adjust the convolutional layers in the third VGG block. The
difference between the modified VGG blocks and the original VGG blocks is shown
in Fig. 3.10.

Figure 3.10: Differences between adjusted VGG blocks and original VGG-16 blocks.

Activation function

The activation function is an essential part of a neural network, which is a non-linear
function that determines whether and how much to fire up the neuron output given
the input. We adopt rectified linear unit (ReLU) as the activation function for our
proposed model [55]. ReLU is the most commonly used activation function in CNN
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models, given by

y = max(0, x)

The ReLU reduces the model’s training time. The linearity of the ReLU makes it
a fast converging algorithm because the slope remains the same when x increases,
and Fig. 3.11 shows the graph of this function. With this feature, ReLU avoids
the vanishing gradient problem during the model’s training [2]. However, there is a
disadvantage of using ReLU: it outputs zeros for all negative values. Since it outputs
zeros for all negative values, it is unlikely for a neuron to change to other values
if it has a negative value. Because the ReLU has a zero slope when neurons have
negative values, neurons are stuck on the negative side and ReLu always outputs
zero. Eventually, this property leads to many useless neurons in a neuron network,
which lowers model classification accuracy. The existing solutions are lower learning
rate or using exponential linear unit (ELU) as the activation function. We conclude
that a lower learning rate can obtain better classification accuracy for this application.
ELU does not improve the model’s performance. For the above reasons, we apply
ReLU as our activation function.

Figure 3.11: The graph of ReLU.

Batch normalization

In a deep CNN with many hidden layers, the hidden layer parameters are dependent
on its previous layer. Therefore, even a small change in the last layer’s parameters can
strongly influence the next layer’s input distribution. The changes in the input distri-
butions of hidden layers in a neural network are technically named internal covariate
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shift (ICS). It slows down the model training speed. Since we have a considerable
amount of heartbeat images with limited computational resources, we adopt batch
normalization for improving the training speed of our proposed model. Batch normal-
ization reduces training time. It standardizes layer inputs. It does normalization on
the output of a previous layer by calculating the batch mean and variance, and this
will shift and scale the output of the layer. The batch normalization can apply before
the active function of after it. Although the author who brought the idea of batch
normalization puts this method before the active function [16], some people have
reported better performance when placing the batch normalization after the active
function. After many experiments, we conclude that the model can achieve a better
classification result by placing the batch normalization before the active function.

Cost function

The softmax is a type of logistic regression that normalizes input data into a vector
of probabilities, and the sum of probabilities is equal to 1. Softmax is implemented to
compute costs in the proposed model’s training process, and we use tensorflow.keras
to implement the softmax layer [31]. In the neural network, the cost function measures
the performance of the proposed model prediction accuracy. There are many types
of cost functions, and we choose to use cross-entropy as our proposed model’s cost
function. Usually, the model outputs a probability value between 0 and 1. If the
output value close to the actual label, we obtain a small cross-entropy loss. Otherwise,
cross entropy-loss increases significantly. Here is the mathematical expression of cross-
entropy [63]:

H(p, q) = −
n∑

i=0

p(xi) log(q(xi))
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Proposed model architecture

The proposed model structure adopts the VGG network. We apply the above ap-
proaches to improve the proposed model’s performance, and Fig. 3.12 is the modified
model’s structure.

Figure 3.12: The proposed model blocks.

Basing on our input data’s attributes, we modified the VGG structure to make
it more efficient for solving our problem. We cut down the unnecessary VGG blocks
and layers. Table 3.3 is the proposed CNN parameters.
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Layers Kernal Size Stride Channels
Conv2d 3 x 3 1 64
Conv2d 3 x 3 1 64
Max-Pooling 2 x 2 2
Conv2d 3 x 3 1 128
Conv2d 3 x 3 1 128
Max-Pooling 2 x 2 2
Conv2d 3 x 3 1 256
Max-Pooling 2 x 2 2
Fully-Connect 2048
Fully-Connect 2048
Softmax

Table 3.3: The proposed model parameters

Also, we apply the batch normalization into the model. With this method, we
solve the internal covariate shift problem. It increases the proposed model’s clas-
sification accuracy and reduces the model’s training time. We conclude that when
the batch normalization process starts earlier than the activation function process,
the model can achieve better performance through many experiments. We use the
cross-entropy as our model’s loss function. The cross-entropy is often used in the
deep learning model for categorical classification, and we obtain excellent classifica-
tion results by applying cross-entropy as the loss function. Fig. 3.13 shows the visual
representation of all the layers in the proposed model.

Figure 3.13: The proposed model layers.
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We implement the proposed model using the TensorFlow framework [31]. We use
tensorflow.keras.models to build the neural network structure. Here are the proposed
model’s training and evaluation steps.

1. Loading training set and testing set by ImageDataGenerator

2. Applying tensorflow.keras.models to construct the proposed CNN. We use this
package to add convolution layers, batch normalization layers, max-pooling
layers, and fully connected layers.

3. Loading the training data and testing data to the model by model.fit_generator

4. Recording the classification accuracy by model.evaluate_generator

5. Using model.predict_generator to obtain the prediction labels, and we compare
the predicted outputs with the true labels of the images. Also, we build the
confusion matrix of classification results.
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3.4 Experiments And Analysis

3.4.1 Model Evaluation

The proposed ECG arrhythmia heartbeat classifier’s performance has been evaluated
under the inter-patient paradigm along with the AAMI standard. In the experiments,
we train the proposed model with DS1, and we evaluate the model’s performance by
classifying the images in DS2. We run 120 epochs for model training, and we record
the highest values among all the epochs’ results. The model’s classification accuracy
becomes relative stables after 120 epochs. Therefore, we only train the model with this
number of epochs for saving the experiment’s time and computation resources. The
model performance evaluation is calculated based on the sensitivity (SE), specificity
(SP), the positive predictive value (PPV), and accuracy (ACC) defined as:

SE =
TP

TP + FN

SP = TN/(TN + FP )

PPV = TP/(TP + FP )

ACC = (TP + TN)/(TP + TN + FP + FN)

where TP (True Positive) is the number of heartbeats correctly classified, TN (True
Negative) is the number of heartbeats not belonging to the target class and not
classified to target class, FP (False Positive) is the number of heartbeats that in-
correctly classified into the target class, and FN (False Negative) is the number of
target class heartbeats classified to a different class. After obtaining the model’s
output label, we calculate the result and analyze the model output. We also use the
classification_report function from scikit-learn to evaluates the models’ multi-class
classification results [64]. In each experiment, model parameters are recorded with
the model classification accuracy, and we keep adjusting the model parameters and
optimizing the model structure to obtain the best classification accuracy that can be
achieved. We also compare our model’s performance with other reported models. In
this way, we can evaluate the model’s performance more accurately. The following
table outlines testing environment for the experiment.
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CPU GPU
Processor Name AMD Ryzen 3600 GeForce RTX 2070
Clock frequency 4,200MHz 1,612MHz
Memory 16GB 8GB

3.4.2 Evaluation of Approaches

Impact of the input image resolution

The input image resolution can significantly affect the model’s classification accuracy.
The low-level image resolution can lose important information of the ECG heartbeat,
and the high-level image resolution can take a relatively long training time or even
run out of GPU’s memory. Therefore, it is essential to determine the input image
resolution size for achieving the best model’s performance. We test various image
resolution sizes in the experiments, and Fig. 3.14 shows the classification results of
SVEB and VEB that correspond to different image resolutions.

Figure 3.14: The model’s classification accuracy with respect to image resolutions.

From on the experiment results, we can see that when the image resolution is 150
x 150 pixels, the model obtains the highest accuracy in both SVEB classification and
VEB classification. Therefore, we set 150 x 150 pixels as the image resolution size for
training images and testing images. We do not test image resolution that below 100
x 100 pixels because the image can not show the complete heartbeat’s shape. Also,
we do not test the image size above 190 x 190 pixels because it runs out of the GPU



39

memory, and the experiment results show that a higher image resolution does not
necessarily increase classification accuracy.

Impact of the learning rate parameters

The proposed model is trained based on the stochastic gradient descent optimization
algorithm, and the learning rate is the hyperparameter that controls the changes in the
model’s weights in the model training process. The learning rate decides how sensitive
the model responds to the estimated error. A high learning rate means larger step
size, and hence faster convergence but may be trapped to a local minimum, and a low
learning rate makes the model insensitive to the error, so the model’s weight does not
change much, even the estimated error is big. A non-optimal learning rate can lower
the model’s performance or increase the model’s training time. In the experiment, we
test different learning rates, and Fig. 3.15 shows the model’s classification accuracy
with different learning rates.

Figure 3.15: The model’s classification accuracy with respect to learning rates.

Based on the experiment results, the proposed model achieves the highest classifi-
cation result in both SVEB and VEB when the learning rate is 0.001. In the proposed
model, we apply the ReLU as the activation function; the “stuck neurons” issue lowers
the model’s performance. The low learning rate is one of the satisfactory solutions
for this problem. It is reasonable that the model achieves the best classification result
with 0.001 as the learning rate value. Therefore, we set the model’s learning rate to
0.001 for improving the model’s training efficiency and classification performance.
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Impact of batch normalization

We compare the model’s performance difference between the model with batch nor-
malization layers and without batch normalization layers in the experiment. Also,
we record the experiment results of placing the batch normalization layer before the
activation function and placing the batch normalization layer after the activation
function. Fig. 3.16 shows the results of these cases.

Figure 3.16: The model’s classification accuracy with respect to batch normalization.

We can see that adding batch normalization layers into the proposed model can
significantly improve the model’s performance. In the previous section, we discuss the
advantages of applying the batch normalization layer in the model. The experiment
result proves that batch normalization layers can improve the model’s classification
accuracy. However, the order of a batch normalization layer is not fixed. It depends
on the dataset, the model’s parameters, and the model’s structure. We can achieve
a higher classification accuracy when we place the batch normalization layer before
the activation function in the experiment.

Impact of activation functions

In the previous section, we discuss the proposed model’s activation function, and
there are two commonly used activation functions for CNN. We evaluate the model’s
performance with these two activation functions to determine the proposed model’s
activation function. Fig. 3.17 shows the results of using these two activation func-
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tions. Basing on the experiment results, the model has similar classification accuracy
when applying these two activation functions. However, the model has a higher clas-
sification accuracy in SVEB using ReLU than using ELU. Therefore, we choose to
use ReLU as the activation function for the proposed model.

Figure 3.17: Comparison of the model’s classification accuracy with two activation
functions.

Comparison with VGG network

We compare the proposed model with the configuration A VGG network, and Fig.
3.18 shows the accuracy differences between these two networks. We can see that the
proposed model outperforms the VGG model in the ECG arrhythmia classification
task. The VGG model has relatively deep layers with a massive amount of parame-
ters. Our experiments have relatively small samples with limited labels in the ECG
arrhythmia heartbeats classification, so the VGG classifier suffers from overfitting
issues. Eventually, this VGG model lowers the classification accuracy of abnormal
heartbeats. Our proposed model removes unnecessary layers and reduces the model’s
parameters. We also apply batch normalization layers to obtain better classification
results, and experiments validate that our approaches on the model’s structure and
parameters can significantly increase the classification accuracy compared with the
original VGG model.
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Figure 3.18: The performance difference between the proposed model and the original
VGG network.
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3.4.3 Results

The complete classification assessment results are presented in Table 3.4, and we
can see that the proposed classifier shows a 93.7% overall heartbeat classification
accuracy. The model achieves outstanding results in classifying N-type and VEB-
type heartbeats. However, the classification accuracy of other types of heartbeats
are relatively low. In compliance with the AAMI recommendations, we focus on
assessing an algorithm’s ability to discriminate VEB beats from non-VEB beats and
SVEB beats from non-SVEB beats. Other reported works in [7], [19]–[27] also apply
this performance assessment.

Predicted class
F N SVEB VEB Total

F 1 366 1 20 388
N 583 42848 339 448 44218
SVEB 2 819 984 31 1836
VEB 3 476 33 2707 3219
Total 589 44509 1357 3206 49661

True
Class

Accuracy = 93.7%

Table 3.4: The four classes classification result

We compare the proposed model and other classification models. In Table 3.5, we
can see the proposed model obtains better classification results in the inter-patient
paradigm, with a 98.4% overall accuracy in VEB-type heartbeat and a 98.5% overall
accuracy in SVEB-type heartbeat. Notably, a 98.5% positive predict value of SVEB
indicates that the proposed model has an outstanding performance in identifying
SVEB-type heartbeats. Also, the 75.8% sensitivity of SVEB is higher than most
of the other solutions. These results prove that the proposed model can effectively
distinguish SVEB heartbeats from non-SVEB heartbeats and VEB from non-VEB
heartbeats. The comparison results of the four-class heartbeat classification are pre-
sented in Table 3.6. We compare the results of sensitivity and positive predict value
with other existing solutions. Since there are few F-type heartbeats samples, we only
show the classification accuracy of N, SVEB, and VEB. We can see that the proposed
model achieves the highest overall classification accuracy among all compared models.
It obtains the highest sensitivity in the N-type and highest positive predictive value
in SVEB type. By comparing with other solutions, we argue that converting the
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ECG signals to ECG heartbeat images and using two-dimensional CNN for classify-
ing is a practical approach for ECG arrhythmia classification under the inter-patient
paradigm.

Method SVEB VEB
ACC(%) Sen(%) Spe(%) Ppv(%) ACC(%) Sen(%) Spe(%) Ppv(%)

Proposed 98.5 75.8 99.3 81.1 98.4 84.6 99.3 89.9
Chazel et al. [7] 94.6 75.9 N/A 38.5 97.4 77.7 N/A 81.9
Ye et al. [19] 97.4 56.4 98.6 55.1 94.6 84.7 95.4 59.5
Alvarado et al. [20] 97.0 86.2 97.5 56.7 99.1 92.4 99.5 93.4
Mar et al. [21] 93.3 83.2 93.7 33.5 97.4 86.8 98.1 75.9
Rahlal et al. [22] 94.9 37.8 97.5 40.5 97.8 90.1 98.6 87.1
Garcia et al. [23] 96.6 62.0 97.9 53.0 95.4 87.3 95.9 59.4
Zhang et al. [24] 93.3 79.1 93.9 36.0 98.6 85.5 99.5 92.7
Kan Luo et al. [25] 96.2 15.4 99.3 47.3 95.5 60.4 97.9 66.8
L. Zaor´alek et al. [26] 96.0 6.0 99.5 33.5 99.0 91.6 99.5 93.2
Ince et al. [27] 96.1 62.1 98.5 56.7 97.6 83.4 98.1 87.4

Table 3.5: Results of SVEB and VEB classification

Methods Accuracy N SVEB VEB
Se(%) Ppv(%) Se(%) Ppv(%) Se(%) Ppv(%)

Proposed 93.7 96.9 96.3 53.6 72.5 84.1 84.4
Mar et al. [21] 89.0 94.2 99.2 86.2 56.7 92.4 93.4
Alvarado et al. [20] 93.6 94.2 99.2 86.2 56.7 92.4 93.4
Ye et al. [19] 88.2 90.0 98.2 56.4 55.1 84.7 59.5
Zhang et al. [24] 88.3 88.9 99.0 79.1 36.0 85.5 92.8

Table 3.6: Results of four-classes heartbeats classification
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3.5 Conclusions
In conclusion, we have proposed a lightweight two-dimensional CNN ECG abnormal
heartbeat classifier. We have developed algorithms to generate the proper ECG beat
images during the ECG signal pre-processing stage. Instead of using the intra-patient
paradigm to obtain overly optimistic results, we have implemented the inter-patient
paradigm for partitioning the data set to evaluate the model’s relatively real classifi-
cation performance when given a new patient.

We have adopted VGG network concepts and VGG block as the core element of
the proposed model. We have also applied methods that add batch normalization lay-
ers to the model, reduce unnecessary layers, and adjust the model’s hyper-parameters.
We have compared with other reported arrhythmia classification solutions. Exper-
iment results show that our proposed classifier achieves outstanding classification
accuracy: 98.5% classification accuracy in SVEB-type heartbeat and 98.4% classifi-
cation accuracy in VEB-type heartbeat. The proposed model’s performance is better
than most of the models in SVEB-type and VEB-type classification based on the same
database with the inter-patient paradigm. The proposed model has a significant per-
formance improvement than the configuration-A VGG network in the same testing
environment. We plan to modify the model’s structure and parameters to achieve
better classification results for various abnormal heartbeats in future research.
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Chapter 4

Remote ECG Monitoring System
with API Design

4.1 Introduction
Internet technology development and high-speed wireless networks have provided
many new potentials in the medical field [3]. Researches on medical software devel-
opment have contributed to our society significantly. The remote electrocardiogram
(ECG) monitoring is one application of the advanced computer technology to pro-
vide better medical treatments [40]. Some clinics plan to monitor patients’ cardiac
health remotely now that steady wireless internet services are widely available [42].
In long-term ECG monitoring, physicians can collect patients’ ECG information re-
motely. Our team develops an effective system for physicians to monitor patients’
ECG information remotely. Since this system will be used in hospitals and clinics,
primary goals in developing this system are to be reliable and secure.

The entire system consists of four modules: mobile applications (APP), the central
server, ECG sensors, and clients. The proposed system relies heavily on interactions
among modules, making it a challenge to implement interaction methods that support
stable and secure data transmissions between modules. We adopt the hypertext
transfer protocol (HTTP) to implement interactions between modules in our system.
The application programming interface (API) that uses HTTP plays an essential
role in the interaction. Hence, it is critical to design secure and secure APIs to
accomplish software development goals. We adopt the representational state transfer
(REST) style as our API design guideline. REST APIs have unique and advanced
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resource focusing techniques [29], which can connect the web framework, servers, and
clients in a modern practical way. It also presents a secure and straightforward web
service structure. In our software development team, Linfeng Xu works on front-end
development, Zhilun Liu works on back-end development, and I work on APIs design.

In this chapter, We first explain the modules and workflows in our proposed
system. The central server structure is then discussed in detail. After which the
REST-style web structure for ECG monitoring is defined to cover all essential com-
ponents of the ECG monitoring. Specifically, the considerations during the design
stage are clearly explained and discussed. This chapter aims to provide a compre-
hensive overview of the proposed system and the ECG APIs design concepts.

The chapter is organized as follows: Section 4.2 introduces the remote ECG mon-
itoring system. Section 4.3 shows all details of the proposed REST APIs. Lastly, the
conclusions of the proposed work are given in Section 4.4.
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4.2 Remote ECG Monitoring System
The remote electrocardiogram monitoring system provides an efficient way for doctors
to establish remote long-term ECG monitoring for patients. In this system, doctors
set up a monitoring appointment through a proposed client software, and patients
pick up ECG sensor devices and smartphones with ECG application (APP) installed
in the hospital or specific appointed locations. When patients arrive home, they start
the video call to their physicians, and they follow physicians’ instructions to set up an
ECG hookup connection. It includes wearing the ECG sensors, pairing the sensors
with the proposed APP, testing the connection with the server, and checking the
ECG signal transfer by reading the ECG signal images in the APP. After patients
complete all these processes, patients wear ECG sensors during the entire monitoring
period. Eventually, physicians analyze patients’ ECG information in the proposed
client software, and they use this software to generate a diagnosing report. This
report sends to the patient by mail or email. Fig. 4.2 is an overview of the proposed
system’s workflow.

Figure 4.1: The ECG software flow chart.
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The proposed system involves several modules: ECG sensor, portable APP, the
central server, database, and client software. The ECG sensor is wearable equipment
that collects the patients’ ECG signal information, and it sends the ECG data through
the bluetooth connection with the smartphone. The smartphone’s APP receives ECG
signals that come from the sensors. After the APP obtains ECG information, it starts
plotting ECG signal graphs. At the same time, it sends the ECG data to the central
server. The server receives ECG data from APPs. Subsequently, the server processes
and stores the ECG data in the database. The server is also responsible for processing
all requests from the front-end, such as user login, user account registration, creating
an appointment for a patient, and related requests. The client software provides a
graphical user interface (GUI) for physicians to control ECG monitoring processes.
It provides several functions to help physicians to establish an ECG monitoring test
for a patient. The software’s primary goals are creating appointments, arranging the
appointments, and receiving the ECG data. The complete system can be separated
into two parts, the front-end section and the back-end section. Fig. 4.3 is the visual
presentation of these two sections.

Figure 4.2: The ECG software flow chart.

4.2.1 The Central Server

The most important part of the proposed system is the central server, and it is the
engine that keeps the whole system running functionally. All modules in the front-
end operate request sending and receiving functions. Without the central server
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process these requests, these modules are isolated units, and the system stops running.
Therefore, it is essential to design a solid structure for the server to process all the
requests from the front-end consistently [18]. We apply the industry-standard spring
framework for building our proposed server program [17]. This framework reduces
the coding works for developing functions in the server program. In this way, it
saves the back-end developer’s valuable time. The proposed server consists of the
data access object (DAO) tier, the service tire, and the controller tire. The DAO
is responsible for interactions between the server functions and databases. In this
layer, functions perform data interactions with databases, such as input data to the
database, receive data from the database, and update the database’s information. The
proposed database is implemented in MySQL [60]. The service layer is responsible
for processing all requests from the front-end. The back-end developer uses Java [61]
to implement all the service functions. For each request, there is a corresponding
function to process this request. The controller layer responsible for receiving the
front-end’s requests, and it analyzes the received request and communicates with the
corresponding functions in the service layer. After that, it returns specific values to
this request’s sender. Fig. 4.4 shows the structure of the back-end.

Figure 4.3: The ECG software flow chart.

4.2.2 API Explanation

Another essential part of the ECG remote monitoring system is the application pro-
gramming interface design. The proposed system consists of various modules, and we
use the hypertext transfer protocol requests to implement interaction among these
modules. Proper API designs can help server programs process requests efficiently,
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and a well-written API document is a software development guide for front-end devel-
opers and back-end developers. The document defines each API’s requirements and
structure. Accordingly, software developers can follow these requirements to write
corresponding functions. A well-designed API is always straightforward to use and
improves developers’ work efficiency. The API can be considered as a graphical user
interface (GUI) for developers. Consequently, they can quickly know the require-
ments for implementing different HTTP requests in the system. Usually, the API
documentation is designed ahead of the actual development of the software.

Representational state transfer provides design concepts for building efficient APIs
between multi-platforms in decentralized systems [29]. A REST API defines the
results of an interaction between applications that satisfies the REST standards.
Also, REST is an open concept that is not restricted by any specific implementation
methods. REST APIs are mainly used for defining HTTP request methods that
interact between different modules in a system, and they have a straightforward
structure with practical concepts. Applying REST APIs in software development can
significantly reduce works between front-end developers and back-end development
developers.

4.2.3 Principles of RESTful APIs

• The important part of a REST API is the resource. Resources are data that
can be accessed by clients. REST APIs focus on methodologies of accessing
these resources. All resources have a unique identifier corresponding to them.
Practically, we use uniform resource identifiers (URI) as the unique identifier
of the resource. Fig. 4.5 is an example of accessing a student’s information
through URI.

Figure 4.4: An example of accessing a student information through URI.

• Clients interact with a server program by exchanging representations of re-
sources. Many web APIs use javascript object notations (JSON) as the ex-
changed data format [4], and Fig. 4.6 is an example of JSON format data in a
request.
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Figure 4.5: An example of JSON data format.

• In REST APIs, interactions between the server program and clients are defined
by HTTP methods. These methods determine the proposed actions of HTTP
requests. Usually, standard actions are GET, POST, PUT, and DELETE [61].
By applying these approaches, interactions between the server program and
clients are more efficient.

• REST is stateless, which means each request between server and client can only
contain the necessary information for this request. The server program can not
use information that comes from previous requests. Therefore, clients need to
store all the state information and provide sufficient information for sending an
HTTP request to the server program.

4.2.4 REST Parameters

In an HTTP request, we have options to specify the requirements of the request.
Commonly, there are three parameters: header parameters, path parameters, and
query parameters. By defining these parameters, we can make sure a request contains
all the proposed request information to the server program.

Header parameters

Header parameters should only be contained in the request header section. A header
parameter defines the authorization information. Usually, it shows the authorization
type. It can also include the user’s unique token for accessing the specific resource in
a server program.



53

Path parameters

Path parameters are part of the URI itself and are not optional. Fig. 4.7 shows a
path parameter in a URI. In this example, studentId is the required path parameter.

Figure 4.6: An example of a path parameter in a URI.

Query string parameters

In a URI, query string parameters are placed after a question mark. When a request
contains multiple query string parameters, we use a special annotation to connect
these parameters. Fig 4.8 is query string parameters in a URI. We can see these two
parameters are connected by the annotation & in this URI.

Figure 4.7: An example of query string parameters in a URI.
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4.3 ECG REST API Framework Design

4.3.1 Login Section

The nurse logins to the software

Instead of using GET as the HTTP request method, the POST has better security
for this request because it can prevent the information from being accessed by other
users during the process of sending the request information to the server. This request
contains the user’s email and password; then, this request is sent to the server by
POST method. If the email and password are correct, a success status code 200
is sent back to the client; otherwise, an error status code 400 with specific error
information is returned to the client.

4.3.2 Nurse Section

The nurse registers to the software

The goal of this request is to process creating a new user account. The request
contains nurses’ required information for creating a new account; then, this request is
sent to the nurses resource in the server program by the POST method. If a new user
account is successfully created, a success status code 200 is sent back to the client;
otherwise, an error status code 400 with the specific error information is returned to
the client.

The nurse resets password

The goal of this request is to reset the user account password. The request contains
the user’s email address; then, the request is sent to nurses resource in the server
program by the POST method. If the email is registered, a success status code 200
and reset password information is sent back to the client; otherwise, an error status
code 400 with specific error information is returned to the client.

The nurse starts recording device

The goal of this request is to start ECG recording with an ECG device. The request
contains the ECG device id; then, the request is sent to the nurses resource in the
server program by the PATCH method. If the device starts recording, a success status
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code 200 and ECG data is sent back to the client; otherwise, an error status code 400
with the specific error information is returned to the client.

The nurse stops recording device

The goal of this request is to stop an ECG recording device. The request contains the
ECG device id; then, the request is sent to the nurses resource in the server program
by the PATCH method. If the device stops recording and sending data, a success
status code 200 is sent back to the client; otherwise, an error status code 400 with
specific error information is returned to the client.

4.3.3 Patient Section

Searching a patient’s record

The goal of this request is to search for a patient’s record. The request contains
required search terms; then, the request is sent to the patients resource in the server
program by the GET method. If the target patient’s information is successfully
found, a success status code 200 and the patient’s record information is sent back
to the client; otherwise, an error status code 400 with specific error information is
returned to the client.

Creating a patient’s information

The goal of this request is to create a patient’s record. The request contains the
patient’s information; then, the request is sent to the patients resource in the server
program by the POST method. If the patient’s record is successfully created, a success
status code 200 is sent back to the client; otherwise, an error status code 400 with
specific error information is returned to the client.

Updating a patient’s record

The goal of this request is to update a patient’s record. The request contains the
new patient’s information; then, the request is sent to the patients resource in the
server program by the PUT method. If the patient’s record is successfully updated,
a success status code 200 is sent back to the client; otherwise, an error status code
400 with specific error information is returned to the client.
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4.3.4 ECG Test Section

Searching all ECG tests of a patient

The goal of this request is to search for all ECG tests of a patient. The request
contains the patient id; then, the request is sent to the ECG resource in the server
program by the GET method. If the patient’s tests are successfully found, a success
status code 200 and the ECG tests are sent back to the client; otherwise, an error
status code 400 with specific error information is returned to the client.

Searching the ECG test of a patient

The goal of this request is to search for an ECG test of a patient. The request contains
the patient ID and test ID; then, the request is sent to the ECG resource in the server
program by the GET method. If the patient’s test is successfully found, a success
status code 200 and the ECG test is sent back to the client; otherwise, an error status
code 400 with specific error information is returned to the client.

4.3.5 ECG Raw Data Section

Obtaining ECG raw data sets from ECG test resource

The goal of this request is to obtain a patient’s ECG raw data. The request contains
the patient id and test id; then, the request is sent to the patients resource in the
server program by the GET method. If the patient’s test is successfully found, a
success status code 200 and ECG raw data is sent back to the client; otherwise, an
error status code 400 with specific error information is returned to the client.

Mobile APP sends ECG raw data to the server

The goal of this request is that the server receives ECG raw data from a mobile APP.
The request contains the patient id and test id; then, the request is sent to the data
resource in the server program by the POST method. If the data is successfully sent
to the server, a success status code 200 is sent back to the APP; otherwise, an error
status code 400 with specific error information is returned to the APP.
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4.4 Conclusions
In this chapter, we explain our proposed model’s details, and present the workflow in
this system. The server’s structure and layers are illustrated with a specific diagram.
We explain the functionalities of each layer and how the central server keeps the
system running functionally. After that, we emphasize the importance of designing
APIs to implement interactions in the server. We introduce the REST concepts
and how these concepts can improve our APIs quality, and we provide examples to
explain REST standards. Eventually, we present our proposed REST APIs design.
We discuss the idea, requirements, and return information of each HTTP request.
Our proposed system is still in the development phase, so the APIs may change in
the future to meet new users’ requirements. However, our proposed APIs’ core design
ideas are properly introduced in this chapter. The proposed API framework can also
be implemented in other remote ECG monitoring systems to help the development
of ECG remote monitoring software. Some aspects of our API design document are
available in the Appendix section.



58

Chapter 5

Conclusions

This thesis studies deep learning approaches for electrocardiogram arrhythmia clas-
sifications and API design for constructing a remote ECG monitoring system. We
have proposed a two-dimensional convolutional neural network solution for classify-
ing patients’ abnormal ECG heartbeats using the inter-patient paradigm. We have
introduced our remote ECG monitoring system with the proposed application pro-
gramming interface design. This chapter concludes the research results of these topics
and discusses some future research works.

5.1 Inter-Patient ECG Classification Using Deep
Convolutional Neural Networks

Many existing solutions are based on one-dimensional convolutional neural network
due to difficulties in pre-processing. This thesis has proposed a two-dimensional
CNN-based ECG arrhythmia heartbeat classifier using the inter-patient scheme. The
inter-patient scheme, where patients in training set differ from patients in testing
set, has ensured the proposed model closely reassembles real life applications. The
proposed pre-processing algorithm has successfully generated input images from one-
dimensional ECG recordings, which mimics doctors’ diagnosing processes. By ad-
justing CNN layers and hyper-parameters based on input images and output classes,
the proposed model has improved classification rates. With careful handle of pre-
processing, two-dimensional CNN has been proved to be an effective solution for
ECG arrhythmia classification.
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5.2 ECG REST API Design
In this section, we have proposed the remote ECG monitoring system. The practical
structure of the server program has been shown to be able to correctly process all
requests from clients. The REST APIs have provided a straightforward approach for
implementing interactions between modules in the system. We have observed that a
well-designed APIs documentation can improve software development efficiency and
present clear requirements for programs.

5.3 Future Work
These are future research plans.

• The proposed model has relatively low performance on four-class classifications.
In the future, we will keep modifying the model’s structure to achieve better
classification results on four-class classifications. We will test the model with
more databases accurately evaluate our model’s performance by comparing dif-
ferent experimental results.

• The remote ECG monitoring system will connect to more clients in the future.
The server will process more HTTP requests from different applications. There-
fore, URIs naming will need to be carefully determined and we will carefully
design APIs to avoid conflicts between different requests. User feedback will be
collected to improve our system.
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Appendix A

Python code of Inter-patient ECG
Classification Using Deep
Convolutional Neural Networks
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Remote ECG Monitoring Software
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