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Chapter 1

Introduction to Data Mining

Overview

e To introduce the concept of Data Mining

e To introduce the CRISP-DM process model as a general framework for carrying out Data Mining
projects

e  To sketch the plan of this course

Objectives

This section aims to provide an introduction to the process of Data Mining. You will gain an understanding
of the terminology and key concepts used within Data Mining. Furthermore, we will see how Data Mining
projects can be structured by using the CRISP-DM process model.

Introduction to Data Mining

With increasingly competitive markets and the vast capabilities of computers, many businesses find
themselves faced with complex databases and a need to easily identify useful patterns and actionable
relationships.

Data Mining is a general term, which describes a number of techniques used to identify pieces of
information or decision-making knowledge in data. A common misconception is that it involves passing
huge amounts of data through intelligent technologies that, alone, find patterns and give magical solutions
to business problems. This is not true.

Data Mining is an interactive and iterative process. Business expertise must be used jointly with advanced
technologies to identify underlying relationships and features in the data. A seemingly useless pattern in
data discovered by Data Mining technology can often be transformed into a valuable piece of actionable
information using business experience and expertise.

Many of the techniques used in Data Mining are referred to as “machine learning” or “modeling”.
Historical data are used to generate models, which can be applied at a later date to areas such as prediction,
forecasting, estimation and decision support.

Is Data Mining Appropriate?
Before considering which specific data mining technique is suitable, the business problem and the data

need to be assessed for a potential data-mining project. There are several aspects, which should be
considered:

1. Are data available?
Data need to be in an easily accessible format. It is often the case that relevant data files are held in several
locations and/or in different formats and need to be pulled together before analysis. Data may even not be
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in electronic format, possibly existing only on paper and needing data coding and data entry before data
mining can be done. A data miner should also be aware of potential drawbacks, such as political or legal
reasons why the data cannot be accessed.

2. Do data cover the relevant factors?

To make a data mining project worthwhile, it is important that the data, as far as possible, contain all
relevant factors. Obviously, it is often the object of data mining to help identify relevant factors in the data.
However, greater accuracy of predictions can be achieved if thought is given to this question.

3. Are the data too noisy?

“Noise” is a collective term given to errors in data, which can be present as missing data, or factors such as
judgments, which can be variable due to their subjective nature. A level of noise in data is not unusual and
the machine learning capabilities of Clementine have been shown to successfully handle data containing up
to 50% noise. However, the more noise in data, the more difficult it will be to make accurate predictions.

4. Are there enough data?

The answer to this question depends on each individual problem. Very often it isn’t the size of the data that
causes difficulties in data mining, but more its representative nature and coverage of possible outcomes. As
with the majority of data analysis techniques the more complex the patterns or relationships, the more
records required to find them. If the data provide good coverage of possible outcomes, reasonable results
can often be achieved using data sizes as small as a few thousand (or even a few hundred) records.

5. Is expertise on the data available?

Very often it is the expert who applies data mining techniques to her data and this problem need not be
considered. However, if you are responsible for mining data from another organization or department, it is
extremely desirable that experts who understand the data and the problem are available. They not only
guide you in identifying relevant factors and help interpret the results, but also can often sort out the truly
useful pieces of information from misleading artifacts often due to oddities in the data or relationships
uninteresting from a business perspective.

A Strategy for Data Mining: the CRISP-DM Process
Methodology

As with most business endeavors, data mining is much more effective if done in a planned, systematic way.
Even with cutting edge data mining tools such as Clementine, the majority of the work in data mining
requires the careful eye of a knowledgeable business analyst to keep the process on track. To guide your
planning, answer the following questions:
e  What substantive problem do you want to solve?
e  What data sources are available, and what parts of the data are relevant to the current problem?
e  What kind of preprocessing and data cleaning do you need to do before you start mining the data?
e  What data mining technique(s) will you use?
How will you evaluate the results of the data mining analysis?
How will you get the most out of the information you obtained from data mining?

The typical data mining process can become complicated very quickly. There is a lot to keep track of—
complex business problems, multiple data sources, varying data quality across data sources, an array of
data mining techniques, different ways of measuring data mining success, and so on.

To stay on track, it helps to have an explicitly defined process model for data mining. The process model
guides you through the critical issues outlined above and makes sure that the important points are
addressed. It serves as a data mining road map so that you won't lose your way as you dig into the
complexities of your data.
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The data mining process model recommended for use with Clementine is the Cross-Industry Standard
Process for Data Mining (CRISP-DM). As you can tell from the name, this model is designed as a general
model that can be applied to a wide variety of industries and business problems. The first version of the
CRISP-DM process model is now available. It is included with Clementine and can be downloaded from
WWwWw.crisp-dm.org.

The general CRISP-DM process model includes six phases that address the main issues in data mining. The
six phases fit together in a cyclical process.

These six phases cover the full data mining process, including how to incorporate data mining into your
larger business practices. The six phases include:

o Business understanding. This is perhaps the most important phase of data mining. Business
understanding includes determining business objectives, assessing the situation, determining data
mining goals, and producing a project plan.

e Data understanding. Data provides the "raw materials" of data mining. This phase addresses the
need to understand what your data resources are and the characteristics of those resources. It
includes collecting initial data, describing data, exploring data, and verifying data quality.

e Data preparation. After cataloging your data resources, you will need to prepare your data for
mining. Preparations include selecting, cleaning, constructing, integrating, and formatting data.

e  Modeling. This is, of course, the flashy part of data mining, where sophisticated analysis methods
are used to extract information from the data. This phase involves selecting modeling techniques,
generating test designs, and building and assessing models.

e Evaluation. Once you have chosen your models, you are ready to evaluate how the data mining
results can help you to achieve your business objectives. Elements of this phase include evaluating
results, reviewing the data mining process, and determining the next steps.

e Deployment. Now that you've invested all of this effort, it's time to reap the benefits. This phase
focuses on integrating your new knowledge into your everyday business processes to solve your
original business problem. This phase includes plan deployment, monitoring and maintenance,
producing a final report, and reviewing the project.

There are some key points to this process model. First, while there is a general tendency for the process to
flow through the steps in the order outlined above, there are also a number of places where the phases
influence each other in a nonlinear way. For example, data preparation usually precedes modeling.
However, decisions made and information gathered during the modeling phase can often lead you to
rethink parts of the data preparation phase, which can then present new modeling issues, and so on. The
two phases feed back on each other until both phases have been resolved adequately. Similarly, the
evaluation phase can lead you to reevaluate your original business understanding, and you may decide that
you've been trying to answer the wrong question. At this point, you can revise your business understanding
and proceed through the rest of the process again with a better target in mind.

The second key point is the iterative nature of data mining. You will rarely, if ever, simply plan a data
mining project, execute it and then pack up your data and go home. Using data mining to address your
customers' demands is an ongoing endeavor. The knowledge gained from one cycle of data mining will
almost invariably lead to new questions, new issues, and new opportunities to identify and meet your
customers' needs. Those new questions, issues, and opportunities can usually be addressed by mining your
data once again. This process of mining and identifying new opportunities should become part of the way
that you think about your business and a cornerstone of your overall business strategy.
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The figure below illustrates the main stages in a successful data mining process: Business Understanding,
Data Understanding, Data Preparation, Modeling, Evaluation and Deployment. The outer circle represents
the fact that the whole process is iterative. The clockwise order of the tasks represents the common
sequence.

Figure 1.1 Stages in CRISP-DM Process

M Data
Understanding

Business
Understanding

Data
Preparation

L]

Modelling

Deployment

To assist you in organizing your Clementine programs (streams) around the CRISP-DM framework,
Clementine has a Project window. In the Project window, a project folder contains subfolders
corresponding to the phases in CRISP-DM. This makes it easier to organize your Clementine programs and
other documents that are associated with a data mining project. You can save a project file that contains
links to Clementine streams and other documents.

Figure 1.2 Clementine Project Window
CRISP-DM | Classes
@ 4 [Bank_Churn
@ 4 Business Understanding
D ProjectProposal.doc
@ 4 Data Understanding
{=%] DataExpore str
|j| DataFieldDescription.doc
@ | Data Preparation

© 4 Modeling
5] CRT_Models st
4 Evaluation
4 Deplayment
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Plan of the Course

Clementine can be thought of as a “work bench”, combining multiple tools and technologies to support the
process of Data Mining. This is to say that this course can be structured much in the same way along the
lines of the CRISP-DM process model as Data Mining itself. As we will focus on the operational side of
working with Clementine we won’t discuss the phase of Business Understanding here (see the Data
Mining: Overview training course for a discussion), but we will cover the stages from Data Understanding
to Deployment.

In the early chapters of this course we will develop a number of skills that can be used to perform Data
Understanding, like reading data from diverse sources, browsing and visualizing the data using tables and
graphs, how we can handle missing values, etc.

Next we will pay attention to Data Preparation. Conceptually, we can distinguish three types of
manipulations.

e  Manipulating records, like sorting and selecting records
e  Manipulating fields, like deriving new fields
e  Manipulating files, like adding records or merging fields

In this course we introduce record and field manipulation, while more detail is provided and file
manipulation covered in the Data Manipulation with Clementine course.

Next, modeling techniques will be covered. Clementine provides a number of so-called “supervised
learning” and “unsupervised learning” techniques:

e Supervised techniques model an output variable based on one or more input variables. These
models can be used to predict or forecast future cases where the outcome is unknown. Neural
Networks, Rule Induction (decision trees), Linear Regression, and Logistic Regression are some
of these supervised techniques

e Unsupervised techniques are used in situations where there is no field to predict but relationships
in the data are explored to discover its overall structure. Kohonen networks, Two Step, and K-
means belong to this category.

Supervised and unsupervised techniques will be discussed in separate chapters. This is not to say that in the
Data Mining practice these techniques are used in a standalone mode. On the contrary: supervised and
unsupervised techniques are very often used together; for example, Kohonen cluster groups might be
modeled separately or the cluster group field might be included as a predictor in a model. Association rules
and sequence analysis may not fit neatly into one of the above categories, but these analysis techniques are
discussed as well.

In the concluding chapter we will address, briefly, the Deployment phase of the CRISP-DM model and
some additional Clementine features.

Summary

In this chapter we have introduced the concept of data mining. We identified a general approach towards
data mining by introducing the CRISP-DM methodology.
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Chapter 2

Introducing Clementine

Overview

e To provide an introduction to Clementine
e To familiarize yourself with the tools and palettes available in Clementine
e To introduce the idea of visual programming

Objectives

This session aims to provide an introduction to Clementine. You will gain an understanding of the
capabilities of Clementine and see it in action.

Note Concerning Data for this Course

Data for this course are assumed to be stored in the directory c.:\Train\ClemiIntro. At SPSS training centers,
the data is located in c:\Train\ClemIntro of the training PC. If you are working on your own computer, the
c:\Train\ClemIntro directory can be created on your machine and the data copied from the accompanying
floppy disk or CD-ROM. (Note: if you are running Clementine in distributed (Server) mode then the data
should be copied to the server machine or the directory containing the data should be mapped from the
server machine).
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Clementine and Clementine Server

By default, Clementine will run in local mode on your desktop machine. If Clementine Server has been
installed, then Clementine can be run in local mode or in distributed (client-server) mode. In this latter
mode, Clementine streams are built on the client machine, but executed by Clementine Server. This
architecture is introduced in Chapter 14.

Since the data files used in this training course are relatively small, we recommend you run in local mode.
However, if you choose to run in distributed mode then make sure the training data are either placed on the
machine running Clementine Server or that the drive containing the data can be mapped from the server. To
determine in which mode Clementine is running on your machine, examine the connection status area of
the Clementine status bar (left-most area of status bar) or click Tools..Server Login (from within
Clementine) if the choice is active; if it is not active, then Clementine Server is not licensed. See within the
Server Login dialog whether the Connection is set to Local or Network. This dialog is shown below.

Figure 2.1 Server Login Dialog Box in Clementine

ﬂ

Cannection: /@ Local ) Network

Senrer:|

Port:
User name:
Passward:

Cormain:

Default data path:
[_] Set as default server

[Cox ]| ||_bein |

Starting Clementine

To run Clementine:
From the Start button, click Programs..Clementine..Clementine

At the start of a session, you see the Clementine User Interface.
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Figure 2.2 Clementine User Interface
Menu Bar =k
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Nodes

Clementine enables you to mine data by visual programming techniques using the Stream Canvas. This is
the main work area in Clementine and can be thought of as a surface on which to place icons. These icons
represent operations to be carried out on the data and are often referred to as nodes.

The nodes are contained in palettes, located across the bottom of the Clementine window. Each palette
contains a related group of nodes that are available to add to the data stream. For example, the Sources
palette contains nodes that you can use to read data into your model and the Graphs palette contains nodes
that you can use to explore your data visually. Which icons are shown depends on the active, selected
palette.

The Favorites palette is a customizable collection of nodes that the analyst uses most frequently. It contains
a default collection of nodes, but these can be easily modified within the Palette Manager (reached by
clicking Tools..Favorites).

Once nodes have been placed on the Stream Canvas, they can be linked together to form a stream. A stream
represents a flow of data through a number of operations (nodes) to a destination that can be in the form of
output (either text or chart) or a model.

At the upper right of the Clementine window (shown above), there are three types of manager tabs. Each

tab (Streams, Outputs, and Models) is used to view and manage the corresponding type of object. You can
use the Streams tab to open, rename, save, and delete streams created in a session. Clementine output, such
as graphs and tables, are stored in the Outputs tab. You can save output objects directly from this manager.
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The Models tab is the most important of the manager tabs as it contains the results of the machine learning
and modeling conducted in Clementine. These models can be browsed directly from the Models tab or
added to the current stream displayed in the canvas.

At the lower right of the Clementine window we have the Projects window. This window offers you a best-
practice way to organize your data mining work. The CRISP-DM tab helps you to organize streams,
output, and annotations according to the phases of the CRISP-DM process model (mentioned in Chapter 1).
Even though some items do not typically involve work in Clementine, the CRISP-DM tab includes all six
phases of the CRISP-DM process model so that you have a central location for storing and tracking all
materials associated with the project. For example, the Business Understanding phase typically involves
gathering requirements and meeting with colleagues to determine goals rather than working with data in
Clementine. The CRISP-DM tab allows you to store your notes from such meetings in the Business
Understanding folder of a project file for future reference and inclusion in reports.

The Classes tab in the Project window organizes your work in Clementine categorically by the type of
objects created. Objects can be added to any of the following categories:
e  Streams
Nodes
Models
Tables, graphs, reports
Other (non-Clementine files, such as slide shows or white papers relevant to your data mining
work)

If we turn our attention to the Clementine menu bar there are eight menu options:

o File allows the user to create, open and save Clementine streams and projects. Streams can also be
printed from this menu.

o  Edit allows the user to perform editing operations: for example copy/paste objects; clear manager
tabs; edit individual nodes.

o Insert allows the user to insert a particular node, as alternative to dragging a node from the palette.

e View allows the user to toggle between hiding and displaying items (for example: the toolbar or
the Project window).

e Tools allows the user to manipulate the environment in which Clementine works and provides
facilities for working with Scripts.

e Supernode allows the user to create, edit and save a condensed stream. Supernodes are discussed
in the Data Manipulation with Clementine training course.

e  Window allows the user to close related windows (for example, all open output windows).

o Help allows the user to access help on a variety of topics or view a tutorial.

Using the Mouse

When working with Clementine, the mouse plays an important role in performing most operations.
Clementine takes advantage of the middle button in three-button mouse (or a Microsoft IntelliMouse), yet
works with a standard two-button mouse.

There are alternatives to using the mouse, like using function keys or menus. Throughout this course,
however, we will mainly use the mouse in our demonstrations.

Visual Programming

As mentioned earlier, data mining is performed by creating a stream of nodes through which the data pass.
A stream, at its simplest, will include a source node, which reads the data into Clementine, and a
destination, which can be an output node, such as a table, a graph, or a modeling operation.
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When building streams within Clementine, mouse buttons are used in the following ways:

Left button Used for icon or node selection, placement and positioning on the Stream
Canvas.
Right button Used to invoke Context (pop-up) menus that, among other options, allow

editing, renaming, deletion and execution of the nodes.

Middle button [optional]

Used to connect two nodes and modify these connections. [When using a two-
button mouse, you can right-click on a node, select Connect from the context
menu, and then click on the second node to establish a connection.]

Note

In this guide, the instruction to “click” means click with the primary (usually the left) mouse button; "right-
click" means to click with the secondary (usually the right) mouse button; “middle-click” means to click
with the middle mouse button.

Adding a Node

To begin a new stream, a node from the Sources palette needs to be placed on the Stream Canvas. In this
example we will assume that data are being read from a previously saved SPSS data file (we will cover
methods of reading data into Clementine in the next chapter).

Activate the Sources palette by clicking the Sources tab

Figure 2.3 Sources Palette

4 streaml1 - Clementine 7.0

File Edit Insert View Tools SuperMode Window Help

=10l

INECEBCINECISEIE O

[Database “far. File Fixed Fila SPSS File SAS File UserInput

Streams |
Stream

. :f| CRISP-DM
Click Sources @ 4 {unsaved project)
: @ | Business Understanding
@ | Data Understanding
@ | Data Preparation
@ _ | wodeling
@ | Evaluation
@ | Deployment

|

[ »

|E| Server: Local Serverl J 24MB 1 40MB

Select the SPSS File node from the Sources palette by clicking =rssrue,
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This will cause the icon to be highlighted.
Move the cursor over the Stream Canvas

The cursor will change to a positioning icon when it reaches the Stream Canvas.
Click anywhere in the Stream Canvas

A copy of the icon should appear on the Stream Canvas. This node now represents the action of reading
data into Clementine from a SPSS data file.

Figure 2.4 Placing a Node on the Stream Canvas

4 Stream1 - Clementine 7.0
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Moving a Node

If you wish to move the node within the Stream Canvas, select it (using the left mouse button), and while
holding this button down, drag the node to its new position.

Editing a Node

In order to view the editing facilities of a node, right click on the icon to reveal a Context (pop-up) menu.

Right click on the SPSS File node =rs:rie in the Stream Canvas
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Figure 2.5 Context (Pop-up) Menu When a Source Node Is Right Clicked
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The Edit option opens a dialog box specific to each node type.

Double clicking on the node also accesses the editing facilities of a node. We will skip the edit options for
the moment as we cover the edit options for many of the nodes later in the course.

Renaming and Annotating a Node

In order to label a node in the Stream Canvas with a more descriptive name:

Right click on the SPSS File node
Click Rename and Annotate on the context menu

Figure 2.6 Rename and Annotate Dialog

. 2] Refresh | @)
(Mo current file selected)

9

Name: ) Auto @ Custom [3PSS File
Toaltip text: |
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This ohject has not been saved.
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Gancel | ooty || Reset
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We can specify a name and even tooltip text for the node. In the text area, additional information can be
attached to the node in order to aid interpretation or to act as a reminder to what it represents. For the
moment, however, we will cancel and look at the other options.

Click Cancel

Copy and Paste a Node

Copy and paste helps you to, for instance, duplicate a node (an action later used in this course). To
duplicate a node:

Right click the node and select Copy from the context menu
Right click in an empty area of the Stream Canvas
Select Paste from the context menu

A duplicate of the copied node will appear in the Stream Canvas. If needed, the node can be moved,
renamed and annotated as described previously.

Deleting a Node

To delete a node:

Right click on the node
Select Delete from the context menu (Alternatively, select the node and then press the
Delete key)

Building Streams with Clementine

Once two or more nodes have been placed on the Stream Canvas, they need to be connected to produce a
stream. This can be thought of as representing a flow of data through the nodes.

To demonstrate this we will place a Table node in the Stream Canvas, next to the SPSS File node (if you

just deleted the SPSS File node, please replace it on the Stream Canvas). The Table node presents the data
in a table format, similar to a spreadsheet view.

Click on the Table node: s in the Output palette
Place this node to the right of the SPSS File node by clicking in the Stream Canvas

Figure 2.7 Unconnected Nodes

SP55 File Tahle
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Connecting Nodes
To connect the two nodes:

Right-click on the SPSS File node, and then select Connect from the context menu (note

G
the cursor changes to include a connection icon G*)

Click the Table node
Alternatively, with a three-button mouse:

Click with the middle mouse button on the SPSS File node
While holding the middle button down, drag the cursor to the Table node
Release the middle mouse button

A connecting arrow appears between the nodes. The head of the arrow indicates the data flow direction.

Figure 2.8 Stream Representing the Flow of Data

\
= E

E.

SPSE File Tahle

Disconnecting Nodes

Nodes can be disconnected in several ways:
e By right clicking on one of the nodes and selecting the Disconnect option from the context menu

e By right clicking on the actual connection and selecting the Delete Connection option
e By double clicking with the middle mouse button on one of the connected nodes (for intermediate

nodes this will make existing arrows “bypass” the node)
We will demonstrate one of these alternatives.

Right click on the connecting arrow

Figure 2.9 Disconnecting Nodes

1

SPSS File Table

Click Delete Connection
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Getting Help

Help can be accessed via the Help menu:

Click Help

Figure 2.10 Help Menu

Bem|

Help Topics
CRISP Help
Tutarial
Accessibility Help

What's This
About...

The Help menu contains several options. The Help Topics choice takes you to the Help system. CRISP
Help gives you an introduction to the CRISP-DM methodology. Tutorial leads to a tutorial on the use of
Clementine (valuable when first working with Clementine). Accessibility Help informs you about keyboard
alternatives to using the mouse. “What’s This” changes the cursor into a question mark and provides

information about any Clementine item you click.

Besides the help provided by the Help menu, you always have context sensitive help available in whatever
dialog box you are working. As an example we look at the help when we rename or annotate the SPSS File

node.

Right-click the SPSS File node, then click Rename and Annotate

Figure 2.11 Context Sensitive Help /
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Figure 2.12 Context Sensitive Help on Annotating Nodes
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Information about Clementine’s features and operations can be obtained through the Help system.

Click the close button EI to close the Help and to return to the Stream Canvas

Summary

In this chapter you have been given a brief tour of the Clementine User Interface.
You should now be able to:
e Place an icon on the Stream Canvas to create a node
Move, duplicate and delete these nodes
Rename and annotate nodes
Connect two or more nodes to create a stream
Obtain help within Clementine
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Chapter 3
Reading Data Files

Overview

Data formats read by Clementine

Reading free-field text data files

Reading SPSS data files

Reading databases using ODBC

Viewing the data

Data types in Clementine

Field direction

Saving Clementine Streams

Appendix: Reading fixed-field text data files

Objectives

This session aims to introduce some of the ways of reading data into Clementine. By the end of the chapter
you should be able to read in data from both text and SPSS files and view the data in a table. You will also
be aware of the other data formats Clementine can read and the different data field types within
Clementine.

Data

In this chapter a data set in several different formats will be used to demonstrate the various ways of
reading data into Clementine. The data file contains information concerning the credit rating and financial
position of 514 individuals. The file also contains basic demographic information, such as marital status
and gender.

In order to demonstrate ODBC we will use an Access database, custandhol.mdb. The database has three
tables, custtravell, custtravel2 and holtravel, containing information on the customers of a travel company.

Reading Data Files into Clementine

Clementine reads a variety of different file types, including data stored in spreadsheets and databases, using
the nodes within the Sources palette.

Data can be read in from text files, in either free-field or fixed-field format, using the Var. File and Fixed
File source nodes.

SPSS and SAS data files can be directly read into Clementine using the SPSS File and SAS File nodes.
If you have data in an ODBC (Open Database Connectivity) source, you can use the Database source node

to import data from server databases, such as Oracle™ or SQL Server™ and from variety of other packages
including Excel™, Access™, dBase™, and FoxPro™.
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Clementine can also simulate data with the User Input node in the Sources palette. This node is useful for
generating data for demonstrations or testing.

Further information on the types of data imports available in Clementine can be found in the Clementine
User’s Guide.

Reading Data from Free-Field Text Files

The Var. File node reads data from a free-field (delimited) text file. We demonstrate this by reading a
comma-separated data file with field names in the first record. The figure below shows the beginning of the
file (using Notepad).

Figure 3.1 Free-field Text File

BT
4} SmallsSampleComma.txt - Notepad B =10l x|
File Edit Format Help

ID, AGE, INCOME, GENDER, MARTTAL, NUMEIDS, NUMCARDS, HOWPATD, MORTZAGE, STORECAR, LOANS, RISE il
100319,31,59183, f,married, 1, 2, monthly,v, 1, 1, good rizk
100796&, 45, 58381, m, married, 1, 1,monthly,v, 1, 0, good riszk
100730,43,57388, f,married, 0,1, monthly,v,1,0,bad lozs
100670, 41,56470, m, married, 0,2, monthly, v, 1,0, bad loss
100347, ,55554, f,married, 0, 1,monthly,v, 1,0, good risk
100348,32,54792, m, married, 1, 1,monthly,v, 2, 0, good risk
100770, 44, 53983, f,married, 1,2, monthly,v, 2,0, bad profit
100753, 44, 53550, m, married, 1, 1, monthly, v, 1, 1, bad loss
100350,32,52973, m,married, 1, 1, monthly, v, 1, 0, bad profit
100599, 39, 52485, f,married, 1, 2, monthly, v, 1, 1, good risk
100765, 44, 51498, m, married, 0,1, monthly, v, 2,1, bad loss
100664, 33, 50631, £, married, 0, 2, monthly, v, 1, 0, good risk
100571,38, 50076, m, married, 1,1, monthly,v, 1, 1, bad profit
100622, 35, 49600, m, married, 1, 2, monthly, v, 2, 1, good risk
100423,34, 49007, m, married, 1, 1, monthly,v, 1,0, bad profit
100527,37,48061, £, married, 1, 2, monthly, v, 1, 0, good risk

-

K| H

The file contains demographic information like age, income, gender, marital status, number of children and
also information about the credit risk group of the person (good risk, bad profit and bad loss). Note that we
have a mix of numeric (e.g. id, age, income) and discrete values (e.g. gender, marital, risk).

We will read this file into Clementine, using the Var File source node. Before we do this, however, we
advise you to empty the stream canvas and to start from scratch.

If the Stream Canvas isn’t empty, clear the Stream Canvas by choosing Edit..Clear
Stream

Click the Var. File node in the Sources palette

Position the cursor on the left side of the Stream Canvas and click once (not shown)

A copy of the icon should appear in the Stream Canvas. This source node represents the process of reading
a data file into Clementine. To link this node to a specific file, it needs to be edited.

Right-click on the Var. File node, then click Edit (alternatively, double-click the Var. File
node)
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Figure 3.2 Variable File Node Dialog Box
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First thing to do is to specify the file name. The file list button D is used to browse through directories

and to identify the data file.

Click the file list button D and then move to the c:\Train\Clemintro directory

Click SmallSampleComma.txt, and then click Open
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Figure 3.3 Variable File Node Dialog
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The Var. File dialog gives a preview of the first lines of data. Note, that the first line of data contains field
names. These names can be read directly into Clementine by checking the Read field names from file check
box. By default, this option is already checked.

The Skip header characters text box allows you to specify how many characters are to be read and ignored
before the first record begins. This is not relevant here.

The EOL comment characters text box allows the declaration of one or more characters that denote the start
of a comment or annotation. When Clementine comes across these characters in the file, it will ignore what
follows until a new line is started. This is not relevant in our situation.

The Specify number of fields option allows you to specify how many fields are in each record in the data
file. Alternatively, if all fields for a data record are contained on a single line and the number of fields is
left unspecified, then Clementine automatically calculates the number of fields.

Leading and trailing blanks can be removed from symbolic fields in several ways using their respective
options.

The characters used to separate the individual fields within the file are specified under Delimiters. White
space (blanks) and tabs can also be declared as delimiters using their check box options. Single and double
quotes are dealt with using the drop-down menus and can either be discarded (Discard), matched in pairs
and then discarded (Pair & Discard) or included as text within the field (Include as text).

The Decimal symbol is the same as the Windows decimal symbol and could be set to either a comma or a
period by using the drop-down menu.
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By default Clementine will scan 50 rows of data to determine the field type. Field type is one of the main
concepts to be aware of when working with Clementine and we will discuss this in detail later in this
chapter.

Let’s now see how Clementine reads the field names from the specified data file.

Make sure that Read Field Names from File is checked
Click the Data tab

Clementine scans the first 50 lines of data and reports the field names found. These field names are
displayed within the dialog box shown below.

Figure 3.4 Data Tab Displaying Field Names

4 var File [x]
| 2 Retesn | @
CATraimClemintralSmallSampleComma.td
Field | Cwerride | Storage |
1D [l Integer
AGE ] < Integer
INCOME [ < ¥ Integer
GEMDER [l |a] String
MARITAL [l |a] String
NUMKIDS [ <% Integer
NUMCARDS [ < ¥ Integer
HOWYPAID [l |a] String
MORTGAGE [l |a] String
STORECAR [ <% Integer
LOAMNS [ < ¥ Integer
RISK [ |a] String
® View current fields (' View unused field settings
[ File | Data | Fiter | Types | Annotations
| Ok | | Cancel | | Apply | | Reset |

In Figure 3.3, the field names looked reasonable. If there were no field names in the file and the Get field
names from file option were not checked, Clementine would assign the names, field1, field2, etc.

In the figure above we see Override and Storage columns. Storage describes the way data for a field is
stored by Clementine and this has implications for how the field can be used within Clementine. For
example, fields with integer or real data storage would be treated as numeric by Clementine modeling
nodes (their type would be numeric, unless changed). If you had numeric data values for a field that should
be treated as symbolic (categorical), for example numeric codes for marital status, one way to accomplish
this would be to override the default data storage for such a field and set it to string. Storage options include
string, integer (integer numeric), real (decimal numeric), time, date, timestamp, and unknown.

We can set the data storage for a field by checking its Override box, clicking in its Storage cell, and then
selecting the storage from the drop-down list. Generally, the storage and type determined automatically by
Clementine will be appropriate for your analyses, but if needed, can be changed.
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We might want to change one or more field names or even decide that some fields should not be read into

Clementine. The Filter tab allows us to control this.

Click the Filter tab

Figure 3.5 Filter Tab in Var. File Node

4 ¥ar. File |

- Refrash @
- CATraimClemintrovSmallSampleComma td
Y- Fields: 12 in, O fitered, 0 renamed, 12 out
Filter | Field

In] —_— 10

AGE —_— AGE

IMCOME —_— IMCOME

GEMDER —_— GEMDER

AR ITAL —_— MARITAL

RUMKIDS —_— HUMEIDES

MUMCARDS —_— MUMCARDS

HOYPAID —_— HOWPAID

MORTGAGE —_— MORTGAGE

STORECAR —_— STORECAR

LOAMNS —_— LOAMS

RISK —_— RISk

i@ View current fields O View unused field settings

| Ok | ‘ Cancel ‘ | Apply ‘ | Reset |

The left column contains the field names as read from file. We can specify new names in the right column.
The middle column shows an arrow that can be interpreted as “becomes”. As an example, suppose we
would like to rename ID to IDNUMBER and would like to exclude MARITAL.

Double-click on ID in the right Field column
Change ID to IDNUMBER
Click once on the arrow in the MARITAL row
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Figure 3.6 Changing Field Names and Dropping Fields

4 var. File

Refresh

x|
(@]

CATraimZlemintrolSmallZample Comima. it

AT Fields: 12 in, 1 filtered, 1 renarned, 11 out
Field Filter | Field

1D —_— IDHUMBER

AGE — AGE

INCOME —_— INCOME

GENDER e GEMDER

MARITAL 3

NUMKIDS —_— NUMKEIDS

MUMCARDS —_— HUMCARDS

HOWRPAID —_— HOWWRAID

MORTGAGE — MORTGRAGE

STORECAR —_— STORECAR

LOARNS e LOANS

RISK —_— RISK

@ View current fields ' View unused field settings

| 14 || Cancel ‘ | Apply H Reset

ID is renamed IDNUMBER. The crossed arrow in the MARITAL row indicates that data for MARITAL

won’t be read into Clementine.

Within the Filter tab, you can sort the fields (just click on column header Field), exclude all fields at once
by clicking the button or include all fields at once by clicking the button. Furthermore, the button

E gives access to numerous filter options such as: including/excluding all fields, toggling between fields,
removing or renaming duplicates automatically and truncating fieldnames.

As an example we will undo the previous changes.

Click the ﬂ button and select Include All Fields

Click the ﬂ button and select Use Input Field Names

The window should be the same as it was prior to changing ID into IDNUMBER and excluding MARITAL

(not shown).

The last tab to mention in this window is the Types tab. This tab displays properties of the fields.

Click the Types tab
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Figure 3.7 Types Tab in Var. File Dialog

x|
3] Refresh @

CATraimZlemintrolSmallZample Comima. it

|\v| |6d||6|l'| | P ReadValues || Clearvalugs |
Field | Type | walues | Missing | Check | Direction |

ID & Range Mone | In
<> AGE & Range Mone S, In
<> INCOME & Range Mone [ ln
|a] GEMNDER & Discrete Mone sy In
[A] MARITAL < Discrete Mohe S I
<> NUMKIDS & Range Mone [N ln
> NUMCARDS |4 Range Mone [N ln
[a] HOWPAID & Discrete Mohe S I
[A] MORTGAGE |4 Discrete Mone M ln
<> 8TORECAR ¢ Range Mone  [Mln
< LOANS & Range hone ~, In
[&] RISK £ Discrete Mohe S I
@ View current fields ' View unused field settings

| File | Data | Fitter | Types | Annotations

| 14 || Cancel ‘ | Apply H Reset

Field type determines, in general, how the field will be used by Clementine in data manipulation and
modeling. Initially, fields with numeric values are typed as Range, and fields with symbolic values are
typed as Discrete. For the moment we will postpone a detailed discussion about field types. Later in the
chapter we will elaborate upon field types and see how they can be set manually or assigned automatically
by Clementine as the data values are read.

The display above is based on 50 lines of data and thus presents partially instantiated types; types are fully
instantiated when data pass through the node while the field Values are set to Read or Read+. If any field
types are incorrect, Clementine allows you to set types before a full data pass is made. This can eliminate
an unnecessary pass through the data, which is valuable when dealing with large files.

Click OK

By clicking OK you will return to the Stream Canvas, where the Var. File source node will have been
labeled with the file name (not shown).

First Check on the Data

Once a data source node has been positioned in the Stream Canvas and linked to the data file, it is often
advisable to check whether Clementine is accessing the data correctly. The nodes within the Output palette
display data, provide summary reports and analyses, and export data from Clementine.

The Table node displays the data in tabular form, with one row per record and field names heading the
columns. To view the data file, this node must be positioned in the data stream, downstream of the data
source node that accesses the data file. Since it is an often-used node, the Table node is also present on the
Favorites palette.
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Click the Table node on the Favorites palette
Click to the right of the Var. File node named SmallSampleComma.txt

To connect the nodes:

Right-click the Var. File node (SmallSampleComma.txt), select Connect from the context
pop-up menu, and then click the Table node in the Stream Canvas

(Alternatively, click the middle mouse button on the Var. File node
[SmallSampleComma.txt] and drag the cursor to the Table node in the Stream
Canvas)

Figure 3.8 Var. File Node Connected to Table Node

4 Stream1* - Clementine

File Edit Insert “iew Tools Supertode Window Help

olEw [ [ Gl ool [4][e[9) (=] |44 | @ Clementine

Streams |
Stream?

SmallSamplaComma.td Table

A® 4 wnsaved project

: _ 4 Business Understanding
_1 Data Understanding

4 Data Preparation

_4 Modeling

4 Evaluation

_ 4 Deployment

o]

— . = -

@ > & @.@@AA 000@@

Selest Sample Aggregate | Deriwe  Type  Filter Flot  Distribution Histogram | Neural Net Kohonen 60 C&R Tree Kheans

Tahble

Database War. File

[ senver: Local Server| | [24nt 1 3400

An arrow appears connecting the source node to the Table node. The direction of the connecting arrow
indicates the direction of data flow, passing from the source node into the Table output node.

The output style can be chosen, by editing the Table node:

Double-click on the Table node
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Figure 3.9 Table Node Dialog

Highlight records where

@ Output to screen ) Output to file

Filename: |

File type: |formatted (*tah) v| Lines perpage:

| Ok || P Execute || Cancel | | Apply || Reset |

The Highlight records where option allows you to enter an expression that identifies a set of records to be
highlighted within the table. Two output styles are available for the Table (and other display nodes) in the
Output palette:

e  OQOutput to Screen: Displays the output on the screen

e  OQutput to File: Sends output to file

If you choose to send output to file several formats are available:
e Formatted (*.tab): a tab delimited text file
e Data (comma-delimited) (*.dat): a comma-delimited text file
e Html document (*.htm): an HTML document
e Transposed (*.dat): a comma-delimited text file, similar to the Data option, except that the rows
represent fields and the columns represent records

We will stay with Output to screen, in order to see the table instantly.
Using the Format tab, the format of each individual field can be changed by selecting the field and
choosing either Auto or a Manual width (which you can specify). In addition, a field can be left-, centered-,

or right-justified within the column.

Click the Format tab
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Figure 3.10 Format of Fields in Table Output

Field | Justify | Auto'width [ Manualwi..| |
=] Auto ] 10|~
AGE Auto [v 10
INCOME Auto vl 10
GEMDER Auto v 10
MARITAL Auta v 10
NUMKIDS Auto v 10
NUMCARDS Auto [v 10
HOWPAID Auto vl 10
MORTGAGE Auto v 10
STORECAR Auta v 10|
@ Wiew current fields ' View unused field settings
[ ok | | B Executs || cancel | | Apply || Reset |

Once the dialog box has been edited, you can run the table by clicking the Execute button. Alternatively,
you can return to the Stream Canvas by clicking OK and then execute the table by right-clicking on the
Table node and selecting Execute from the context menu. A third alternative, which we will use in this
instance is to execute the stream by using the Execute the current stream button in the Toolbar.

Click OK

Click the Execute (the current stream) button in the Toolbar (button shown helow

Figure 3.11 Execute Button in the Toolbar

I E ey e C

Execute the
current stream

BN

After having executed the Table using any of the methods mentioned, the table window opens.

Figure 3.12 Table Window Showing Data from Text File

BB

Bl File |~ Edit {) Generate

=0l

@

-

[4]

In] AGE | INCOME | GENDER | MARITAL | KWUMKIDS | MUMCARDS | HOWPAID | MORTGAGE | ¢ |

1 100318 3 53193)f married 1 2\ manthly i
2 100736 45 58381m married 1 1|manthly y
3 100730 43 73880 married 1] 1|/manthly y
4 100670 41 5647 0m married 0 2\ manthly W
5 100347 Snullg 5554541 married 0 1| manthly Y
la} 100348 32 54792 'm married 1 1| manthly W
F 100770 44 538831 married 1 2|\manthly y
8 100753 44 53550/m married 1 1| manthly i
9 100350 32 52873m married 1 1|manthly y
10 100595 34 52495/f married 1 2\ manthly i
11 100765 44 51498/m married 1] 1|manthly Y
12 100664 33 0631 |f married 0 2\ manthly i
13 1004571 38 50076|m married 1 1|manthly y
14 100622 36 49600/m married 1 2|\manthly y
15 100423 34 49007 m married 1 1| manthly W
16 100527 a7 480617 married 1 2|\manthly y
17 1005495 39 47161 m married 1 2\ manthly W
18 100565 38 4B823m married a 1/manthly y

1 mnnthly i

[*]
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The title bar of the Table window displays the number of fields and records read into the table. If needed,
scroll bars are available on the right side and bottom of the window allowing you to view hidden records
and fields.

Note the $null$ value for the 5™ record in the AGE field. Looking back at the file SmallSampleComma.txt
(Figure 3.1), we see that this person had no value for AGE, so Clementine assigned AGE a missing value,
represented by the value $null$. (We will discuss missing values in detail later.)

The File menu in the Table window allows you to save, print or export the table. Using the Edit menu you
can copy values or fields. The Generate menu allows you to automatically generate Select (data selection)

and Derive (field calculation) nodes.

Now we have checked that the data file has been correctly read into Clementine, we will close the window
and return to the Stream Canvas.

Click Close EI to close the Table window

Although we have closed the table, the table is still available in the Outputs manager, so we don’t have to
execute the table again to see the data. To activate the Outputs manager:

Click the Outputs tab (shown below)

Figure 3.13 Outputs Tab in Manager

Table (12 fields, 514 records)

The table is still available from the manager. In fact, each output produced (table or chart) will
automatically be added as separate item in the Outputs tab and is available for later use.

For the moment we will clear this stream and take a look at reading other data sources. To clear the stream:
Click Edit..Clear Stream

To clear the output:
Right-click in an empty area in the Outputs tab

Click Delete (or Delete All) from the context menu
(Alternatively, click Edit..Clear Outputs)
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Reading SPSS Data Files

Clementine can import and export SPSS data files. Importing is done using the SPSS File node in the
Sources palette, while exporting involves the SPSS Export node in the Output palette. As an example we
will open the SPSS data file SmallSample.sav. The data are shown below in SPSS.

Figure 3.14 Data File in SPSS: Data Values Displayed

SmallSample_sav - SPS5 Data Editor !EIB
File Edit “iew Data Transform Analyze Graphs Utliies  Window Help
Z|=|S| B || L] =] | Er= BxE %o
|'I sid |‘I on319
id age income | gender [ marital | numkids | numcards | howpaid | mortgag stﬁl
1 100319 3 59193 1 2 1 2|monthly |y
2 100796 45 58381 2 2 1 1|monthly |y
3 100730 43 57338 1 2 ] 1 |maonthly |y
4 100670 M 56470 2 2 0 2|monthly |y
5 100347 . 55554 1 2 0 1|monthly |y
G 100348 32 24792 2 2 1 1 monthly |y
7 100770 44 53983 1 2 1 2|monthly |y
3 100753 44 53550 2 2 1 1 |maonthly |y
9 100350 32 52973 2 2 1 1|monthly |y
10 100599 39 524595 1 2 1 2|monthly |y
11 100765 44 51498 2 2 0 1 monthly |y
17 1MNEE =3 E0E 1 ] n ranmthle o hd
|4 [» |\ Data View £ variable view / [« | _rl_l
|SPSS Frocessor is ready [ [ v

Typically, data in SPSS are encoded. For instance, marital does not have the values divsepwid, married,
single, but the values 1, 2, 3. In SPSS we typically attach value labels to these codes to explain what the
codes represent. Also when using SPSS, users often attach a label to the variable (field) name, so it’s clear
what the variable (field) represents. A label attached to the field is called a variable label in SPSS.

You can view either the data values or value labels in the Data View tab of the SPSS Data Editor window.

Figure 3.15 Data File in SPSS: Value Labels Displayed

Small5ample.say - SPS5 Data Editor [_ (O] x|
File Edit Yiew Data Transform Analyze Graphs  Utlitiez  ‘window  Help
=|Q|8| B || B =[] #) Fle BB 2
|1 sid |‘I 0os
id age income | gender | marital |numki|:|s numeards | howpaid | mortgag Stﬁl
1 100319 31 59193 | Fernale | Marital Status| 1 2 monthly |y
2 100796 45 53331 Male| rnarried 1 1 |manthly |y
3 100730 43 A73588| Female| married 0 1 |monthly |y
4 100670 41 a6470 Male| married 0 2 manthly |y
=3 100347 . 55554 Femnale| married 0 1 |monthly |y
=3 100348 32 4792 Male| married 1 1 |monthly |y
7 100770 44 039583 Fernale| married 1 2 |monthly |y
g 100753 44 53550 Male| rnarried 1 1 |manthly |y
9 100350 32 52973 Male| married 1 1 |monthly |y
10 1005339 39 52495( Female| married 1 2 manthly |y
11 100765 44 51495 Male| married 0 1 |monthly |y
17 Arnciey 27 Lo C 1 e | i} b REVERCIVE 2N Y " il
| [+ ]\ Data View £ variable View / <] | _»l_l
|SPSS Processor is ready [ [ v
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Instead of the values, we now see the value labels for some variables. We also see that marital has a
variable label attached to it: Marital Status.

To read an SPSS data file into Clementine, place the SPSS File node on the Stream Canvas.

Click the SPSS File node from the Sources palette
Click in an open area on the left side of the Stream Canvas

To connect this node to the required SPSS data file:
Double-click on the SPSS File node, which will bring you into editing mode

Figure 3.16 SPSS Import Node Dialog

Y

| @
(Mo current file selected)

Impur‘[ﬂle:| ||j

[C] Use variable labels

[_] Use value labels

| pata [ Fiter | Types | Annotations |

| (0134 || Cancel | | GetFields || Apply || Reset

As in the previous examples, the file name and directory can be specified using the file list button ‘J (or
typed directly).

Select SmallSample.sav from C:\Train\Clemintro

The SPSS File dialog contains check boxes for whether Variable Labels and Value labels should be
imported from SPSS. Selecting the Use Variable Labels check box allows the use of the descriptive
variable label to represent the field name in Clementine, as opposed to the usually shorter variable name
Similarly, the Use Value Labels option will import the SPSS value labels from the file, rather than the
original numeric or symbolic values.

We will show the effect of different choices. First, we do not check any options.

Click OK to close the SPSS File dialog box
Add a Table node and connect the SPSS File node to the Table node
Execute the stream
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Figure 3.17 SPSS Import Dialog Box: Skipping Variable and Value Labels

4 5p5S File

X
” Refresh ‘ @|

CATraimClemintrovSmallSample.say

Impart file |C'1TrainlC\emlntrnISmaHSample S8V HE

[C] use variable labels

[T] use value labels

Data

[ Table (12 fields, 514 records) #1 =18 =|

Bl File = Edit ¥} Generate lj”ﬂ @
INCOME | GENDER | MARITAL | NUMKIDS | NUMCARDS | HOWy |

1 59183 1 2 1 2 =

2 58381 2 2 1 1

3 673288 1 2 0 1

4 56470 2 2 1] 2]

5 55564 1 2 0 1

li 54792 2 2 1 1

7 53983 1 2 1 2

i} 535560 2 2 1 1

9 52073 2 2 1 1

1o 52485 1 2 1 2]

11 51488 2 2 0 1

12 50631 1 2 0 2

13 40078 2 2 1 1

14 48600 2 2 1 2]

15 48007 2 2 1 1

16 48061 1 2 1 2 |

17 47161 2 2 1 2 =

The field names in Clementine are the same as the SPSS variable names. We lose the variable label
information. This isn’t a problem, since the field names themselves are pretty clear. The data values in
Clementine are the same as the SPSS values. Having Clementine read the values instead of the value labels
is not recommended. The first reason is that identification information is lost. Secondly Clementine, by
default, will treat marital status coded 1,2,3 as numeric instead of discrete, which could well lead to
potential problems later in the data-preparation and modeling phases if the modeling algorithm of choice
requires a discrete outcome. Often, a better choice is to check both options.

Double-click on the SPSS File node

Click the Use variable labels and Use value labels check boxes
Check OK to close the SPSS File dialog box

Execute the Table node

Figure 3.18 SPSS Import Dialog: Using Variable and Value Labels

4 5p5S File

Xl
” Refresh ‘ @|

CATraimClemintrovSmallSample.say

Impart file |C'1TrainlC\emlntrnISmaHSample S8V ‘ J

[v] Use variable labels

[¥] Use value labels

Data

[i#i] Table (12 fields, 514 records) #1 _ I ] 5

File | Edit {) Generate |—.;|||H| @
1D numhber Ageinyears | Income | Gender | Marital Status | # of deper ‘

1 100319 N 49193|Female  martied —

2 100796 45 68381 |Male martied

3 100730 43 57388/Female  |\maried

4 100670 41 56470|Male married

5 100347 $nullp 55554Female  |married

B 100348 a2 G4702|Male martied

T 100770 44 53483Female  |\maried

g 100753 44 53550|Male married

9 100350 3z 52973 |Male martied

10 100539 33 G2485Female  |married

11 100765 44 51488 |Male married

12 100664 33 50631 |Female  |maried

13 100571 a8 a0076|Male martied

14 100822 35 43600|Male martied

15 100423 34 43007 |Male married

16 100527 7 48061 |Female  |maried

17 100595 a9 47161 |Male martied =

[»]

When variable and values labels are imported, we have a more descriptive dataset that corresponds to the
original SPSS file. It not only contains more informative values, but fields like Gender and Marital Status

are correctly treated as symbolic.
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Reading Data Using ODBC

Using its Database source node, Clementine can read data directly from databases and other data sources
supporting ODBC (Open Database Connectivity protocol). Within the Database node, fields can be selected
from a database table or SQL can be used to access data. Before reading data in this way, ODBC drivers
must be installed (drivers for a number of databases are included in the SPSS Data Access Pack on the
Clementine CD) and data sources must be defined. We will illustrate how to declare a database as a data
source within Windows™ and then how to access that database using the Database source node.

The data tables we will access are found in the Access database custandhol.mdb. The database contains
three tables: custtravell, custtravel2 and holtravel. The customer tables contain information on the
customers of a travel company, including the holiday reference code, length of holiday and cost of holiday.
The holiday table contains information on each of the individual holidays offered by the company including
the location and type of accommodation.

Declaring a Data Source

Before a database can be accessed via the ODBC method, it must be declared as an ODBC User Data
Source using the ODBC Data Source Administrator, found within the Windows Control panel. An ODBC
User Data Source stores information about how to connect to an indicated data provider. In this section we
will demonstrate how to declare a database as an ODBC User Data Source using the Access database
custandhol.mdb, working with Windows 2000.

Go to the Start menu
Click Settings..Control panel
Double-click the icon Administrative Tools

If ODBC is installed on your machine, there will be an icon labeled Data Sources (ODBC) within the
Administrative Tools.

Double-click on the icon labeled Data Sources (ODBC)

Figure 3.19 ODBC Data Source Administrator
€10DBC Data Source Administrator 2l
Uzer DSM | System DSM I File DSM I Dliversl Tracingl Connection F'Dolingl About I

Uszer Data Sources:

Marme | Ciriver - Add...
dBASE Files Micraozoft dBaze Driver [*.¢

dBaze Files - Word icrozoft dB aze WFP Diiv
DeluxeCh Microzoft Access Driver [*

Eucel Files Microzoft Excel Driver [*.xl Configure. .. |
FowxPro Files Microzoft FoxPro Driver [,

FosPro Files - Wword Microzoft FoxPro WFP Driv—

a5 SOL Server

M5 Access 97 Databaze Microzoft Access Driver [

M5 Access Databasze Microzoft Access Driver [ -

imq Flarart Lritar © ananls hdimrimr bt A.-mTM hri\.;-:r_’l"i—l

An ODBC User data source stores information about how to connect to
the indicated data provider. & User data source is only visible to you,
and zan only be uzed on the current machine.

Qg | Cancel | Apply | Help |

To declare a database as a Data Source we must add it to the User Data Sources list.
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Click on the Add button

Figure 3.20 Create New Data Source Dialog

Create New Data Source E Xl

Select a driver for which you want to set up a data source,

| Mersion
§ 4.006019.00

oft

! | para arqui
Diriver do Microgoft

Access [*.mdb] 4.00.6019.00
Diriver do Microzoft dBase [*.dbf) 4.00.6013.00
Driver do Microsoft Excell®. xlz) 4.0060719.00 —
Driver do Microzoft Paradox [*.db ) 4.00,6019.00
Driver para o Microsaft Visual FosPro 6.01.8629.01
Microzoft Access Driver [*.mdb) 4.00.6015.00
Microzoft Access-Treiber [*.mdb] 4.00.6019.00

Microzoft dBaze Diriver [*.dbf] 4.00.6015. Dﬂ_lﬂ
»

hdimrmnmbe AR s WED Dirivse (% ARFL e oedam
«J [

< Back I Finish I Cancel

This dialog box contains a list of drivers that are installed on your machine.

From the driver list select Microsoft Access Driver (*.mdb)
Click on the Finish button

A Setup dialog box will appear and will have various controls dependent on the type of driver selected. The
Microsoft Access Setup dialog box is shown below.

Figure 3.21 Microsoft Access Dialog Used to Set Up a Data Source
(0DBC Microsoft AccessSewp |

Data Source Marme: I

E

Dezcription: I
Cancel |
—Database
Database: Help |
Select. . | Create... | Bepair... Compact. .. |
Adwanced... |

— System D atabasze

% Mone
" Database:

Susten Matathase,. |

Optiong: > |

For the Access driver, the data source needs to be named and the particular database selected.

Type the name HOLIDAYS in the Data Source Name text box
Click the Select button

The Select Database dialog box, shown below, allows you to select the particular database that you wish to
add as a data source. The file can be located using the drives and directories controls.
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Figure 3.22 Select Database Dialog

pd
Databaze Mame Directaries;

I". mdb : strainclemintg

Cancel
cuztandhol rmdb ] = ot | —l
[=> Train
S Clemlntro 4|HE|I:I

[T ReadOnly
lI [T Exclusive

List Files of Type: Drrives:

Arcess Databases [“_muj I = j Metwark. . |

Select the database custandhol.mdb in the c:\Train\Clemintro directory
Click OK to return to the Microsoft Access Setup dialog box
Click OK to return to the ODBC Data Source Administrator

The data source name should now be listed in the User Data Sources list.
Click OK to return to the Control panel

The database has now been declared as a data source and is available to Clementine and other applications
via ODBC.

Accessing a Database Using the Database Source Node

In this section we will illustrate the use of the ODBC source node to read data from an Access database
from within Clementine:

Clear the stream by choosing Edit..Clear Stream

Select the Database node from the Sources or Favorites palette and place it on the
Stream Canvas

Edit (double-click) the Database source node
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Figure 3.23 Database Node Dialog

. Refresh

(Mo current data source)

Made: i® Table ) SOL Query

Data source:| v|
Tahle name:| || Select... |
Guote table and column names: @ As needed O Always ) Never

Strip lead and trail spaces: % None i Left ' Right ) Both

L Data L Filter L Types L Annotations

Cancel | Anply || Reset |

The Mode options (Table or SQL Query) allow you select whether you wish to view the Tables/Views
within the database, or to enter/load a SQL Query against the database. In our example we have to read a

table from the Holidays database, so Table mode is applicable.

To access the data:

Click the Data source drop-down arrow

Since we have not connected to a database yet, we have to add a database connection.

Click Add New Database Connection
A dialog box will appear allowing you to select the database:

Figure 3.24 Connect to ODBC Data Source Dialog

’ Database Connections -_":' I il

Server: Local Server

Data sources: Data source | Description |
dBASE Files Microsoft dBase Driver (*.dbf) -
mals Sl Server
HOLIDAYS Microsoft Access Driver (F.mdh)
LocalServer Sl Server -

Username:
FPassword:

Connections:

cancel H Help |

By scrolling down the Data sources list, the database defined as a data source in the previous section can be
selected. If required, you can specify a username and password for the database.
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Scroll down the Data sources: list and select the HOLIDAYS data source
Click the Connect button

The Holidays data source now appears in the Connections box.

Figure 3.25 Database Connections Dialog (After Connection to Data Source)

4 Database Connections ; ., |

Server Local Server

Data sources: Data source | Description | |
dBASE Files Microsoft dBase Driver (*.dbf) o

MIS S0L Server
HOLIDAYS Microsoft Access Driver (Srdhy |-
Username:| |
Passwnrd:| |

Connections: [HoLIDaYS

Remuove |

| o]54 || Cancel || Help |

Click OK

Returning to the Database dialog, we see that Holidays is selected as the Data source.

Figure 3.26 Data Source Defined in Database Dialog
(TS x

i

| 9
HOLIDAYS

Made: (@) Table ' SOL Query

Diata source; ||HOLIDP.YS v||

Table name:| || Selert.. |

Guote table and column names: @ As needed ) Always ) Never

Strip lead and trail spaces: @ None ) Left ) Right ) Both

Data

Gancel | cetfields || Apply || Reset

The next step is to select the database table.

Click on the Select... button
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Figure 3.27 Select Table/View Dialog

$select Table/view x|
|HoLIDAYS -

[w] Show table owner

Tahlesiviews |

Custiravell
(Custravel?
Holtravel

Show: [v] User Tables [v] Views

[[] System Tables [_| Synomyms Qptiong ==

| QK || Cancel |

The tables within the selected database appear. When Show table owner is checked the owner of each
table/view is shown. This will raise an error if the ODBC driver in use does not support the table owners.

Uncheck the Show table owner check box

The user-defined tables are shown in the Tables/Views list. You may choose whether or not to see system
tables. Note that only one Table/View may be selected at any one time.

Click on custtravel1 in the Tables/Views list
Click OK to return to the Database dialog box

Figure 3.28 Completed Database Dialog

4 Database

| z
HOLIDAYS

Made: i Tahle ) S0AL Query

Data source: | HOLIDAYS
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LData LFiIter LTypes Lnnnotations |

Cancel | GetFields || Apply || Reset |

In this dialog, options control how spaces in string fields are handled. Strings can be left and/or right
trimmed. There is a further specification for quotes in relation to tables and field names. By default,

Clementine will quote table and column names that include field names. These settings can be altered to
always or never quote table and column names.

If you wish to read in all of the fields from the selected table then the OK button can simply be clicked to
return to the Stream Canvas. Alternatively you can select which fields you wish to read into Clementine
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(use Filter tab), and then return to the Stream Canvas. This node, as a Source node, contains a Types tab
that can be used to examine and set field types.

Click OK to return to the Stream Canvas
Connect the Database source node to a Table node
Execute the stream

Figure 3.29 Data from Custravell Table in Access Database

Table {10 fields, 152 records) ; 1ol x|

ElFile ~ Edit ) Generate Qﬁ @
CUSTD | mMAME | DOB | GENDER | REGION

1 35101001 |Robetta Go..|1966-02-0... [Female Marthern . [~

2 G3101002  |Joan Ranger|1953-07-1... |[Female South West

3 32101003  |Mrs B. Emp..|1961-04-2... [Female MHaorth west

4 GS101004  (Mrw. Gum... [1958-08-2... |Male Scotland

a GE101005  |WrB. Emw |2025-05-1... [Male East Anglia

G GS101006  |Mandy Stev... [1948-05-2... Fnull§ Marth East

7 32101007  |vor Square...|1962-09-2.. Male MHaorth East

[5} GS101008  Wendy Pen...|1956-01-0... |[Female MHorth East

9 GE101009 (Wi KM, Owl.. | 1966-08-1... Male MHaorth East

10 GS101010  Jill Banker  |2026-07-0... |Female Marth East

11 32101011 |Robaert Exec [1851-09-0... Male South West

12 G5101012 |MsF. Chip |1962-04-1... [Female South Yest

13 32101013 |Cheryl Smith [1959-01-2... [Female South West

14 GS101014  (MrE.llder  |2010-04-2... Male South Yest

15 GE101015  |Tracey'wwal.. |1966-10-2... [Female Landon & ...

16 GE1MM016  |[Julian Bond |1952-06-2... Male London & ...

17 GE101017  |Blodwin Sh...[1956-10-1... [Female Landon & ...

18 GS5101018  |JackPotato |1937-05-0... Male Marth West

149 GE101019  |WrT. Brown |1979-09-0... Male MHaorth west

20 GS101021  (MrE.llder  |1950-08-2... |Male Marth West z

I [*]

]\Tahle Lnnnutaﬁnns |

The data table from the Access database has been read into Clementine.

If you wish to access a number of fields from different tables within a database, just use the following
procedure:
e Use a different Database source node for each table within the database
o Link the relevant fields together in a stream containing Append and Merge nodes (examples
appear in the Data Manipulation with Clementine training course).

Other Data Formats

The SAS Import node allows you to bring SAS data into your data mining session. You can import four
types of files:

SAS for Windows/OS2 (.sd2)
SAS for UNIX (.ssd)

SAS Transport File (.tpf)
SAS version 7/8 (.sas7bdat)

When the data are imported, all variables are kept and no variable types are changed. All cases are selected.
Similar the SAS File import node, the SAS Export File node allows you to write data in SAS format to be
read into SAS. You can export in three SAS file formats: SAS for Windows/OS2, SAS for UNIX, or SAS
Version 7/8.
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Defining Data Field Types

After specifying your data source, the next step before data mining is to define the type information for
each of the fields within the data. The type information for each field must be set before the fields can be
used in the Modeling nodes.

Field types can be set in most source nodes (click on the Types tab) at the same time you define your data,
or in the Type Node (found in the Field Ops palette) if you need to define a field type later in your stream.
In some earlier examples we have seen the Type tab in data source nodes. We now turn to our postponed
discussion of type definitions. We will define the field type in a source node, but we could also use a Type
node to do this.

As a data source we will open SmallSampleComma.txt.

Clear the stream by choosing Edit..Clear Stream

Place a Var. File node on the Stream Canvas

Edit the node and specify SmallSampleComma.txt in the c:\Train\Clemintro directory
as data file

Click Types tab

Figure 3.30 Types Tab of Var. File Node

=

. (] Refresh
|| |

CATraimClemintralSmallSample Camma td

|\v| |60'||h'| | P Read Values || ClearValues || Clear All Yalues |
Field | Type | Walues | Missing| Check | Direction | |

[5] & Range Mone [N In
> AGE & Range Mone M In
<> INCOME & Range Mane [ In
|A] GEMDER < Discrete Mone M In
[&] MARITAL < Discrete Mone M In
CrMUMKIDE | Range Maone [ In
> MUMCARDS |4 Range Mone [ In
[A] HOWRAID % Discrete Mone i ln
|A] MORTGAGE |4 Discrete Mone M In

STORECAR | Ranne Mone ™ In
® View current fields ' View unused field settings

| File | pata | Fiter | Types | Annotations

| Ok || Cancel | | Apply || Reseat

The Types tab in a data source node or the Type node controls the properties of each field: type, direction,
and missing value definitions. This node also has a Check facility that, when turned on, examines fields to
ensure that they conform to specified type settings: for example, to check whether all the values in a field
are within a specified range. This option can be useful for cleaning up data sets in a single operation.

In this section we concentrate on the type and direction definitions. Other type specifications (missing
values) will be discussed in later chapters.
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Field Type Definition

The Type column in the Types tab of source nodes (and the Type node) describes the data type of the field,
which determines how Clementine will use the field. Clementine distinguishes among:

e Range. Used to describe numeric values such as a range of 0-100 or 0.75-1.25. A range value may
be an integer, real number, or date/time.

o Discrete. Used for string values when an exact number of distinct values is unknown.

e Flag. Used for data with two distinct values such as Yes/No or 1, 2.

e Set. Used to describe data with multiple distinct values, each treated as a member of a set, such as
small/medium/large.

e Typeless. Used for data that does not conform to any of the above types or for set types with too
many members. It is useful for cases in which the type would otherwise be a set with many
members (such as an account number). When you select Typeless for a field’s type, the field
direction is automatically set to None (meaning the field cannot be used in modeling). The default
maximum size for sets is 250 unique values. This number can be adjusted or disabled in the
Stream Properties dialog.

At this stage (see figure above), the fields in SmallSampleComma.txt are in a partially instantiated state.
Instantiation refers to the process of reading or specifying information such as type and values for a data
field. Data with totally unknown types are considered uninstantiated. Fields are referred to as partially
instantiated if the program has some information about how they are stored (symbolic or numeric), but the
details are incomplete. For example, the discrete type is temporarily assigned to a symbolic field, until it
can be determined if it is either a Set or Flag type. The Range type is given to all numeric fields, whether
they are fully instantiated or not. When all the details about a field are known, including the type and
values, it is considered fully instantiated and Set, Flag, or Range is displayed in the Type column.

During the execution of a data stream instantiation occurs when the field Values settings in the Type tab are
set to Read or Read+ (meaning that values should be read, or current values retained and new values added
when the data are read). Once all of the data have passed through the data source or Type node, all fields
become fully instantiated.

In reading the data values through the source node, Clementine identifies the type of each field (when the
field’s Values property is set to Read or Read+). To check the definition of types, edit the source node (or
Type node) after data have passed through it. We can force data through the source node by placing and
executing a node downstream of it; alternatively we can click the Read Values button, which reads the data
into the source node or Type node (if Read Values is clicked from within a Type node).

Click the Read Values button, then click OK
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Figure 3.31 Types Tab after Values Read (Fully Instantiated Types)

’ SmallSampleComma.t=t |

| 2] Refresh | ]

CATraimClemintralSmallSample Camma td

| ‘\v| |60’||ﬁ'| | P Read Values || ClearValues || Clear All ¥alues |
Field | Type | Walues | Missing | Check | Direction |

Ing ,f Range fooood, 1. Mone sy In
> AGE & Range [18,50] Maone ™ ln
<> INCOME & Range [15045,50.. Mane M ln
|A] GEMDER ﬁ Set " Rm MHone sy In
|§| MARITAL ﬁ Set divsepmid,... Mane y In
< » MUMKIDS & Range 0,4] Mone [ In
2 NUMCARDS | Range [0,E] Mone [N in
|§| HOWPAID Om Flag v eklyimo. .. Maone sy In
[A] MORTGAGE  |o® Flag 4 Mane sy In
< »BTORECAR |4 Range [0,5] Mane [N ln
v LOANS & Range 0,3] Maone ™ ln
[a] RISK & Set "bad loss"... Maone ™y In
) Yiew current fields ' View unused field settings

| File | Data | Fiter Types | Annotations

| 0]:4 || Cancel | | Anply || Reset |

Fields ID, AGE, and INCOME are typed as Range (with the lower and upper bounds in the Values
column). HOWPAID (with values weekly/monthly) and MORTGAGE (with values y/n) are typed as Flag.
MARITAL and RISK are typed as Set. Notice that GENDER is typed as Set, due to the fact that not only
and m appear as values, but also a space " ".

If execution is interrupted, the data will remain partially instantiated. Once the types have been instantiated,
the values of a field in the Values column of the Types tab are static at that point in the stream. This means

that any upstream data changes will not affect the stored Values of a particular field, even if you re-execute
the stream. To change or update the Values based on new data or added manipulations, you need to edit

them in the Types tab (or re-instantiate the field, by setting its Values column entry to Read or Read+ and
passing data through the node).

Numeric fields that represent sets or flags must be forced to the correct field type by specifying Discrete.
They will then be assigned flag or set type when fully instantiated.

The easiest way to define the type of each data field is to initially allow Clementine to autotype by passing
the data through the source node (or Type node), and then manually editing any incorrect types. We will
demonstrate this approach using the previously constructed stream.

As an example of changing the field type, consider ID. This field contains a unique reference number and is
better defined as Typeless.

Click in the Type column for the field ID
Choose Typeless from the list
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Figure 3.32 Context Menu for Entries in Type Column

& SmallsampleComma.txt

" @Eefresh |

CATraimClemintrolSmallSampleCarmma

| P Read Yalues || [Clear values| || Clear Al Values |

| Type | Walues | Missing| Check Direction
A Ranng w | [100004,1... Maone " In
[18,50] Mone ~ In
INC OME & Range [15045,58 . Mone [Ny In
E GEMDER 9’ Discrete . "",f,m MNone  In
Al MARITAL — divsepwid, ... Mone . In
MUMKIDS g [0,4] Mone ~ In
NUMCARDS |6 Set (0,8] Mone N In
Al HOWPAD [ % Tvpeless  |weakivmo None [~y In
A] MORTGAGE  |0® Flag il MNone . In
STORECAR f Range [0,48] Mone ~ In
LOANS & Range 0,3] Mone  [Nuin
|a] RISK #h Set "bad loss"... Mone Su In
i® View current fields ) View unused field settings
| Ok | | Cancel | ‘ Anply | ‘ Reset

After selecting Typeless, the ID’s type will change to Typeless and its direction will change to NONE (not
shown). We discuss direction in the following section.

Click OK

Field Direction

The direction of a field is relevant only to modeling nodes. The four available directions are:

IN The field will be used as an input or predictor to a modeling technique. (i.e. a
value on which predictions will be based).

ouT The field will be the output or target for a modeling technique. (i.e. the field to
be predicted).

BOTH Direction suitable for the Apriori, GRI, and Sequence modeling nodes. Allows
the field to be both an input and an output in an association rule. All other
modeling techniques will ignore the field.

NONE The field will not be used in modeling.

Setting the direction for a field is done in the same way as setting the type: click on the Direction value for
a field and choose the appropriate direction from the drop-down list. Multiple fields can be selected and
properties like direction or type changed from the context menu (right-click on any of the selected fields).

Note

Setting the direction of fields may be performed later in the project if you are in the initial stages of mining
or are not planning on using any of the Modeling techniques available.

Reading Data Files 3 - 26



SPSSTRANING Introduction to Clementine

Saving a Clementine Stream

To save our Clementine stream for later work:

Click File..Save Stream As and move to the c:\Train\ClemIntro directory
Type SmallCommabDef in the File name text box
Click the Save button

The File menu also allows you to save (and Open) a State file (which contains the stream and any models
stored in the Models palette — discussed in later chapters) and a Project file (which can contain steams,
graphs, reports, and generated models— thus organizing elements related to an analysis project). Also, you
can add the saved stream to the current project by clicking the Add file to project check box.

Summary

In this chapter you have been given an introduction on how to read data into Clementine, define the types
of the fields within the data, and view the data file.

Appendix: Reading Data from Fixed-field Text Files

Data in fixed column format can be read into Clementine with the Fixed File node in the Sources palette.
We see an example of such a file below (shown in Notepad).

Figure 3.33 Fixed-field Text File

4] smallsampleFixed.txt - Notepad 1Ol x|
File Edit Format Help

100319 31 59193 f married 1 2my 11 good risk fJ
100796 45 58381 m married 1 1my 10 good risk

100730 43 57388 f married 0 lwmy 10 bad loszs

100670 41 56470 m married 0D 2my 10 bad loss

100347 55554 f married 0D lmyv 10 good risk

100348 32 54792 m married 1 1lmy 20 good riszk

100770 44 53983 £ married l1Z2Z2myv 2 0 bad profit

100753 44 53550 m married 1 1mv 11 bad leoss

100350 32 52973 m married 1 1mv 10 bad profit

100599 3% 52495 f married 1 2my 11 good risk

100765 44 51498 m married 0 lmy 2 1 bad less

100664 33 50631 f married 02Zmy 10 good risk

100571 38 50076 m married 1 1lmyvy 11 bad profit

100622 35 49600 m married lZ2my 21 good rizk

100423 34 49007 m married 1 1lmyv 10 bad profit

100527 37 480681 £ married l12myvy 10 good riszk

<] H

Each field is located in the same column positions on every record in the data file. When instructing
Clementine how to read such a file, you must know the column position(s) that each variable occupies.
Typically the program or individual creating the data file can supply this information. In our example, we
have the following information available.
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Table 3.1 Information about Field Start Position and Length

Field Start Position
ID 1
AGE 8
INCOME 11
GENDER 17
MARITAL 19
NUMKIDS 30
NUMCARDS 32
HOWPAID 34
MORTGAGE 36
STORECAR 38
LOANS 40
RISK 44

g
()
=
(]
=3
=

— e e e e = < = O DN O\

0

Data in fixed column format can be read into Clementine using the Fixed File node in the Sources palette.

Start a new stream by choosing File..New Stream

Click the Fixed File node in the Sources palette

Click in an empty area on the left side of the Stream Canvas
Double-click on the Fixed File node in the Stream Canvas

Figure 3.34 Fixed File Dialog

p

4 Fixed File

%] Refresh |

(Mo currentfile selected)

[l

[4]

4 [
[¥] Line oriented Skip header lines: Djl
Record length: a0 i‘DecimaI symbol: | Stream default -

Field [ Start | Length I

Xl

Strip lead and trail spaces: ) None ' Left () Right @ Both

Lines to scan for type: SDi‘

| File [Data | Fitter | Tynes | Annotations |

Cancel | Apply || Reset |

This dialog has much in common with the Var. File dialog, such as the handling of leading and trailing
spaces in symbolic fields, how many lines to scan for type, skipping lines, a Data tab (to manage data
storage), a Filter tab (to include/exclude fields or to rename fields) and a Types tab (to manage field types).

To read the data, we first have to specify the data file

Click the file list button D and then move to the c:\Train\Clemintro directory
Select SmallSampleFixed.txt in this directory, and then click Open
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Figure 3.35 Fixed File Node Dialog: Data Preview

4 Fixed File

X
[@ motesn] o
CiaTraimClemintrolSmallZampleF e d bt
File: |C:ITrainlCIemIntmxSmaIISampleFixed.bct Hj
R B I

100319 31 59193 £ married 2
100796 45 58381 m married lluwyla0 good risk
100730 43 573858 £ married 1
100670 41 56470 m married 2

nyll good risk

wy lO bad loss
nwy laO bad loss E

1

[¥] Line ariented Skip header lines: Dil
Record length; SDjDecimal symbol. | Stream default

Field | Start [ Length |

Strip lead and trail spaces: (O None (' Left (' Right @ Both

Lines to scan for type: Sﬂil

| File [ pata | Fitter | Types | Annotations |

| (0] 4 || Cancel | | Anply || Reset

There are two ways to define fields:

Interactively: You specify fields using the data preview above. The ruler at the top of the preview
window helps you to measure the length of variables and specify the breakpoint between them.
You can specify breakpoint lines by clicking in the ruler area above the fields. Each breakpoint
line automatically adds a new field to the field table below. Start positions indicated by the arrows
are automatically added to the Start column in the table below. Breakpoints can be moved by
dragging and can be discarded by dragging them outside the data preview region.

Manually: You specify fields t’lLadding empty field rows to the table below. Double-click in a cell
=]

or click the New Field button to add new fields. Then, in the empty field row, enter a field
name, a start position and a length. These options will automatically add breakpoint lines (arrows)
to the data preview canvas that can be easily adjusted.

As we have information about starting positions of the fields and field lengths readily available, we choose
the second alternative.

Double-click in the cell in the Field column

Specify ID as fieldname

Press the tab key to move on to the Start column (or double-click in the cell in the Start
column). Note, that the start position is already specified as 1 by default, so we
can move to the next specification

Press the tab key to move on to the Length column. Replace the default value 1 with 6
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Figure 3.36 Fixed File Dialog: Specifying Field Information

4 Fixed File

X
. Refresh @

CATraimZlemintrolEmallS ampleFived bt

File: |C:1Train'tCIemIntrnlSmaIISampIeFixed.bﬂt |D
TR T T T T T T T - O LI
T A
100319 31 59193 £ married lZ2myll good risk =
100796 45 53381 m married 1l 1lmy1la0 good risk

100730 43 573588 £ married 0lmyla0 had loss

100670 41 56470 m married 0Zmy la0 bad loss - |
Ll [»]

[¥] Line oriented Skip header lines: i :I
Record length: SDﬂDecimal symbol; | Stream default «

Field | Start | Lenuth
o] 1 B

Strip lead and trail spaces: _ Mone (' Left (i Right & Both

Lines to scan for type: a0 j

| 14 || Cancel ‘ | Apply H Reset

To define the next field (AGE, starting at position 8, length 2):

Double-click in cell in the Field column below ID
Specify AGE as fieldname

Move on to the Start column and type 8

Move on to the Length column and type 2

The rest of the fields are defined in the same way. The final result is shown below.
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Figure 3.37 Fixed File: All Fields Defined
4 Fixed File

H Refresh |
CATrainmClemintrolSmallSampleFived td

File: |C:1Train10|em|ntm1.8maIISampIeFixed.bd

-

D‘"""L T N N N T
S e G G G G T s
100319 31 59193 £ married lZmvy 11l good risk
100796 45 58381 m married llmw1l0 good risk
100730 43 57388 £ married 0lmv 10 bad loss
100670 41 56470 m married 02nwv 10 bad loss
100347 55554 £ married 0lmv 10 good risk
100734 CATA2 m Tmartied 11 T 57 Il reond risk
4 [+

[¥] Line oriented Skip header lines: Di’
Record length: a0 ﬂDecimaI symhbal. | Stream default

o Field | Start JUI Length
MUMCARDS a3
HOWPAID 24
MORTGAGE 6
STORECAR a8
LOANS 40
RISK 44

Strip lead and trail spaces: ' Mone ' Left () Right ® Both

Lines to scan far type: Sﬂﬂ

| Ok ” cancel | | Apply H Reset

Any fields that are not defined are skipped when the file is read.

Although the definitions look correct, there is still a detail remaining. Notice that at position 50 in the
preview pane, there is an end-of-line indicator (). This is a result of the default record length of 50. Unless

we make a change, the last characters of RISK won’t be read. To correct this:

Set the record length to, say, 60, either by moving the end-of-line character a or by typing

60 in the Record length: text box

Now that our definitions are complete, we can move on and check if the data are read correctly.

Click OK
Connect a Table to the data source node
Execute the stream
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Figure 3.38 Table Window Showing Data from Text File

@ Table (12 fields, 514 records) = |EI|5|

File | Edit ) Generate @lﬂ @
|n} AGE INCOME | GEMDER | MARITAL |NUMKIDS MUMCARDS| HOWPAID | MORTGAGE |STORECAR LOANS| RISK | |

1 100319 3 a9193)f martied 1 2lm Ve 1 1|good risk -

2 1007596 45 A8381|m married 1 1m i 1 Ofgood risk

3 100730 43 a738af martied 1] 1|m Ve 1 Olbad loss

4 100670 41 A6470(m martied 1] 2lm Ve 1 Olbad loss

a 100347 Snully 555541 married 1] 1m Y 1 0|good risk

|a] 100348 32 54792|\m martied 1 1|m Ve 2 0good risk

T 100770 44 53983)f martied 1 2lm Ve 2 0lbad profit

t&] 100753 44 53550|m married 1 1m i 1 1|bad loss

iz} 100350 32 A52973m martied 1 1|m Ve 1 0lbad profit

10 100599 34 h2495|f martied 1 2lm Ve 1 1|good risk

11 100765 44 51498|m married 0 1m i 2 1|had loss

12 100664 33 A0631|f martied 1] 2lm Ve 1 0good risk

13 100571 38 S007E|m rarried 1 1lm y 1 1|had profit

14 100622 35 49600|m married 1 2m i 2 1{good risk

15 100423 34 49007 |m martied 1 1|m Ve 1 0lbad profit

16 100527 a7 48061 |f rmartied 1 2lm i 1 Ofgood risk

17 100595 34 47161|m martied 1 2im v 1 1|good risk

18 100565 38 46823|\m martied 1] 1|m Ve 1 1|good risk

14 100470 36 45949|7 married 1 1m i 2 Ofhad profit

20 100282 30 457148|\m martied 1] 2lm Ve 1 1|good risk

21 1006749 42 45584 |f martied 1 1|m Ve 1 0good risk -

Again, note the $null$ value for the 5™ record, field AGE. Looking back at the file SmallSampleFixed.txt
we see that this person had no value for AGE, so a missing value, represented by the value $null$, was
assigned to AGE.
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Chapter 4
Data Quality

Overview

e  Missing value definitions
e Introduce the Quality node
e  Use the Data Audit node to examine the distribution of values for all fields

Objectives

This session aims to introduce some of the ways in which Clementine can be used to discover the accuracy,
completeness, and overall behavior of your data.

Data

To illustrate how Clementine deals with missing information, we use a small data file containing missing
values, SmallSampleMissing.txt. This file has one record per account held by customers of a financial
organization. It contains demographic details on the customer, such as income, gender, and marital status.

To illustrate the Data Audit node, a version of the data file introduced in the previous chapter will be used,
Risk.txt. The file contains information concerning the credit rating and financial position of individuals,
along with basic demographic information such as marital status and gender.

Introduction

Data sets always contain problems or errors such as missing information and/or spurious values. Therefore,
before data mining can begin, the quality of the data must be assessed. This involves both checking for
blank or missing information and understanding the range and distribution of values within each field.
Through examining the properties of each field the user will be able to have a better understanding of the
fields themselves and any models that are built. The higher the quality of the data used in data mining, the
more accurate the predictions or results.

Clementine provides several nodes that can be used to investigate the integrity of data. In the following
sections we will introduce the Quality node, to study the completeness of the data, the Data Audit node to
examine both symbolic and numeric fields in a single analysis.
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Missing Data in Clementine

In the previous chapter we covered two of the field properties that the Type tab controls: type and direction.
Another important property available in this node concerns blanks or missing data.

In Clementine there are a number of different types of representations of missing data. First, a field may be
completely blank. Clementine calls such missing information white space string if the field is symbolic and
null value (non-numeric) if the field is numeric. There is also the instance in which a non-numeric character
appears in a numeric field. Clementine also refers to this as a null value or non-numeric missing. Finally,
when entering data, predefined codes may be used to represent missing or invalid information. Clementine
refers to such codes as value blanks. The file SmallSampleMissing.txt (shown below) contains examples of
each kind of missing information.

Figure 4.1 Data with Missing V ﬂ

ﬂ SmallsampleMissing.txt - Motepad
File Edit Formak Help
ID, AGE, BE¥, REGILN, INJOME, MARRIED, CHILDEEN, CAR :I

IDl1z2701, 23, MALY, TNNER_CITY, 183766, YES, 1, YES
ID1Z2702,30, , RURAL, 3915, N0, 2, NO

No values given for SEX and INCOME

ID1=Z703,45, f RURAL, 21881, MO, 0, YES
ID1Z704,50, MALE, TOWN, , YES, 2, NO
ID1-2705, 41, FEMALE, TMNER CITY, FTESE, D;i\]@

1012706, 20, MALE, INNER_CITY, 16688, NO, 1, NO
ID12707, 46, FEMALE, RURAL, 390688, YES, 0, YES
Ip12708, 50, FEMALE, INNER CITY, 27740, YES, 1, YES
ID12709, 42, MALE, INNER_CITY, 33584, N0, 3, YES
ID12710,57, FEMALE, TOWN, 19621, YES, 99, YES

|| | 4

Note that SEX is not given for ID12702 and has the value " " for ID12703. Similarly, INCOME is not
given for ID 12704 and ID12705. Furthermore, ID12710 has the value 99 for CHILDREN (number of
children) because the number of children was unknown and the database administrator decided to put the
value 99 in this field to represent unknown.

So in this file we have different kinds of missing information. In the next section we will see how
Clementine deals with it.

Assessing Data Quality

To illustrate the handling of missing data we will open SmallSampleMissing.txt and assess the quality of the
data. We will have Clementine identify the field types while creating a Table.

If the Stream Canvas is not empty, start a new stream by clicking File..New Stream

Select the Var. File node and place it on the Stream Canvas.

Edit the node and set the file to SmallSampleMissing.txt held in the ¢:\Train\ClemIntro
directory

Make sure the Read field names from file option is checked

Click the Types tab, then right-click any field and click Select All from the context menu

Right-click any field, and then click Set Values..<Read> from the context menu

Click OK
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Add a Table node and connect the Var. File node to the Type node
Execute the Table node

Figure 4.2 Data Table Showing Blanks and Missing Values

[ 1able o felds20recordsy 10/

File | Edit ¥ Generate |:||E| @

o |asE|  sEx | REGIoN | INGOME | MARRIED | GHILDREN | GAR|
1 D1 2701 23[MALE IMMER_CITY 16766[YES 1[YES
2 101 2702 a0 RURAL 891 5|0 2|
3 1012703 45 RURAL 21881 |MO ofvES
4 1012704 50/MALE TOWN Srulls[YES 2[M0
5 1012705 41/FEMALE INMER_CITY FhullgvES B}
3 D1 2706 20/MALE IMMER_CITY 1BEGE|NO 1[N
7 1012707 45[FEMALE RURAL 30068 [YES afvES
o 1012708 50/FEMALE IMMER_CITY 27740/YES 1[vES
g 1012709 42[MALE INMER_CITY 33554 |M0 3VES
10 1012710 57 FEMALE TR 19621 [YES qalvES

The table shows three examples of missing information.

SEX has been left blank for the records with ID12702 and ID12703 (see the text file: ID12702 has
no value for SEX in the text file, ID12703 has spaces " " as value in the text file).

INCOME has a non-numeric value, appearing as $null$ in the table, for record ID12704 and
ID12705. The value $null$ is assigned by Clementine in case a value is undefined and is
considered by Clementine as missing information. The reason that Clementine assigned the $null$
value, instead of leaving it empty as with SEX, is that INCOME is typed as Range (as opposed to
the discrete type of SEX).

CHILDREN has a user defined missing value of 99 for record ID12710.

Click File..Close to close the Table node
Double-click the Var. File node and click the Types tab

Figure 4.3 Types Tab: File with Missing Data

o SmallsampleMissing.txt 5[
” |#] Refresh | @|
CATraimClemintraSmallSampleMissing bt

| B Readvalues || ClearWalues || Clear AllYalues |
| Tyvpe | Yalues | Missing| Check | Direction
#h Set ID12701,.. Mone  [» In
& Range [20,57] Mane [y In
A Set "F.. Mone ™y 1N

A] REGION Set IMNMER_CI... Hone ™y 1N

> INCOME & Range [3915,390... Mone [y In

[a] MARRIED om Flag YESIMNG Maone I

> CHILDREM |4 Range [0,39] Mane [y In

@ CAR o® Flag TESMO Mane ™y 1N

i View current fields ' View unused field settings

[7Fite | Data |[Fiter | Tynes [ Annotations |

| @ || Cancel | Apply H Reset
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Notice that SEX is assigned type set because four discrete values were found — see Values column
(FEMALE, MALE, a set of space characters (white space), and an empty string) and that CHILDREN has
arange of 0 through 99. The point is that for symbolic fields, Clementine will not automatically declare
such values as missing and you, the user, should do so when appropriate. The Quality node, which will be
discussed shortly, will report on such missing values even if they are not declared as missing in the Types
tab of a source node (or Type node). However, if you know that such values should be identified as missing
values, then there is an advantage in declaring them before data are read, since they then will not appear on
the Values list for the field. In this case, SEX would be properly identified as type flag with values
FEMALE and MALE. We will return to this point later.

The Quality node provides a report about the missing values in a data stream. It checks for missing values
or blanks, is located in the Output palette, and is a terminal node (no connections can lead from an output
node). The Quality node can take into account all of the missing value definitions previously mentioned.

Place a Quality node from the Output palette into the Stream Canvas and connect the
Var. File node to it
Edit the Quality node

Figure 4.4 Quality Node Dialog

#! Evaluate all fields i Evaluate selected fields

X | dn

Treat as invalid values:

[¥] Hull{undefined) value [_] Blank value
[¥| White space [¥l Empty string
Calculate:

[¥] Count of records with valid values

[_] Breakdown counts of records with imsalid values

| quality [[Output | Annotations |

| Ok ” P Execute H Cancel | ‘ Apply || Reset |

Check boxes control what the Quality node will report as missing. These include:
e  Null (undefined) value. Considers system ($nul | $) values as invalid
e Empty string. Considers empty strings (no characters, not even spaces) as invalid
e  White space. No visible characters, for example spaces; also includes empty strings
e Blank value. Considers user-defined missing values as invalid

To illustrate, we will begin by checking only the Null (undefined) value option and then extend it to all four
modes.

Deselect the White space option
Deselect the Empty string option
Click the Execute button

Data Quality 4 -4



SPSSTRANING Introduction to Clementine

Figure 4.5 Quality Output Window: Checking for Null Values Only

.Quallty of [8 fields] =10l %]

EEEE Bl File | Edit ¥ Generate |— |—
Field | % Complete | “alid Records |
Tgmle AGE 100 10
CAR 100 10
CHILDREM 100 10
In 100 10
=t — (X INCOME &0 g
= \/ MARRIED 100 10
REGIOM 100 10
SmallSampleMissing.t. Quality SEX 100 10

All fields but INCOME are reported to have 100% valid values. Income has missing information, the
$null$ value, for two records. The missing values for SEX were not reported, nor the 99 for CHILDREN.

Note

This report can be sorted by values within any of the columns by clicking on the column header (here
Field, % Complete, or Valid Records); choices will cycle through ascending order, original order, and
descending order. When sorted by ascending or descending order, an upward or downward pointing icon
indicates the sort order, while a dash indicates the original order (see Field column)

Next, let’s check for the other forms of missing values. In order to do so, we need to define the values that
we want considered as missing: in our example the value 99 for CHILDREN. To declare the value 99 for
CHILDREN as missing we return to the Types tab in the source node (or we could add a Type node).

Edit the Var. File node (double-click the Var. File node)

Figure 4.6 Types Tab: Missing Column

4 smallsampleMissing.txt x|

|| E‘IBefresh | @‘

CATrainClermintrolSmallSampleiis sing. td

M @ | P Read'alues || ClearValues || Clear All Values |

Field | Type | Walues | Missing| Check | Direction
[a]ID & Set 1012701, Mone [Ny In
< » AGE & Range [20,57] Mone [~y In
A| SEX Set "F.. Mone sy 0
A| REGION Set INMER_CI... Maone vy 11
<2 INCOME & Range [9915,390... Mone My In
@ mMARRIED O® Flag YESIMO Mone sy I
< » CHILDREM & Range [0,99] Mone [Ny In
@ CAR Om Flag YESMND Mane sy N
(@) View current fields ' View unused field settings

| File | Data | Fitr | Tynes | Annotations |
[loK ]|_cancer | | apoly || Resst

The Missing column controls whether some data values within a field will be defined as missing. We will
declare the value 99 as missing value for CHILDREN.
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Click the cell in the Missing column and CHILDREN row
Select Specify from the drop-down menu

Click the Define blanks check box

Click in the cell under Missing values and type 99

Figure 4.7 Defining a Missing Value

4 CHILDREN Values . x|
Type: & Range | Storage: <> Integer
Walues: ") Read from data ! Pass

) Specify values

Lovwar: |D |
Upper: 99 |

[C] Extend values from data

Checkwvalues: | Mone W

[¥] Define blanks

Missing values
o]
X
[#] Mull [_] White space
Description: | |
| [0]4 || Cancel H Help ‘

Notice that the Null check box is checked; so non-numeric values will be considered missing for the
CHILDREN field. The White space check box, while not relevant for a numeric field, would serve to
define white space (no visible characters, including empty strings) as missing for symbolic fields (for
example, SEX).

Click OK to return to the Var. File node dialog box
Click OK to close the Var. File dialog box

Having defined 99 as missing for INCOME, we next ask the Quality node to check for it and other missing
values.

Edit the Quality node

Click the check boxes for White space, Blank value, and Empty string
Click the Breakdown counts of records with invalid values check box
Click the Execute button in the Quality dialog box
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Figure 4.8 Quality Output Window: Checking for All Missing Value Types

=0l
B File | Edit ) Generate E @

Field | % complete | valid Records | Mullvalue | Empty String | White Space | Blankvalue |
AGE 100 10 0 0 i i
CAR 100 10 i i 0 i
CHILDREN ag q i i 0 1
D 100 10 i i 0 i
INGOME a0 g 2 i 0 i
MARRIED 100 10 i i 0 i
REGION 100 10 i i 0 i
SEx a0 g i 1 2 i

The Quality report indicates that for INCOME, 80% of the records are complete and there are two records
with null values (Null Value column).

SEX also has 80% of the records complete and two records are missing (record ID12702, has no value and
record ID12703 has blank spaces). Note that both instances are counted in the White Space column (since
white space includes empty strings), while the Empty String column contains a single instance. Since empty
strings are included in the white space count, it’s a matter of personal preference whether you want to
check the Empty string option or not in the Quality dialog.

Clementine identifies one record with the user-missing value 99 for CHILDREN, as can be concluded from
the 90% complete values and the one instance of Blank Value reported for CHILDREN.

Recall that we you can sort the report on any of the columns (by clicking the column header), which would
make it easier to compare fields on any of the quality summaries when there are many fields.

At this point, we have made a preliminary assessment of the Quality of the data. Although the Quality node
reports on missing values, it does not define missing values. In other words, if we want Clementine to
properly treat the white space, empty strings, and nulls as missing values in modeling and other nodes, we
should declare them as missing in the Types tab. There is a very easy way to accomplish this.

Edit the Var. File node (double-click the Type node) and click on the Types tab
Click Clear Values button

Right-click any field, and then click Select All on the context menu

Right-click any field, and then click Set Missing..On

An asterisk appears in the Missing column for each field. This indicates that missing values have been
declared. As we will see, by setting Missing On, all selected numeric fields will have the null value
declared as missing and all selected symbolic fields will have white space and the null value declared as
missing. Thus you can quickly declare missing values for many fields. Blank fields (user-defined missing
values) need to be defined manually. To view the result:

Click Read Values button
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Figure 4.9 Types Tab after Data Read when Missing Values Declared

e SmallsampleMissing.tx=t

|| @Befresh |

IE @ | P ReadValues || Clear Values || Clear All Values |

CATraimClemintrolSmallSampleMissing bt

Field Type | YValues | Missing| Check | Direction
[a] 1D # Set ID12701,1... *  Mone Ml
<> AGE & Range [20,57] *  |Mone [Ny in
A SEX Om Flag MALESFEM. .. * Maone 10
A REGION ﬁ Set INMER_CI... * Mane sy I
< INCGOME & Range [8915,390... *  |Mone [Ny in
@ MARRIED Om Flag YESMO * Maone 10
CHILDREMN & Range [0,3] * MHone sy N
[a] CaR om Flag YESMO * Maone vy 11
® View current fields ' View unused field settings
| ]9 | | Cancel | | Apply | | Reset

Compared to the original Types tab (Figure 4.6), there are differences for the SEX and CHILDREN fields.
Since white space is considered missing for SEX, the type for SEX is now correctly identified as flag with
values FEMALE and MALE. Also, the range for CHILDREN is now 0 through 3 because 99 is declared as
a blank value. The point to remember is that declaration of missing values can influence the autotyping of
symbolic fields and the range values for range fields, so it is advantageous to do this early in the data
mining process. To verify that missing values were, in fact, declared for all fields:

Click the cell in the Missing column and SEX row, then click Specify

Figure 4.10 Missing Values for a Symbolic Field (SEX)
@scxvalues

Type:

Walues:

i®) Specify values

om Flag ¥ |Storage: [A] String

i Read from data (' Pass

x|

True: [MALE
False: [FEMALE

[C] Extend values from data

Checkvalues: |Mone w

[¥] Define blanks

Mizging values

[v] Null

[v] White space

Description: |

|_ox || [cancel || oo |
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The Define blanks check box is checked, along with the Null and White space check boxes. Turning
missing values on for a symbolic field automatically declares null values and white space as missing. It
may seem odd that null values are declared as missing for a symbolic field, but some databases code empty
symbolic fields as null, and so Null is checked to accommodate this.

Click Cancel button
Click the cell in the Missing column and INCOME row, then click Specify

Figure 4.11 Missing Values for a Numeric Field INCOME)

x|
Type: Mstnrage: <2 Integer
Yalues: _ Read from data ! Pass

i) Specifiy values

aner:|9915 |
Upper: 39066 |

[_] Extend values from data

Checkwalues: | Mone w

[¥] Define blanks

Missing values |

[ Mull [—] vWhite space

Description: | |

[_ok || loancei || wemn |

After setting Missing On, the Define blanks and Null check boxes are checked for the selected numeric
fields. In addition, user-defined missing values can be declared (as we did for CHILDREN).

In summary, if you want null values, white space, and empty strings to be treated as missing within
Clementine, then selecting Set Missing..On from the right-click context menu is a convenient way to
accomplish it.

Having seen the different types of missing values and how they are declared and reported, we now will
look at other anomalies in the data.

Opening a Stream File

We will now switch to a larger and richer version of the data file. In addition to having more records (4117)
and no missing values (blanks), it is a tab-delimited file. Rather than modifying the current Var. File node
to read this file or building a new stream, we will open a previously saved stream. First we clear the current
stream.

Click Edit..Clear Stream

Click File..Open Stream

Move to the c:\Train\Clemintro directory
Double-click on Riskdef.str
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Figure 4.12 Stream to Read Risk.txt Data

FEEH

tafe

-~
type

Notice that this stream has contains a Type node, which is an alternative to using the Types tab in the
source node. The Type node is not necessary here, but would be needed to properly type fields modified or
added in the course of a Clementine stream.

Data Audit

A data set could contain 100% complete data but still have inaccurate entries or outliers. It is therefore
important, before modeling takes place, to see how records are distributed for the fields in the data set. This
can identify values which, on the surface, appear to be valid, but when compared to the rest of the data are
either out of range or inappropriate.

Clementine provides a number of ways of examining the distribution of data fields. In this section we
introduce the Data Audit node, which provides comprehensive information about each field.

When a data field is of a symbolic (flag or set) type it is of primary interest to see how many unique values
there are and how the records are distributed among the categories of that field. For numeric fields there is
usually interest in the distribution of the data values (histogram) and summary statistics (mean, minimum,
maximum, and standard deviation). The Data Audit node provides such displays and summaries for fields
in the data file. It thus provides much useful information about the data.

Execute the Table node (right-click Table node, then click Execute)

Figure 4.13 Data from Risk.txt

[i&] table (12 fields, 4,117 records) I [m[

Bl File | Edit %) Generate m@ @
D AGE | INCOME [ GENDER | MARITAL | NUMKIDS | NUMCARDS | HOWPAID | MORTGAGE | 5 |

1 100756 44 95944 |m rmartied 1 2monthly i -

2 100668 34 96492 |m married 1 1|monthly '

3 100418 34 88503|m married 1 1|monthly '

4 100416 34 A9463|m rmarried 1] 2 monthly '

G 1005490 34 59393 rmartied 1] 2monthly i

li] 1006457 41 A9276|m married 1 2\ monthly '

T 100702 42 88201|m married 1] 1|monthly '

I 1003148 1| 59193 rmarried 1 2 monthly '

i) 100666 28 A91749|m rmartied 1 1|monthly i

10 1003249 a0 9036 m married 1 1|monthly '

11 1007458 38 58914|m married 1] 1|monthly '

12 1006495 36 aaeT7alf rmarried 1 1|monthly '

13 1006498 432 aa78alf rmartied 1] 2monthly i

14 100764 44 5835249|\m married 1] 1|monthly '

15 100376 33 58405/ rmarried ] 2 manthly 'y -

[ k|

We have several symbolic fields (GENDER, MARITAL, etc.) and several numeric fields (AGE, INCOME,
etc.) and will use the Data Audi node to explore the file.
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Click the Data Audit node in the Output palette

Click in the Stream Canvas to the right of the Type node
Connect the Type node to the Data Audit node
Double-click the Data Audit node

Field list
Figure 4.14 Data Audit Dialog button

= =i \[l@l

Tle

? (8 Default () Use custom fields

o> —

- m>) —h LQIE s

_‘_’ [a]3

Tyhe 12 Fields vg
Display
’7 [¥] Graphs [v| Basic statistics [_] Median and mode

]\Settings LSampIe LOutput Lnnnutatiuns |

[ ok || »peute || cancel | | ooy || Reset |

By default, all fields are included in the data audit analysis. However, the Field list button can be used to
select specific fields for analysis when the Use custom fields option is chosen. If custom fields are selected,
the Overlay field list allows the distribution of a symbolic field to appear over the distribution of the fields
selected in the Field list. For example, a distribution of marital status with credit risk status as an overlay
would yield a graph showing the number of records within each category of marital status broken down by
credit risk category.

The Display group controls whether graphs are created and which summary statistics will be calculated.
Since median and mode statistics require more computational resources that the basic statistics, they
constitute a separate option.

Click the Sample tab
Click Sample when records greater than option button
Enter 5000 in the records box (or use the spin control)

Figure 4.15 Data Audit: Sample Tab

= o
' Use automatic sampling criteria

‘@ Sample when records greater than 5000 :l

[_] Set random seed j
L Settings L Sample LOutput Lﬂmnntaﬁuns |

| ok || B Execute || cancel | | Anply || Reset
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The Sample tab allows you to specify when data will be sampled for the audit. For large data sets, sampling
will reduce processing time while producing an initial assessment of the data. Sampling applies only to
graphs and the median statistic, which is not calculated by default. When sampling is in effect, the column
label for graphs or statistics based on the sample will be prefixed with “Sample” (for example, “Sample
Graph”). When the Use automatic sampling criteria option is chosen, 2000 records will be randomly
sampled if there are less than 250 fields analyzed (otherwise 1000 records will be sampled). The Sample
when records greater than option will run the audit on a random sample of records when the number of
records exceeds the specified value. To turn off sampling altogether, choose the Sample when records
greater than option and then enter a value that exceeds the total number of records. This is what we did
(since there are 4117 records, see Figure 4.13).

When many fields are involved, sampling can reduce the processing requirements for the initial data audit.
The Set random seed option allows you to specify a starting seed value for the random number algorithm
used in sampling. This allows you to reproduce your data audit results when a Data Audit node with
sampling is run later (by default, a seed is chosen based on time of day, so a different sample would be
drawn each time the Data Audit node is executed).

Click Execute button

Figure 4.16 Data Audit Output

B Data Audit of [12 fields] #2 H=E |
File 7] Edit %) Generate g @@
Field | Graph | Type | din | hax | Mean | Std. Dev | Skewness | Unigue | Walid |

D & Range 100001 104117 102059.000 1188.620 0.000 - 411

AGE & Range 18 a0 a1.820 9.877 0.277 - 411
INCOME & Range 15005 59944 25580212 8766.867 1.613 - 411

GEMDER O® Flag - - - - - 2 411

MARITAL & Set - - - - - 3 411

MUMKIDS & Range 0 4 1.443 1171 0.538 - 411

NUMCARDS & Range 0 B 2429 1.881 0.615 - Mhe

HOWPAID o® Flag - - - - - 2 4117

=== bl

MORTGAGE

1B

Audit | Annotations

Each row of the Data Audit output represents a field and the columns contain graphs, type information, and
statistical summaries. Under default settings in the Data Audit node, every field will have a graph, type
information, and a summary of the number of records with valid values for that field (Valid column). For
fields of Range type, the graph in the Graph column is a histogram, while fields of Flag or Set type are
graphed using bar charts (in Clementine they are called distribution charts).
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The summary statistics for a field of Range type are minimum (Min), maximum (Max), mean, standard
deviation (Std. Dev), skewness, and number of valid values (Valid). Skewness is a measure of symmetry in
a distribution; a perfectly symmetric distribution would have a skewness value of 0, while distributions
with long tails to the right (see INCOME) would have positive skewness. The AGE field has an observed
range of 18 to 50 with a mean of 31.82, based on 4,117 records. Interest would be attracted by
unexpectedly low or high values or odd distributions. For example, since this is a credit risk data file, an
AGE value of 11 would suggest a data error. Similarly, a concentration of high-income values would
suggest data errors or a sample not representative of the population at large.

For fields of Flag or Set type, in addition to a distribution (bar) chart, the Unique column displays the
number of unique values found for the field in the data file (or sample). As expected, GENDER has two
unique values and the distribution plot suggests the file has roughly equal numbers of males and females.
Examine the graphs and summaries for the other fields appearing in the Data Audit output window.

The graphs in the Data Audit output clearly display the general distribution of the fields, but are too small

to present the scale and category identifiers. However, more detailed versions of the graphs can be easily
produced.

Distribution Plots

Double click on the graph for RISK in the Data Audit output window

Figure 4.17 Distribution (Bar) Graph for Risk

Distribution of RISK Hi=E
B File | Edit &3 Generate E E@
Yalue Froportion | % | Count |

bad loss DN 22.01 906
bad profit E 58.48 2407
good risk ] 19.53 804

LTahIe Lnnnmmiuns |

Double-clicking on a graph in the Data Audit output window creates the graph (distribution plot or
histogram) in its own graph window. For distribution plots, category labels appear along with count and
percent summaries. This graph is added as a new object in the Outputs manager.

We examine the distribution of the field we are going to try to model in future chapters: RISK. This field
contains three categories: good, bad profit and bad loss, which represent that in the view of a credit card
company an individual may be a good credit risk, a bad credit risk but be profitable, or a bad credit risk and
cause a loss.

The largest group within the data contains 2407 individuals or 58.46% of the sample and is composed of
those who are considered bad credit risks but profitable to the organization. The other two groups, bad loss
and good risk, are roughly proportional, with 22.01% and 19.53% of the records, respectively.

The Distribution File menu allows you to Save, Print or Close the window. The Generate menu can create
different nodes: including a Select node (used to select records for analysis) and a Balance node that can
either boost the size of smaller groups or reduce the size of larger groups (preferable), which can be useful
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when modeling. The reader is referred to the Clementine User’s Guide or the Advanced Modeling with
Clementine training course for more detail on data balancing. The Edit node allows you to combine groups
in the plot.

A detailed distribution plot can be viewed for every distribution graph in the Data Audit output and helps
understand the data, as well as identify out-of-range or inappropriate values. In addition, a distribution plot

for a single symbolic field can be created from the Distribution node located in the Graphs palette.

Click File..Close to close the Distribution graph window
Histograms

Double click on the graph for INCOME in the Data Audit output window

The Histogram node shows the frequency of occurrence of values for numeric fields. In a histogram, the
range of data values is split into bands (buckets) and bars representing the number of records falling into
each band are displayed.

Figure 4.18 Histogram of INCOME

M1 Histogram of INCOME H=1E1
BFie ~ Edit & cenerate | ] o]l x[@]

Count

100

il |

15,000 20,000 25000 20000 35000 40000 45000 50000 55000 60,000
INCOME

Income values range between approximately 15,000 and 60,000 with a large proportion of cases between
20,000 and 25,000. The distribution is also concentrated at the lower end of the income scale. This analysis
can be repeated for all numeric fields in the data.

When the Data Audit node generates histograms, the range displayed and binning of data values are
determined automatically. You can control these properties for individual histograms produced by the
Histogram node using its Options tab.

Notes

The Data Audit node automatically produces thumbnail distribution (bar) charts and histograms for all
fields included in the analysis, which is a great convenience. However, you have greater control over chart
options if the graph is individually produced using the Distribution or Histogram node.
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When sampling is in effect in the Data Audit node, the thumbnail graphs are based on the sample.
However, if you double-click on a thumbnail graph to view a full-sized distribution plot or histogram, these
plots will be based on the full sample.

The Statistics node in the Output palette can produce a more extensive set of summary statistics for
numeric fields than the Data Audit node (sums, variances, standard error of means, correlations). It does
not produce summaries for Flag or Set type fields and does not present graphs. It will be seen in the
Looking for Relationships in Data chapter (Chapter 6).

Summary

In this chapter you have been given an introduction to a number of methods that can be used to explore the
quality of your data.

Y ou should now be able to:

Use the Quality node to assess the completeness of data

e  Use the Types tab to define user-missing values

e  Visualize the distribution of fields and examine their summary statistics using the Data Audit node
e Examine Data Audit distribution (bar) charts and histograms in more detail
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Chapter 5

Introduction to Data Manipulation

Overview

e Introduce the Select node
o Introduce several field operations: Filter, Field Reorder, Derive, and Reclassify
e See how to automatically generate Field and Record operation nodes

Objectives

This session aims to introduce some of the data manipulation techniques available in Clementine. We will
show how these techniques can be used to clean and refine data for mining.

Data

In this chapter we will use the text data file Risk.£xt. The data file contains information concerning the
credit rating and financial position of 4117 individuals, along with basic demographic information, such as
marital status and gender. A small data file containing missing values, SmallSampleMissing.txt, is also
used. This file has one record per account held by customers of a financial organization. It contains
demographic details on the customer, such as income, gender, and marital status.

Introduction

We introduced a number of ways to check the quality of data. Once this task has been completed it is often
necessary to manipulate the data further. For example, you may be interested in creating new fields in the
data that are combinations of existing fields.

Such techniques are available within Clementine and can be found in either the Record Ops palette
(containing tools for manipulating records) or Field Ops palette (containing tools for manipulating fields).

In this chapter we will introduce how the Select node can be used for selecting a group of records that
conform to some criteria. We will also introduce several field operation nodes: the Filter node, which
removes unwanted fields from analysis; the Reorder node, which reorders fields in the data stream and
dialogs; the Derive node, used to create new fields in the data stream; and the Reclassify node, which is
used to change the coding or collapse categories for symbolic fields.

We will demonstrate manual creation by placing the relevant node on the Stream Canvas and using the
CLEM language. We will also demonstrate how the Derive, Filter and Select nodes can be automatically
created using the Generate menu available in the output windows of nodes introduced in the previous
chapters. Before discussing the nodes themselves we will introduce the CLEM language.
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A Brief Introduction to the CLEM Language

Clementine Language for Expression Manipulation, or CLEM, is a language for reasoning about and
manipulating the data that flow along streams. CLEM is used in Derive, Select, Filter, Balance and Report
nodes, and, among other things, permits you to:

e Compare and evaluate conditions

e Derive new fields

o Insert data from records into reports

For a detailed introduction to the CLEM language the reader is referred to the Clementine User’s Guide. In
this section we will introduce the basic concepts and commonly used functions available in CLEM.

CLEM expressions are constructed from values, fields, operators, and functions.

Values can be:

Integers - e.g. 3, 50, 10000

Real Numbers — e.g. 4.51, 0.0, -0.0032

Strings (within single quotes) - e.g. 'male’, 'married' etc.

Field names can be referred to:

Directly - e.g. risk, income etc.

Within quotes if it is a special field name (usually produced by Clementine when machine learning) — e.g.
'$R-risk’, 'SN-profit'

Operators commonly used are given in the table below.

Table 5.1 Commonly Used Operators in CLEM

+ Add > |greater than
- Subtract < |less than
* Multiply >=|greater than or equals
/ Divide <= |less than or equals
ok Raise to the power = |equal to
div  |return the quotient /= |not equal to
rem |return the remainder on dividing  |mod [return the modulus
><  |Joins string expressions together
(concatenation)

A few of the commonly—used functions are given in table below:

Table 5.2 Commonly Used Functions in CLEM

round rounds to the nearest integer away from 0.5

abs gives the absolute value

sqrt Takes the square root

log Natural logarithm

exp Raises e to the power of

sin/cos Trigonometric functions

min / max Returns the minimum or maximum of its arguments
substring(start, Returns part of a string, from start for a specified length
length, string)
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For example:

Sqrt (abs (famincome - income)) will return a number equal to the square root of the absolute
difference between the fields income and famincome (family income).

'Mr ' >< surname will return a string consisting of ‘Mr Name’, where ‘Name’ represents
the value of the field called surname

Age >= 65 will return T (True) if the age field is greater than or equal to 65 and F
(False) if not.

Note about Case Sensitivity
CLEM expressions are case sensitive and will return either a result, or evaluate to true or false.

Record Operations and the Select Node

Clementine contains a number of data manipulation techniques that perform operations on records. These
include sorting, selecting, merging, appending and balancing, and are found in the Record Ops palette.

Now that we have introduced the CLEM language, we are able to examine in detail one of the most useful
of these operations, the Select node, which allows you to either select or eliminate a group of records based
on a specified condition.

The Select node can be manually created or automatically derived. Here we manually create a Select
records node. In this example we will work on the stream opened in Chapter 4. If you still have your work
from Chapter 4 in the Stream Canvas, we will clear it since we will not need most of the nodes.

If the Stream Canvas is not empty, choose File..Close Stream (and click No if asked to
save)

Click File..Open Stream, move to the c:\Train\Clemlintro directory and double-click
Riskdef.str

Place a Select node from the Record Ops palette to the right of the Type node

Connect the Type node to the Select node

Figure 5.1 Select Node Added to Stream

FEEE

tafe

@~®~®
-4

rish bt type Saelect

To insert the condition for selection or deletion we need to first edit the Select node.
Right-click the Select node, then click Edit
The CLEM expression that depicts the required condition is entered in the Condition text box. The Mode

option allows the user to choose whether to select (Include) or delete (Discard) records that satisfy the
condition.
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In this example we are interested in selecting records for which INCOME is below 20,000 (in British
pounds), so that we can then examine the distribution of the RISK field to see if the proportions are
different for this subgroup of individuals.

Type INCOME < 20000 in the Condition text box (remember that CLEM is case
sensitive!)
Check that Mode: is set to Include

Figure 5.2 Select Dialog to Select Records with INCOME < 20000

<z

Mode: @ Include ' Discard
IMCOME = 20000 =

Condition:

| @ H Cancel | Anply H Reset

Click OK to return to the Stream Canvas

At this point, nodes downstream of the Select node will analyze only records for which income is below
20,000.

To ensure that the select statement is working, it is a good idea to connect a Table node to the Select node
and execute the stream. Only those records that meet the condition will appear in the table. In this instance
the Data Audit or Statistics node, which would display the minimum value, could be used as well.

Place a Table node from the Output palette to the right of the Select node
Connect the Select node to the new Table node
Right-click the new Table node, then click Execute
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Figure 5.3 Table Report of Records Where Income is Less than 20,000

[i@# table (12 fields, 869 records) #1 0] x|

File || Edit ¥} Generate m@ @
D AGE INCOME | GEWDER | MARITAL | MUMKIDS |MumcarDS| HOwPaAD | |

1 102428 23 19990/F single 0 1|{monthly -

2 103352 24 19950/m divsepwid 4 Blweakly

3 102870 40 19945|f divsepwid 2 Blweekly

4 102129 il 198761 single 0 2weekly

5 103601 44 198631 divsepwid 2 Alweekly

la] 100808 18 1983471 married 2 0wkl

v 102589 36 19811/F single 1 3|monthly

I} 102279 22 19809 m single 0 3imonthly

9 103020 42 19778)F divsepwid 2 alweekly

10 103680 34 1976F M divsepuid 4 Bkl

11 103775 41 197058/m married 2 4| maonthly

12 103027 42 19697 |f divsepwid 4 alweeakly

13 103838 43 19696/f married 3 3lweekly

14 103351 46 19688 m divsepwid 4 Bweekly

14 101714 28 19683 /m married 2 2\maonthly

16 101276 21 19640(F married 1 1|kl

17 103181 27 19624 /m divsepwid 4 Blweakly

18 101872 23 19617 |f married 1 2[monthly

149 103675 a0 19606 m divsepwid 2 Bweekly

20 103836 43 195981 married 2 3imonthly |

| »

The resulting table contains only 869 records— those with income below 20,000, so the Select node
appears to have been successful.

Next, using a Distribution node, we will compare the distribution of risk for the entire sample to the
subgroup with income under 20,000.

Click File..Close to close the Table window

Delete the Table node(s)

Drag the Select node below the Type node

Place a Distribution node from the Graphs palette to the right of the Type node
Connect the Type node to the Distribution node

Double-click the Distribution node

Click the field list button and select RISK

Click OK

Copy the Distribution node and Paste it to the right of the Select node
Connect the Select node to the pasted Distribution node

Figure 5.4 Comparing Credit Risk for the Complete Sample to a Selected Group
®-® =~ &
righ et tyie RISk
& > /e

Select RISK

Execute the two Distribution nodes (right-click on each node, then click Execute)
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Figure 5.5 Distribution of Risk for Complete Sample and for those Earning under 20,000

B pistribution of RISK E Ol =| B pistribution of RISK #1 g _ 1ol x|
B File |~ Edit ¢ Generate E @ B File ~ Edit ) Generate E @
Yalue | Proportion | % | Count \ Walue | Proporion \ % | Count |
had lnss I 22.11 906 bad lnss I 21.86 190
bad profil S 5846 2407 bad profit S 70.89 616
good risk DR 19.53 204 good risk I 725 63
Table | Annotations Table | Annotations

The distribution plots indicate that in comparison to the complete sample, the subgroup of those who earn
below 20,000 contains a smaller proportion of good credit risks. This may lead us to try to predict credit
risk using income, since there appears to be an association between the two fields.

We will now go on to introduce an operation that has a similar function to the Select node but works on
fields and not records: the Filter node.

Close the two Distribution graph windows
Delete the Distribution nodes and the Select node from the stream canvas

Field Operations and the Filter Node

As mentioned earlier, Clementine has a number of nodes that allow you to manipulate fields within the data
set. In this section we introduce the Filter node that can rename fields and remove unwanted fields from the
data stream. If these functions need to be performed when the data are first read, the filter tab of any source
node can be used (see Chapter 3).

In the last chapter we checked the distribution of a few of the fields in our data set. When data mining, two
potential problems may occur within a field:

e A large proportion of missing records

e  All records having the same value (invariant)

The Filter node (or Filter tab of a source node) allows data to pass through it and has two main functions:
e To filter out (discard) unwanted fields
e To rename fields

Place a Filter node from the Field Ops palette to the right of the Type node
Connect the Type node to the Filter node

Figure 5.6 Stream with a Filter Node

~@®~®
-A>

rigk.bd type Filter

Right-click on the Filter node, and then click Edit
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Figure 5.7 Filter Node Dialog

@| &

- Fields: 12 in, O filtered, 0 renamed, 12 out
[ Filter [ Fiald [ ]
D —_— D -~
AGE —_— AGE
INCOME —_— INCOME
GEMDER —_— GEMDER
MARITAL —_— MARITAL
MUMKIDS —_— MUMKIDS
NUMCARDS —_— NUMCARDS
HOWPAID —_— HOWPAID
MORTGAGE —_— MORTGAGE
STORECAR —  |STORECAR -
i® View current fields ' View unused field settings
| Qs | ‘ Cancel |

‘ Apply || Reset

Text at the top of the dialog indicates the number of fields entering the Filter node, the number of fields
filtered, the number of fields renamed, and the number of fields leaving it.

The left column lists the field names as the data stream enters the Filter node. The right column shows the
field names as the data stream leaves the Filter node. By default the lists are the same.

To Change the Name of a Field

To demonstrate changing a field name, we will change the name STORECAR to STORECARDS (the
number of store credit cards).

Click the text STORECAR in the right column (right of the arrow)

Type the new name STORECARDS in the text box (replace the original name, or simply
append DS to it)

The new name should appear in the right column (not shown).

To Filter Out Fields

To demonstrate how to remove fields from the data stream, we will filter out the ID field. This involves

clicking on the arrow connecting the input (left column) to the output (right column) in the Filter node
dialog.

Click on the arrow next to ID
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Figure 5.8 ID Removed from Stream and STORECAR Renamed

X
@I @]

il Figlds: 12 in, 1 filtered, 1 renamed, 11 out
Field | Filter | Field [ ]

D N ID -

AGE —_— AGE

INCOME —_— IMCOME

GENDER —_— GEMDER

MARITAL —_— MARITAL

NUMKIDS —_— MUMKIDS

NUMCARDS —_— MUMCARDS

HOWPAID —_— HOWPAID

MORTGAGE —_— MORTGAGE

STORECAR —_— STORECARDS -

i®) Miew current fields ' View unused field settings

|OK || Cancel| | Appl || Reset

To reinstate a previously filtered field, click on the crossed arrow. The original arrow will be displayed and
output field name will be reinstated.

Multiple fields can be removed. Simply click and drag from the arrow for the first field to be omitted to the
arrow for the last field, highlighting the fields to be omitted and then click anywhere on the highlighted

area (or right-click, then click Remove the selected fields). To reinstate multiple omitted fields, simply
repeat the process.

The Filter options menu provides a set of options that are useful when working with a large number of
fields.

Click the Filter options button | ¥

Figure 5.9 Filter Options Menu
v B

Include All Fields
Togole All Fields

Remove Duplicates
Rename Duplicates
Truncate Field Mames..
Use Input Field Mames

Eilter Default »

Filter options include removing or including all fields, toggling the remove/include settings for all fields,
removing or renaming duplicate field names. These latter options are useful when working with database
files with many fields, since they provide an easy way of setting the filter options for all fields.

Press the Esc key to close the Filter Options menu

The quickest way to check that the Filter node is doing its job is to connect it to a Table node and view the
output. We will view this table shortly.

Click OK to close the Filter dialog box
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Field Reordering

Another useful field operation is to reorder the fields, which would effect their ordering in dialog boxes and
data streams. For example, you might want a specific field ordering in a table to better compare the
outcome with predictions from different models, or it might be easier to locate field names in dialogs if
they were alphabetically ordered. The Field Reorder node will reorder fields downstream of the node and
has several options for field reordering, including custom ordering. To illustrate:

Place a Field Reorder node from the Field Ops. Palette to the right of the Filter node
Connect the Filter node to the Field Reorder node
Right-click the Field Reorder node, and then click Edit

Click the Field list @ button
Select (Ctrl-click) NUMKIDS, NUMCARDS, and RISK in the Select Fields dialog

Click OK
Click RISK in the Field Reorder dialog

Figure 5.10 Field Reorder Node Dialog

" Field Reorder

|

=

# Custom Order (Z) Automatic Sort
Type: [a[*] MWame:[a]*]| storage[a]*]

Type | Field | Starage | vé
------------------- [ather fields | D
& NUMKIDS ¥ Integer ﬂ
& MNUMCARDES <> Integer
& REK |A] String E

Mate: Fields added down stream ofthis node are not recrdered.

| Reorder [ Annatations |

| (0154 || Cancel | | Anply || Reset

The field order shown in the Field Reorder dialog controls field ordering downstream. The [other fields]
item represents fields not explicitly listed in the Field Reorder dialog. The current ordering would have
NUMKIDS, NUMCARS and RISK appearing as the last three fields, preceded by the other fields in their
original order.

You can change the order of selected fields using the buttons. Selected fields or the [other fields] item can
be moved up or down one position or moved to the top or bottom of the list. In addition, when Custom
Order is selected, the fields in the list can be sorted in ascending or descending order by Type, Name, or
Storage. When any of these sorts are performed, the [other fields] item moves to the bottom of the list.

If the Automatic Sort option is chosen, then all fields can be sorted by Type, Name, or Storage.

Click the Move selected fields to the top button ﬂ

This will reorder the fields so that RISK appears first, followed by all fields in their original order except
NUMKIDS and NUMCARDS, which appear last.
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Click OK

Place a Table node from the Output palette to the right of the Field Reorder node
Connect the Field Reorder node to the Table node

Right-click the new Table node, then click Execute

Figure 5.11 Table Following the Filter and Field Reorder Operations

[x]
EBlfile = Edit ) Generate |7|7 @@
RISK [ AGE] INCOME| GENDER | MARITAL| HOWPAID | MORTGAGE] STORECARDS| LoaNs [ NumMKiDS| numcarDs| |
1 good risk 44| A9944|m married |moanthly |y 1] 1 2 ia
2 had loss 35| A9692m martied  monthly |y 1 1] 1 1
3 good risk 34 A9508/m married |moanthly |y 2 1 1 1
4 bad loss 34 49463 m married |moanthly |y 1 1 1] 2
5 good risk 39 A8353f married |moanthly |y 1 1] 1] 2
li] good risk 41 A92TE M married |moanthly |y 1 1 1 2
7 good risk 42| 59201m martied  monthly |y 2 1] 1] 1
t=] good risk 3 a9193/f married |moanthly |y 1 1 1 2
i) bad loss 28 A89178m married |moanthly |y 2 1 1 1
10 good risk 300 A8036/m married |moanthly |y 2 1 1 1
11 bad profit 38 A8914/m married |moanthly |y 1 1 1] 1
12 bad profit 36 ABETEf rmartied  |[maonthly |y 1 1] 1 1
13 good risk 42 ABTEAf married |moanthly |y 1 1] 1] 2
14 bad loss 44| A8528|m married |moanthly |y 1 1] 1] 1
15 good risk 33 ABa0sf married |moanthly |y 1 1] 1] 2
16 good risk 45 A8381|m married |moanthly |y 1 1] 1 1
17 good risk 34 A8026/m rmartied  |[maonthly |y 2 1] 1] 1
18 bad profit 32 AFT18m married |moanthly |y 1 1 1 2 =
l Tahle l Annotations

The ID field is no longer present and the STORECAR field has been renamed. RISK is now the first field
while NUMKIDS and NUMCARDS are in the last two positions.

We have examined the Filter node as a method of renaming and discarding fields within the data and have

seen how to use the Field Reorder node. It is often the case, however, that the values themselves within the
fields need to be altered, or new fields created as combinations of existing fields. In the next section we will

introduce the Derive node as a method of performing such data manipulations.

Click File..Close to close the Table report window
Right-click the Field Reorder node, then click Delete
Right-click the new Table node, then click Delete

The Derive Node

In order to make full use of the modeling techniques available in Clementine, it may be necessary to
modify data values or create new fields as functions of others. The Derive node calculates a new value,
based on a CLEM expression for every record passed through it. To enter the CLEM expression and the
new field name (a name is automatically assigned) you need to edit the Derive node.

Click Insert..Field Ops..Derive

Figure 5.12 Adding a Derive Node

— 221 —r@ —b@
4>

rish. b tvpe Filter Derive

You can use the Insert menu to add a node to the Stream Canvas. Note that the node is automatically
connected to the stream.

Right-click the Derive node, then click Edit
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Figure 5.13 Derive Node Dialog

@ 2
Derive as: Formula

Mode: @ Single ! Multiple

Derive field:

Derivel

Derive a5 | Formula -
Field type: | & <Default>

Farmula:
| settings [ Annotations |
| (0]34 || Cancel | | Apply || Reset |

The new field name is typed in the Derive field text box. Remember that Clementine is case sensitive with
respect to field names.

The Derive node offers six different manipulations for a new field. Clicking the Derive as drop-down list
will reveal these options:

Formula The new field is the result of an arbitrary CLEM expression.

Flag The resulting field will have a True or False response (flag), reflecting a specified
expression.

Set The new field will have values assigned from members of a specified set.

Count The new field is based on the number of times a specified condition is true.

State The new field’s value represents one of two states. Switching between these states is
triggered by specified conditions.

Conditional The new field is the result of one of two expressions, depending on the value of a
condition.

The Count and State derive types are most often used with time series or sequence data and are discussed in
the Data Manipulation with Clementine training course.

Once the type of manipulation is chosen, the dialog box changes appropriately. The type of the field to be
derived can explicitly be set using the Field type option. For the moment, we will leave it to its default
value.

Single Versus Multiple Derive Mode

A Derive node is usually used to calculate a single new field, which is why the Single Derive Mode option
button is selected by default. For instances in which you need to calculate multiple new fields using the
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same operations applied to a series of fields, the Multiple Derive Mode option is available. In this mode
you select the fields to which the operations will be applied, indicate how the new fields are to be named
(by adding a user-specified prefix or suffix to the original field names), and specify the data transformation
operations. To accommodate this, the Derive node dialog will expand when the Multiple Mode option is
selected. In this course, we demonstrate the Single Derive mode. Some examples of multiple Derive mode
are: applying a natural log transformation to a set of fields that will be used in a neural net; creating a series
of flag fields coded as F (0 or negative balance) or T (positive balance) based on a set of financial account
fields.

Derive Type Formula

For this example we will calculate a composite measure of potential debt, which is equal to the sum of the
number of credit cards (NUMCARDS), number of store cards (STORECARDS— after renaming within
the Filter node) and number of loans (LOANS) for each record.

Select Formula from the Derive as: drop-down list
Type SUM DEBT in the Derive field: text box (replacing the current name)

You can type the equation into the Formula text box, but it is easier to invoke the Expression Builder in
which you can create an expression by clicking the operation buttons and selecting fields and functions
from list boxes. We will demonstrate use of the Expression Builder.

Click the Expression Builder button

Figure 5.14 Expression Builder Dialog

]
Enter expression here or select from lists helow.
+1- General Functions v| _t)x=) +1-|'F g Fields -

Function | Return | ;]ﬂ] Twpe | Field Starage
is_inteqer(TEM) Boolean % _x Jlrem] & acE Integer
is_real{| TEM) Boolean i |,m0d f INCOME Integer
is_number{ TEWM) Boolean om GEMDER String
= =

is_string{ITEM) Boolean —]—_] ﬁ MARITAL String
is_date( TEM) Eoalean === & [NUMKIDS Integer
is_time(TEM) Boolean = |.f= f mHLUMCARDS Integer
is_timestamplTEM) Boolean and] or] Cim HowwPAID String
|s__datet|me(ITEM) Boolean 0]~ Cim MORTGAGE String
to_integer(TEM) Integer | —]—] f STORECARDS Integer
to_real(ITEM) Real bl m f LOAMNS Integer
is_integer{ITEM)

Returns a value oftrue if ITEM type i= an integer. Otherwise, returns a value of false.

[¥] Check expression hefore saving

| ok || cancel | W/ check || Heln |

The expression is built in the large text box. Operations (addition, subtraction, etc.) can be pasted into the
expression text box by clicking the corresponding buttons. The Function list contains functions available in
Clementine.

By default, a general list of functions appears, but you can use the drop-down list above the Function list
box to display functions of a certain type (for example, Date and Time functions, Numeric functions,
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Logical functions). Similarly, by default, all fields in the stream are listed in the Fields list box and can be

pasted into the expression by clicking the Insert button ﬂ after the field is selected. The Fields list box

can display all fields, recently used fields, parameters, or globals. The latter two categories are discussed in
the Clementine User’s Guide.

In addition, this dialog can display field information for a selected field, which, in turn, can be pasted into
the expression. To illustrate:

Click MARITAL in the Fields list box
1355

Click the Select from existing field values button

Figure 5.15 Field Values for MARITAL in the Insert Value Dialog
x|

Field: &% MARITAL

divsepwid |
martied
single

| Inset || Close ” Help |

Since MARITAL is a field of type set, the Insert Value dialog contains a list of its set values and these can
be pasted into the expression using the Insert button. Depending on the field’s type, different information
will display— similar to what we saw when examining the Types tab. In addition to allowing you to paste

expressions, the Expression Builder will check the validity of the expression. Such features provide a
powerful tool with which to construct expressions.

Now to build the equation:

Click Close button to close the Insert Value dialog

Click NUMCARDS in the Fields list box, then click the Insert button E
Click the plus button —*J

Click STORECARDS in the Fields list box, then click the Insert button IE
Click the plus button —*J

Click LOANS in the Fields list box, then click the Insert button IE
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Figure 5.16 Completed Expression in the Expression Builder

4 Expression Builder

WUMCARDS + STORECARDS + LOANS

I-| General Functions -
Function Return |
is_integer(TERM) Boolean -
is_real{ITEM) Boolean
is_number{ TEM) Boolean
ig_string{ITEM) Boalean
is_cate{TEM) Boolean
is_tirne( TEM) Boolean
is_timestamp{ITEM) Boolean
is_datetime(TE) Boolean
to_integer(TEM) Integer |
[to_realtTEM) Real -

is_integer{ITEM)

aauSana
uGHEHEE

(and)_or )

natg) ><J
L)

A

Returns avalue of true if ITEM type is an integer. Otherwise, returns a value of false.

[¥l Check expression before saving

x|
| 4g] Fielas -
Type Field | Storage |
& |AGE Integer |~
& |INCOME Integer
o®  |GENDER String
& [marITAL String
& [MUMKIDS Integer
&  |NUMCARDS Integer
om  [HOWPAID String
o®  [MORTGAGE String
&  |STORECARDS |[Integer
& LOANS Integer -
W/ Check H Help |

Click OK

Figure 5.17 Completed Derive Node Dialog Box for a Formula

|
@]

@ Derive as: Formula

Mode: @ Single

Cerive field:

) Multiple

SUm DEBT

Derive as: | Formula hd
Field type: | & <Default>

Formula:

NUMCARDS + STORECARDS + LOAMNS

| 0K || Cancel |

| Apply || Reset

Click OK

On clicking the OK button, we return to the Stream Canvas, where the Derive node is labeled with the

name of the new field.
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Derive Type Flag

For this example we will create a new field called CHILDREN, which is True if the number of children
field NUMKIDS) is greater than zero, and False if not.

Place a Derive node from the Field ops palette to the right of the Derive node named
SUM DEBT

Connect the Derive node named SUM DEBT to the new Derive node

Right-click the new Derive node, then click Edit

Click Flag on the Derive as: drop-down list

Type CHILDREN in the Derive field: text box (replace the original name)

Type NUMKIDS > 0 in the True when: text box

Figure 5.18 Derive Node Dialog Box for Type Flag
4 Derive = x|

3 | @
Derive as: Flag

Mode: @ Single ' Multiple

Derive field:
CHILDREM

Detive as: | Flag -
Field type: | o® Flag -

True value: |T | False value: |F |

True when:
MNUMKIDS = 0 I

LSettings Lnnnutatinns |

| QK || Cancel | | Apply || Reset

If the number of children (NUMKIDS) is greater than 0 for a record, the CHILDREN field will be assigned
the value “T”. Otherwise, it will be assigned the value “F”.

Click OK

Derive Type Set
For this example we will create a new field called INCGROUP, which is the INCOME field banded into 3
bands:

e  Under 20,000

e 20,000 to 35,000

e  Over 35,000

If we wanted to create income categories that were equal width, equal sized, or were based on standard
deviation width, we would instead use the Binning node from the Field Ops palette.
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Place a Derive node from the Field Ops palette to the right of the Derive node named
CHILDREN

Connect the Derive node named CHILDREN to the new Derive node

Right-click the new Derive node, then click Edit

Click Set on the Derive as: drop-down list

The dialog box contains two options to be completed for each member of the set:

Set field to indicating the member of the set
If'this condition is true indicating the test condition for the member

Clementine will test the conditions and assign the value stored in Set field to for the first condition that
applies. The Default value is assigned if no condition test succeeds.

To enter each member of the set, type its value in the Set field to text box and the test condition in the If this
condition is true text box. If you have a required value for the set when none of the conditions apply, enter
this in the Default value text box. The Expression Builder can be used to construct the If condition.

Figure 5.19 Derive Node Dialog for Set Derive

Cerive as: Set

Derive field:

Type INCGROUP in the Derive field: text box

Type No income in the Default: text box

Type Low in the first Set field to: text box

Type INCOME < 20000 in the If this condition is true: text box

Type Medium in the next Set field to: text box

Type INCOME >= 20000 and INCOME < 35000 in the If this condition is true: text box
Type High in the Set field to: text box (replace old value)

Type INCOME >= 35000 in the If this condition is true: text box

Maode: (@ Single ' Multiple

INCGROUP

Derive ag. | Set -
Field type: | &% Set - Default value: Mo Incarme |

Setfield to | [fthis condition is frue | [

Law INCOWE < 20000
Mediurn INGOME == 20000 and INGOME = 35000 %
High [INCOME == 35000 D
>
El

LSeﬂings Lnnnutatiuns |

| oK || Cancel | | Apply || Reset

Click OK
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Derive Type Conditional
For this example we will create a new field called INCCARDS, which is the ratio of income to number of
store cards (STORECARDS).

Place a Derive node from the Field Ops palette to the right of the Derive node named
INCGROUP in the Stream Canvas

Connect the Derive node named INCGROUP to the new Derive node

Right-click the new Derive node, then click Edit

Click Conditional on the Derive as drop-down list

Type INCCARDS in the Derive field: text box

Type STORECARDS > 0 in the If: text box

Type INCOME / STORECARDS in the Then: text box

Type INCOME in the Else: text box

Figure 5.20 Derive Node Dialog for Conditional Derive

@ ’
Derive as: Conditional

Maode: ' Single ' Multiple

Derive field:
INCCARDS

Cerive 5. | Conditional +
Field type: | & <Default> w

If:

STORECARDS =10 =
Then:
INCOME [ STORECARDS =
Else:
IMCOME =

LSeﬂings Ln.nnutatinns |

| [o]'s H Cancel | | Apply || Reset |

The conditional type will only allow two conditions. If the If: expression applies then the Then: expression
will be calculated, otherwise the Else: expression will be calculated.

Click OK
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Reclassify Node

The Reclassify node allows you to recode or reclassify the data values for fields of set or flag type. For
example, a field that stores a customer’s specific job position may be more useful for prediction models if it
is reclassified into broader job categories. The reclassified values can replace the original values for a field,
although a safer approach is to create a new field, retaining the original. We will demonstrate by
reclassifying the three values of the RISK field (bad loss, bad profit, good risk) into two values (bad and
good).

Place a Reclassify node from the Field Ops palette to the right of the Derive node
named INCCARDS in the Stream Canvas
Connect the Derive node named INCCARDS to the Reclassify node
Right-click the Reclassiffliode, then click Edit
-~

Click the field list button for Reclassify field and select RISK

Figure 5.21 Reclassify Dialog

| [e]
Made: i Single ' Multiple

Reclassify into: ) New field ) Existing field

Reclassify field:

([ RISK ]

MNew field name:
|Reclassify1

Reclassify values;

‘ b Get H S Copy H %7 Clear new H & Auto..

RAEY P

Original value | Mew value

For ungpecified values use: ® Original value ) Default value

]\Seﬂings Lnnnutatiuns |

Cancel Apply Reset

1

As we saw for the Derive node, the Reclassify node supports Single and Multiple modes. Multiple mode
would be useful if the same reclassification rules were to be applied to a number of fields. By default, the
new values will be placed in a new field, although the Reclassify into Existing field option permits you to
modify the values in an existing field.

Within the Reclassify values group, the Get button will populate the Original value column with values
from the upstream Type node or Types tab. Alternatively you can enter the original values directly. The
Copy button will copy the values currently in the Original value column into the New Value column. This
is useful if you want to retain most of the original values, reclassifying only a few. The Clear new button
will clear values from the New value column (in case of errors), and the Auto button will assign a unique
integer code to each value in the Original value column. This option is useful for replacing sensitive
information (customer IDs, customer names, product names) with alternative identifiers.

You have options to use the Original value or a Default value when a value not specified in the Original
value column is encountered in the data stream.
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Type RISK_TWO_CAT in the New field name box
Click the Get button

Click the For unspecified values use: Default value option button
Type bad in the New value box for the bad loss row

Click in the right side of the New value box for the bad profit row, then click the drop-
down arrow, and select bad from the drop-down value list

The New value drop-down list contains the original values and the new values entered thus far (not shown).
Type good in the New value box for the good risk row

Figure 5.22 Completed Reclassify Dialog

| @]
Maie: @ Single ) Multiple

Reclassifyinto; @ Newfield O Existing field

Reclassify field:

| & RISK -H
Mewy field name:

|riSK_Two_cat |

Reclassify values:

‘ > Get H o Copy H 3 Clear new H £ Auto... ‘

Original value | Mew valle |
had loss bad

had profit bad

=)

]

good risk |guud |V| E
(3]

For unspecified values use: ) Original value (® Default value |undef

]\Seﬂings Lnnnutatiuns |

Cancel | Apnply || Beset |

H

The Reclassify dialog will create a field named RISK_TWO_CAT that will have values bad, good, or
undef. To verify that the reclassification works the way you expect, use a Matrix node (discussed in
Chapter 6) to compare the original and new fields.

Click OK
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Executing Field Operation Nodes Simultaneously

In the previous examples we attached each of the field operations nodes (except the first) to the previous
one. Because of this, all the new fields will be added to the same stream, which is what we want. If we
wished to create a separate stream for each field operation node, we could have attached each directly to the
Type node.

Figure 5.23 Field Operation Nodes Placed in One Stream

-® @ @@ @@ ~®

Risk.td Type Filter SUMDEBT CHILDREM INCGROUP INCCARDS RISK_TWO_CAT

The new fields can be used simultaneously in downstream analyses. To demonstrate, we will add a new
Table node to the stream.

Place a Table node from the Output palette above the Reclassify node (named
RISK_TWO_CAT)

Connect the Reclassify node to the new Table node

Right-click the new Table node, then click Execute

Figure 5.24 Table Showing Fields Created by Field Operations Nodes

Table (16 fields. 4117 records) [_ (O] x|
Bl File |~ Edit %} Generate E@ E@
5| LoaNS|  RISK | SUM DEET| CHILDREN| INCGROUR| INCCARDS| RISK_TWO_CAT]|

1 2 0|good risk 4T High 29972.000/good -
2 1 Olbad loss 2T High 59692 000 bad

3 2 1|gaod risk 4T High 29754.000(g00d

4 1 1|bad loss 4|F High 59463.000had

] 1 0|good risk 3|F High A9393.000/good

G 1 1|gaod risk 4T High A9276.000(go0d

T 2 0|good risk 3|F High 29600.500|good

te] 1 1|good risk 4T High 59193.000/good

49 2 1lbad loss 4T High 295859.500had

10 2 1|good risk 4T High 29518.000|good

11 1 1|bad profit 3|F High 58914.000bad

12 1 Olbad profit 2T Hiah 58878.000had

13 1 0|good risk 3|F High A58785.000|good

14 1 Olbad loss 2|F High 58529.000had

15 1 0|good risk 3|F High A8a048.000|good

16 1 0|good risk 2T High 58381.000|good

17 2 Qfgaod risk 3|F High 29013.000{gaod

15 1 1\bad profit 4T High 57718.000had

19 2 1|good risk 4T High 28844 500/good

20 2 1lbad loss 4T High 28841.500bad z

1]
L Tahle Lnnnutatiuns |

Click File..Close to close the Table window

Although not shown here, another useful field operation node is the Binning node, which coverts numeric
fields into set fields — for example, income into income groups.
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Automatically Generating Operational Nodes

In this chapter we have introduced ways of manually adding operational nodes. Clementine also allows
automatic generation of many of the nodes we have manually created. In the previous chapters, output
windows often contained a Generate menu. This menu frequently allows automatic generation of Filter,
Select, Derive, and other nodes. For example, the Quality node can generate Select and Filter nodes to
remove records and fields with missing data and the Distribution node output node can generate Select,
Derive, Balance (see Help system for more information), and Reclassify nodes. We will now demonstrate a
few examples of automatically generating Derive and Select nodes.

Automatically Generating Derive Nodes

In this section we will generate possibly the most difficult of the Derive nodes to manually create: the Set
type (although in many cases the Binning node will accomplish the task easily).

Place a Histogram node from the Graphs palette to the right of the last Derive node
(named INCCARDS)

Connect the Derive node (named INCCARDS) to the Histogram node

Double-click the Histogram node

Click the field list button and select INCOME

Click the Execute button

After the Histogram graph window appears:

Click on the Histogram graph at value 20,000 (a black vertical line should appear)
Click on the Histogram graph at (approximately) 30,000
Click on the Histogram graph at (approximately) 40,000

Figure 5.25 Histogram with Interactive Lines Dividing Income into Four Groups

Bfle ~ Edit & generate | L] o] <@

15,000 20,000 25000 30,000 35000 40000 45000 50000 55000 60,000
INCOME

| Graph [ Appearance | Annotations |

Click Generate..Derive Node
Click File..Close to close the Histogram window

A Derive node named band should appear in the top left corner of the Stream Canvas.
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Double-click on the new Derive node (named band)

Figure 5.26 Automatically Generated Derive Node Dialog

&,
Derive as: Set

Mode: ® Single ' Multiple

Derive field:
hand

Derive as: | Set A
Field type:| &, et - Default value: [band4 |

Setfield to [ Ifthis condition is true =
band1 INCOME = 19958 325354742866
hand2 INCOME == 1996%.3259847 42866 and INCOME ... %
hand3 INCOME == 20810.88354030682 and INCOME = . E

LSettings LAnnutatiuns |

| QK || Cancel | | Apply || Reset |

A Derive node of type Set is generated and we see the condition for a record to be classified in bandl
(roughly, income under 20,000). The default values for the set members (bandl, band2, etc.) can be
replaced (replace original value in the Set field to text boxes, etc.) The conditions can be edited (for
example, to make the cutoff exactly 20,000). The field name can also be changed by typing a new name in
the Derive field text box (for example, INCOME CATEGORY in place of band).

Click Cancel to close the generated Derive node dialog
These data manipulation nodes typically precede the Modeling section of a stream.

At this point you may want save these data manipulation nodes in a Clementine Stream file named Data
Preparation.str.

Automatically Select Records or Fields with No Missing Values

You can use the output from the Quality node to generate a Filter node that removes fields with blank
(missing values) or a Select node that removes all records with blank (missing) information. To

demonstrate we will open a stream that checks for data quality (see Chapter 4 for details on how the stream
was created).

Click File..Open Stream, move to the c:\Train\ClemlIntro directory

Double-click on the DataQuality.str stream file

Execute the Quality node

Click on the % Complete header (to sort table by % Complete)

Click and drag to select INCOME, SEX and CHILDREN in the Quality output window
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Figure 5.27 Quality Output Window (Fields with Missing Values Selected)

Quality of [& fields] #1

B File | Edit %) Generate @m @

Field % Complete | Valid Records |
INCOME &0 g
SEX &0 g
CHILDRER a0 g
AGE 100 10
CAR 100 10
D 100 10
MARRIED 100 10
REGICH 100 10

| Quaiity | annotations |

We selected all fields with missing values; in practice, you might focus on fields with a substantial
proportion of missing data.

Click Generate..Filter Node

Figure 5.28 Generate Filter Node from Quality Dialog

Generate Filter from Quality

Mode: ) Exclude

1 Splected fields

(®) Fields with quality percentage higher than % |50.0

B

| 0]14 || Cancel || Help |

This dialog will generate a Filter node that can include or exclude the fields selected in the Quality output
window. Field selection can also be based on the percentage value in the % Complete column of the
Quality output window. In this way, you can easily exclude fields with missing data from analyses, when
needed, even if there are many fields in the stream.

Click Cancel
Click Generate..Select Node

Figure 5.26 Generate Select Node from Quality Dialog

Generate Select Node |

Selectwhen record is:

Look for invalid values in

o ® Invalid

i Al fields

{_! Fields selected in table

) Fields with quality percentage higher than %

Consider a recard invalid if an invalid walue is found in:

@ Any of the above fields

+ &ll of the above fields

| ok || cancel || Hew |
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This dialog will generate a Select node that can delete or retain records in the stream based on whether they
have missing values. There are options to check A/l fields, the fields selected in the table, or fields based on
the percentage value in the % Complete column of the Quality output window. In addition, there is an
option to consider a record invalid if there is a missing value in any of the indicated fields or in all of the
indicated fields.

These generated nodes provide a means of excluding (or retaining to examine more carefully) missing
values on either a field or record basis.

Click Cancel

Summary

In this chapter you have been given an introduction to a number of methods of manipulating your data.

Y ou should now be able to:
e Enter simple expressions using CLEM
Create a Select, Filter or Field Reorder node
Create different types of Derive nodes
Use the Reclassify node
Use Clementine to automatically generate Derive, Select and Filter nodes
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Chapter 6

Looking for Relationships in Data

Overview

e Introduce the Web and Matrix nodes to investigate relationships between symbolic fields
e Introduce the use of correlation within the Statistics node to investigate relationships between numeric
fields

Objectives
In this session we will explore ways in which Clementine can be used to study relationships between fields.

Data

In this chapter we will work with the credit risk data (Risk.xt) used in previous chapters. The data file
contains information concerning the credit rating and financial position of 4117 individuals, along with
basic demographic information, such as marital status and gender. In this section we are primarily
interested whether any of the fields in the data can be related to credit risk.

Introduction

In most data mining projects, you will be interested in investigating whether there are relationships between
data fields. With respect to our current data set, simple questions may include:
e s credit risk directly related to income?
e Do the males differ from females with respect to credit risk?
e Ifan individual has a large number of current credit cards, loans, and store cards, does this mean
that he is more likely, or less likely, to be a bad credit risk?

Although many of the machine learning and modeling techniques available in Clementine will answer these
questions, it is often a better approach to try to first understand the basic relationships among a small
number of fields. By eliminating fields that are not at all related to the field you wish to predict, or
combining related fields into a composite measure, models can be built more quickly and possibly perform
with greater accuracy and efficiency.

The methods used for examining relationships between fields depend on the type of fields in question. In
the following sections we will introduce several techniques, some for studying relationships between
symbolic fields and one for investigating relationships between numeric fields. In addition, we discuss but
do not run plots that involve a mixture of symbolic and numeric fields (these plots are presented in later
chapters)
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Studying Relationships between Symbolic Fields

In this section we will introduce two methods for examining whether symbolic fields are related. The first
is the Matrix node used to display the relation between a pair of symbolic fields. We will extend this to
more than two symbolic fields with the graphical Web node.

Matrix Node: Relating Two Symbolic Fields

The Matrix node performs crosstabulations of two symbolic fields within the data, and shows how values
of one field relate to those of a second field. A third numeric field can be included as an overlay field to see
how it varies across the symbolic pair relationship. The Matrix node is located in the Output palette and is
thus a terminal node.

In this example we will use the Matrix node to see whether there are any relationships between the field we
are going to try to predict, credit risk (RISK), and some of the other symbolic fields within the data. We
begin with investigating whether there is a difference between the two gender groups with respect to their
credit risk.

We will build our stream starting with the data source and Type nodes saved in the Riskdef.str stream file.

Click File..Open Stream, move to the c:\Train\Clemlintro directory and double-click on
Riskdef.str

Place a Matrix node from the Output palette to the right of the Type node

Connect the Type node to the Matrix node

Double-click on the Matrix node

Figure 6.1 Matrix Node Dialog
x

Fialds: @) Selected ' All flags (true values) (' All Humerics
Rows: | v§|
Columns: | vE|

Cell contents: (@ Cross-tabulations ' Function

i
LSeﬂings anpearance LOutpul Lnnnutaﬁnns |
| (914 H P Execute H | ‘ Apply H Reset

The default setting of the Fields: option (Selected) will display the fields selected in the Rows and Columns
boxes (one field in each), which is what we want. Note that only one field for the Rows and one field for
the Columns can be selected. Thus the Matrix node will produce one matrix at a time.

Less often used, the A/ flags option will create a symmetric matrix in which one row and one column
appear for each Flag field and the cell values contain the co-occurrence counts of True values for the flag
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fields. Finally, the rarely used A/l Numerics option will produce a table with one row and one column for
each numeric field, and the cells contain the sum of the products of each pair of fields (a cross-products

table).

The default option for Cell contents is Cross-tabulations. The alternative is a function applied to a selected
numeric field and this will have the effect of calculating the Sum, Average, Minimum or Maximum value of

this field for each of the cells in the matrix.

Within the Matrix dialog box:

Click the Fields list button in the Rows: list and select RISK
Click the Fields list button in the Columns: list and select GENDER

Figure 6.2 Matrix Node Dialog Box

<

Fields: ® Selected ) All flags (true values) ) All Numerics
Rows: | & RISK .E|
Columns: | @ GENDER ]
Cell contents: @ Cross-tabulations ) Function
Figld: | ,§|
Function: i® Mean ) Sum ) SDev

() Max ) Min
| ok || B Executs || cancel | | Apply || Resst |

The default table contains counts in the cells of the matrix. Alternatively, different percentages can be
requested by using the Appearance tab. We will ask for column percentages in order to compare men and

women with respect to their credit risk.

Click the Appearance tab
Select Counts (if not already checked)
Select Percentage of column
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Figure 6.3 Matrix Node: Appearance Tab

Fows and calumns:
® Unsorted ' Ascending ' Descending

Overlay:

ClHighlighttop 0 —
] Highlight bottom 0 —

Cross-tahulation cell contents:

[+] Counts [_| Expected values

[] Percentage of row [w] Percentage of [:elumn|

[_] Percentage of total

[_] Include row and column totals

[ settings | Appearance  Output | Annotations |

| 0] H P Execute || Cancel | | Anply || Reget

Cells with the highest or lowest values in the table can be highlighted by entering the number of cells in the
Highlight top / bottom options. This feature can be useful when percentages are displayed. As with most
output nodes, the Output tab can be selected for setting the output destination; by default, output is sent to
the screen.

Click the Execute button

Figure 6.4 Matrix Table of Gender and Credit Risk

i
B File = Edit © Cenerate E @

BEEE GENDER
RISK f [ m ]
tadkle had logs Count 457 449
Column % 22.003 22.010
had profit Count 1219 1188
Column % 58.690 58.235
-8 good risk Count 401 4073
B Colurnn % 18.307 19.755

sk b - RISK ¥ GENDER Cells contain: cross-tabulation of fields

Examining the matrix table, there appear to be no differences between the two gender groups in their
distribution across credit risk categories. For instance, 22.003% of the women are categorized as bad loss,
while 22.010% of the men belong to this category, so there is essentially no difference between the two
groups.
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To repeat this exercise for a second symbolic field in relation to credit risk we can either edit the existing
Matrix node, or create a new one. We next investigate the relationship between credit risk and how often an
individual is paid (monthly or weekly).

Click File..Close to close the Matrix output window

Double-click on the Matrix node, and then click the Settings tab
Click the Fields list button in the Columns: list and select HOWPAID
Click Execute

Figure 6.5 Matrix Table of Salary Payment Schedule and Credit Risk

=lolx|
Brle ~ Edit O == €]

HOWPAID
RISK monthly | weekly |
had loss Count 3549 a47
Colurmn % 17.720 26.160
had profit Count 1090 1317
Colurmn % 53.801 F2.984
pood risk Count arvy 237
Colurmn % 28.480 10.856
Cells contain: cross-tabulation of fields

Ll'u'latrix anpearance Lnnnutatiuns |

The matrix table suggests that individuals paid monthly are more likely to be good credit risks than those
paid weekly (28.5% against 10.9%).

A restriction of the Matrix node is that only one pair of symbolic fields can be investigated at a time.

Note

One useful feature is that the summaries requested in the Appearance tab can be changed after the matrix
output is generated. Different summaries can be obtained directly from the Matrix node output, without
requiring re-execution of the Matrix node. Thus, you could easily view row percentage within the matrix
output displayed in the last two figures.

We next introduce a graphical method of visualizing relationships between two or more symbolic fields:
the Web node.

Click File..Close to close the Matrix output window

The Web Node

The Web node, located in the Graphs palette, can be used to show the strength of connection between
values of two or more symbolic fields. A web plot consists of points representing the values of the selected
symbolic fields. These points are connected with lines, whose thickness depicts the strength of the
connections between the values. Thin lines represent weak connections while heavy, solid lines represent
strong connections. Intermediate strength connections are drawn as normal lines. Web displays are
interactive and it is possible to vary the threshold settings (what defines a weak or strong connection), hide
irrelevant fields, modify the layout, and generate nodes.
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Place a Web node from the Graphs palette near the Type node
Connect the Type node to the Web node
Double-click the Web node

Figure 6.6 Web Node Dialog
(I x|

| [e]

Threshold values are: Abhsolute, Strong links are heavier

= @ Weh ) Directed wehb

—%
X

[C] Show true flags only

risk bt type RISKXHOWRAD | e values are: | Absaolute hd |

IE Strong links are heavier
= |Weak links are heaviar

Plot

| QK || b Execute || Cancel | | Apply || Reset |

Two types of plots are available. In a web plot the relations between all selected symbolic fields are shown,
while in a directed web plot only relations involving a specified target field are displayed.

The Show true flags only check box allows only the True response for flag fields (as defined in the Type
node or Types tab of a source node) to be shown in a web plot. This is a very useful feature in displaying
the relationships among many products (bought yes or no), as we will see in a later chapter.

Click the Field List button @

Figure 6.7 Select Fields Dialog

$sclectriells
Sortby: @ Natural C) Name () Type E
& GENDER

& MARITAL

om HOWPAID

@ MORTGAGE

& RISK

|

|Se|ectAII| |O® Flags| |ﬁ Sets| |f Ranges| |Se|ectNDne|

| Ok ” Apply || Cancel H Help |

Only symbolic fields (sets and flags) are eligible for a web plot. All fields, all flag fields, or all set fields
can be chosen at once by clicking the respective button. In addition Select None can be chosen to deselect
fields. The Ranges button is inactive, since fields of range type are not appropriate for web plots.

In this example we will investigate the relationship between credit risk and the two other symbolic fields in
the data: marital status and whether the individual has a mortgage or not.
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Select MARITAL, MORTGAGE and RISK
Click OK to return to the Web dialog box

The web plot will show strong, normal, and weak links. What constitutes a strong or weak link is defined
by the threshold value. Several types of thresholds are available, as shown in below.

Click the Line values are drop-down list

Figure 6.8 Threshold Types

| @

Threshaold values are: Absolute, Strong links are heavier

(# Web ) Directed web

Fields: & MARITAL
0B MORTGAGE

£
& RISK g‘

[_] Show true flags onhy
Line values are:|nbsnlute -

IE Strong link
ElWeainnks

(Overall Pecentages
Percentages of smaller field/value
Percentages of larger fieldAsalue

| (0] || P Execute || Cancel | | Anply || Beset |

Line values can represent counts (4bsolute), percentages of the overall data (Overall Percentages), or
percentages of either the smaller or larger field/value. For example, if 100 records have value X for one
field, 10 records have value Y for a second field, and there are 7 records containing both values, the

connection involves 70% of the smaller field and 7% of the larger field.

The threshold values themselves are set under the Options tab.

Click the Options tab
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Figure 6.9 Setting Threshold Values

_ x|

& Threshold values are: Absolute, Strong links are heavier

Mumber of Links

i®) Maximum number of links to dlsplay j

) Show only links above j
) Show all links

[_| Discard if very few records

[_] Discard if very many records 1/l 7|12 ::]

Weak links below: 18 j Strong links above: 35|=

Link Size: Wieh Display:

(@ Circle layout
) Link size shows stronginormaliweak categories ' Network layout

(@ Link size varies continuoushy

/— Threshold values

e s

[M ] Options | Appes

| 0k H P Execute H Cancel |

| Apply || Reset

for weak and
strong links,
respectively.

The number of links in the web plot is controlled by: (1) choosing a maximum number of links, (2)
displaying links only above a specified value, or (3) displaying all links. The Discard options allow you to
ignore connections supported by too few records (only when thresholds are percentages) or too many

records.

The Link Size options control the size of links. The Link size varies continuously option will display a range
of link sizes reflecting the variation in connection strengths based on actual data values. The alternative,
Link size shows strong/normal/weak categories, will display three strengths of connections--strong, normal,
and weak. The cut-off points for these categories can be specified above as well as in the final graph.

We have over 4000 records and we will set the thresholds initially at 300, 400 and 600 records,
respectively. We will see how this can be adjusted once the plot has been produced.

Click Show only links above option button
Type 300 in the Show only links above box
Type 400 in the Weak links below: box
Type 600 in the Strong links above: box

Looking for Relationships in Data 6 - 8



SPSSTRANNG

Introduction to Clementine

Figure 6.10 Options for the Web Plot

@ Threshald values are: Absolute, Strang links are heavier

Mumber of Links

() Maximum number of links to display | 8

@) Show only links above 300 :j

() Show all links

[_| Discard if very few records min recards/line: | =Z=ﬂ
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Link Size: Wieh Display:
(@ Link size varies continuoushy (m; Circle layout
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| (0] 4 H B Execute || Cancel ‘ | Apply H Reset

Click Execute

Drag the lower corner of the resulting Web graph window to enlarge it

Figure 6.11 Web Plot of Marital Status, Having a Mortgage, and Credit Risk
B3 web of MARITAL x MORTGAGE & RISK : Absolute T =10l
Bl File ¥ Generate g Web = Link D@Q@ ﬂ @
101 088 200 @

good
sk /\

single

RISK MARITAL MORTGAGE
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Remember, the thickness of the lines varies continuously, reflecting how strong a link is. At first glance,
the link between married and MORTGAGE y is the strongest. Looking at the different categories of RISK,
bad profit is strongly connected to MORTGAGE y: and (although somewhat less strongly) to married.
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Apparently, the bad profit group is characterized by married persons having a mortgage (based on the pair-
wise counts).

Besides a visual inspection of the thickness of the link to look for weak and strong links, we can ask for the
associated counts in several ways. One method is to position the cursor over a link and a pop-up will
display the number of records having that particular combination of values (not shown). The disadvantage
of this method is that we have to check the links one-by-one.

An alternative is to ask for a web output summary, using the web summary button in the Toolbar.

Ry
-
Click
Fi 6.12 Web S Display/hide web summary
igure 0. € ummary button
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File ¢) Generate 4 wWeh = Link @@E 2 &
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714 |MORTGAGE ="y RISK ="had losg "
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G953  |MORTGAGE ="y RISK ="good risk"
bad H G20 |MORTGAGE ="n" RISK ="had profit'
profit || @ Mediurn Links
single 3 Links Field 1 Field 2
507 |MARITAL ="married " |RISK ="had loss "
468 |MARITAL = "divsepwi... MORTGAGE ="n"
445 |MARITAL ="single " |MORTGAGE="n"
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w
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] | ]
Lﬁraph anpearance LAnnotaiions ‘

Having seen the counts, we will change the web plot in order to see the strong links more clearly.
Clementine allows you to do this in several ways.

First, we might want to use the slider control, located in the upper left corner of the window. In the figure
above the slider starts at value 101 and ends at 2088 (recall, that the strongest link has 2,089 records). On
the right of the slider we see a text box for specifying the minimum link size, here with value 300. You can
either use the slider control or the textbox to set the minimum link size. For instance:

Use slider control to discard links weaker than 450 (alternatively, type 450 in the slider
control box and then press Enter key)
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Figure 6.13 Web Plot: Setting Minimum Link Size Interactively
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Besides setting the minimum link size interactively, you can also re-specify what constitute weak and
strong links:

Click the Controls tab in the Web Summary output

Set the Web Display option to Size shows strong/normal/weak

Use slider control or text box to set the value for strong links above to 1500 and the
value for weak links below to 1000
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Figure 6.14 Web plot: Setting Strong and Weak Link Size Interactively
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To facilitate a better interpretation of the web plot, we finally should mention the options of hiding
categories or moving categories. For instance, in our plot divsepwid is not connected to any of the three
RISK categories, so we can hide this category. To do so:

Right-click the point representing divsepwid
Click Hide from the context menu (result not shown)

To move a category, simply drag it to a new location in the plot (not shown).

As in other output windows we have the opportunity to generate a Select or Derive node. For example,
suppose that we want to create a flag field indicating whether an individual is married, has a mortgage and
belongs to the bad profit category:

Click the link connecting married and y (the link will turn red if selected)
Click the link connecting bad profit and y (the link will turn red if selected)
Click Generate..Derive Node(“And”)

As before, a Derive node will be generated and will appear in the Stream Canvas. This node can be edited
or included in the stream as is.

We will now go on to investigate relationships between numeric fields in the data.

Click File..Close to close the Web graph window

Correlations between Numeric Fields

When investigating relationships between numeric variables, a linear correlation is commonly used. It
measures the extent to which two numeric fields are linearly associated. The correlation value ranges from
—1 to +1, where +1 represents a perfect positive linear relationship (as one field increases the other field
also increases at a constant rate) and —1 represents a perfect negative relationship (as one field increases the
other decreases at a constant rate). A value of zero represents no linear relationship between the two fields.
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Earlier we used the Data Audit node to produce basic descriptive statistics for numeric fields. The Statistics
node, which produces summary statistics but no graphs, can provide correlations between fields.

Place a Statistics node from the Output palette near the Type node in the Stream
Canvas

Connect the Type node to the Statistics node
Double-click on the Statistics node

Figure 6.15 Statistics Node
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In this example we will ask for correlations between all of the numeric fields, excluding ID.

Click the Examine: field list button &

Figure 6.16 Selecting Fields to Examine
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T 1D
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& LOANE
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| (0]34 || Apply || Cancel H Help |

Click the Ranges button to select all numeric fields
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Ctri-click ID to deselect it, and then click OK

Click the Correlate: field list button &
Click the Ranges button to select all numeric fields
Ctri-click ID to deselect it, and then click OK

Figure 6.17 Statistics Dialog: Requesting Correlations
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Correlations between the fields selected in the Correlate list and those selected in the Examine list will be
calculated. Similar to the web plot, labels will be attached to weak and strong relationships. With the

Correlation Labels button you define what weak and strong relationships are:

Click the Correlation Labels button
Figure 6.18 Defining Correlation Strength Labels
' X
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From 0.0 and upta:|  0.3333 ilLabeI: |Weak |
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Here correlations up to .33 (in absolute value) are defined as weak, between .33 and .66 as medium and
above .66 as strong. These default values can be changed in the respective text boxes. We will accept these
values and ask for the correlation table. Note that these labels are not based on statistical tests, but rather

the magnitude of the estimated correlations.

Click OK
Click Execute
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Figure 6.19 Statistics Output with Correlations
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Along with the descriptive statistics, the report displays the correlation between each pair of selected fields
(each field selected in the Correlate field list with each field selected in the Examine field list). The report
also suggests how to interpret the strength of the linear association between the fields, according to the
definitions set with the Correlation Labels button.

Scrolling through the output, we find strong positive linear relationships between number of loans,
children, store cards and credit cards.

One limiting aspect of using correlations is that they only give an indication of linear relationships between
the numeric fields. There may be no linear relationship between two fields but there still may be a
relationship of another functional form. For example, the correlation between age and income is very weak
but experience suggests that these two fields are related to one another in some way.

Click File..Close to close the Statistics output window

Extensions

Relations between two symbolic fields can also be displayed using a Distribution node if an overlay field is
included, while relations between a symbolic field and a numeric field cab be displayed by using the
symbolic field as an overlay within the Histogram node. Also, recall that the Data Audit node allows you to

Looking for Relationships in Data 6 - 15



SPSSTRANING Introduction to Clementine

specify an overlay field, which would appear in all graphs produced by that node. Some of these plots are
used in later chapters as aids in interpreting models.

Summary

In this chapter you have been introduced to a number of methods to explore relationships in data. You
should now be able to:

e  Produce a data matrix to investigate a relationship between two symbolic fields

e View a Web node to visualize associations between symbolic fields

e  Use correlation to quantify the linear relationship between two numeric fields.
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Chapter 7

Modeling Techniques in Clementine

Overview

e  Give a brief introduction to the modeling techniques available in Clementine
e  Which technique, When and Why?

Objectives

In this session we will briefly introduce the different modeling techniques available in Clementine. We will
also discuss when it is appropriate to use each technique and why.

Introduction

Clementine includes a number of machine learning and statistical modeling techniques. Although there are
different taxonomies, these techniques can be classified into three main approaches to modeling:

e Predictive

e  Clustering

e  Associations

In predictive modeling, sometimes referred to as supervised learning, inputs are used to predict the values
for an output. Clementine has six predictive modeling nodes available; neural networks, two different rule
induction methods, regression and logistic regression analysis, and a sequence detection method.

The different clustering methods, sometimes referred to as unsupervised learning methods, have no concept
of an output field. The aim of clustering techniques is to try to segment the data into groups of individuals
who have similar patterns of input fields. Clementine has three clustering techniques available: Kohonen
networks, k-means clustering, and two-step clustering.

Association techniques can be thought of generalized predictive modeling. Here the fields within the data
can act as both inputs and outputs. Association rules try to associate a particular conclusion with a set of
conditions. There are two association techniques available within Clementine: Apriori and GRI. In
addition, the sequence detection node (mentioned in the predictive modeling section) and an algorithm
option to Clementine, called Caprl, will search for common sequences in data; for example, stages in
processing customer service problems, or web pages visited during a visit to a website that led to a product

inquiry.

In the following sections we will briefly introduce some of these techniques. More detail will be given to
machine learning techniques than to statistical techniques, since the latter methods are more likely to be
familiar to you. It should be stressed at this stage that the power of Clementine is that models can be built
and results obtained without having to deeply understand the various techniques. We will, therefore, not be
describing in great detail how each of the different methods works — just a brief overview of what they are
capable of and when to use them.
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Neural Networks

Historically, neural networks attempted to solve problems in a way modeled on how the brain operates.
Today they are generally viewed as powerful modeling techniques.

A typical neural network consists of several neurons arranged in layers to create a network. Each neuron
can be thought of as a processing element that is given a simple part of a task. The connections between the
neurons provide the network with the ability to learn patterns and interrelationships in data. The figure
below gives a simple representation of a neural network (a multi-layer perceptron).

Figure 7.1 Simple Representation of a Common Neural Network

Input Layer Hidden Layer Output Layer

When using neural networks to perform predictive modeling, the input layer contains all of the fields used
to predict the outcome. The output layer contains an output field: the target of the prediction. The input and
output fields can be numeric or symbolic (in Clementine, symbolic fields are transformed into a numeric
form (dummy or binary set encoding) before processing by the network). The hidden layer contains a
number of neurons at which outputs from the previous layer combine. A network can have any number of
hidden layers, although these are usually kept to a minimum. All neurons in one layer of the network are
connected to all neurons within the next layer

While the neural network is learning the relationships between the data and results, it is said to be training.
Once fully trained, the network can be given new, unseen data and can make a decision or prediction based
upon its experience.

When trying to understand how a neural network learns, let us think of how a parent teaches a child how to
read. Patterns of letters are presented to the child and the child makes an attempt at the word. If the child is
correct she is rewarded and the next time she sees the same combination of letters she is likely to remember
the correct response. However, if she is incorrect, then she is told the correct response and tries to adjust
her response based on this feedback. Neural networks work in the same way.

Clementine provides two different classes of supervised neural networks, the Multi-Layer Perceptron
(MLP) and the Radial Basis Function Network (RBFN). In this course we will concentrate on the MLP
type network and the reader is referred to the Clementine User’s Guide and the Advanced Modeling with
Clementine training course for more details on the RBFN approach to neural networks.

Within a MLP, each hidden layer neuron receives an input based on a weighted combination of the outputs
of the neurons in the previous layer. The neurons within the final hidden layer are, in turn, combined to
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produce an output. This predicted value is then compared to the correct output and the difference between
the two values (the error) is fed back into the network, which in turn is updated. This feeding of the error
back through the network is referred to as back-propagation.

To illustrate this process we will take the simple example of a child learning the difference between an
apple and a pear. The child may decide in making a decision that the most useful factors are the shape, the
color and the size of the fruit — these are the inputs. When shown the first example of a fruit she may look
at the fruit and decide that it is round, red in color and of a particular size. Not knowing what an apple or a
pear actually looks like, the child may decide to place equal importance on each of these factors — the
importance is what a network refers to as weights. At this stage the child is most likely to randomly choose
either an apple or a pear for her prediction.

On being told the correct response, the child will increase or decrease the relative importance of each of the
factors to improve their decision (reduce the error). In a similar fashion a MLP begins with random weights
placed on each of the inputs. On being told the correct response, the network adjusts these internal weights.
In time, the child and the network will hopefully make correct predictions. Neural networks are examined
in Chapter 8.

Rule Induction

A common complaint with neural networks is that they are “black box” techniques; that is, it is very
difficult to work out the reasoning behind their predictions. Rule Induction is a complementary technique in
the sense that it does not suffer this problem.

Clementine contains two different rule induction (also called decision tree) algorithms: C5.0 and C&R Tree
(classification and regression tree). Both derive a decision tree of rules that try to describe distinct segments
within the data in relation to an outcome or output field. The tree’s structure openly shows the rule’s
reasoning and can therefore be used to understand the decision-making process that drives a particular
outcome. Some differences between the two algorithms will be given in Chapter 9.

To help understand rule induction, let us think about making a decision to buy a house. The most important
factor may be cost — can you afford the property? The second may be what type of property are you looking

for — a house or a condo? The next consideration may be the location of the property... etc.

Figure 7.2 Graphical Representation of a Decision Tree
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Another advantage of rule induction methods over neural networks is that the process automatically
eliminates any fields that are not important in making decisions, while most neural networks include all
inputs. This provides you with useful information and can even be used to reduce the number of fields
entering a neural net.

The C5.0 rule induction method in Clementine allows you to view the rules in two different formats: the
decision tree presentation, which is useful if the user wants to visualize how the predictor fields split the
data into subsets, and the rule set presentation which breaks the tree into collections of “IF — THEN” rules,
organized by outcome. The latter is useful if we wish to see how particular groups of input values relate to
one value of the outcome. The two available rule induction algorithms are discussed, and C5.0 is
demonstrated, in Chapter 9.

Statistical Prediction Models

Linear regression and logistic regression, the statistical modeling procedures within Clementine, make
stronger data assumptions (linear model, normality of errors for regression; linear model in log-odds form,
binomial or multinomial distribution of outcome) than do machine learning techniques. Models can be
expressed using simple equations, aiding interpretation, and statistical tests can guide field selection in the
model. In Clementine, both procedures have stepwise options that can automate input field selection when
building models. They are not as capable, at least in standard form, as neural networks in capturing
complex interactions among inputs and nonlinear relations.

Linear Regression

Linear regression is a method familiar to just about everyone these days. It is the classic general linear
model technique and is used to predict a numeric outcome field with a set of predictors that are also
numeric. However, symbolic input fields can be included by creating dummy-coded forms of these fields.
Linear regression assumes that the data can be modeled with a linear relationship. The figure below
presents a scatter plot depicting the relationship between the number of previous late payments for bills and
the credit risk of defaulting on a new loan. Superimposed on the plot is the best-fit regression line.

Figure 7.3 Linear Regression Line Superimposed on Plot
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Although there is a lot of variation around the regression line, it is clear that there is a trend in the data such
that more late payments are associated with a greater credit risk. Of course, linear regression is normally
used with several predictors; this makes it impossible to display the complete solution with all predictors in
convenient graphical form. Thus most users of linear regression focus on the statistical output.
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Linear regression modeling runs relatively quickly (single pass through the data). It is supported by
statistical tests and goodness-of-fit measures. Since the final model is in the form of a single linear
equation, model interpretation is straightforward.

Logistic Regression

Logistic or multinomial regression attempts to predict a symbolic outcome field. It is similar to linear
regression in that it uses the general linear model as its theoretical underpinning, and so calculates
regression coefficients and tries to fit cases to a line, although not a straight one. A common application
would be predicting whether or not someone renews an insurance policy.

Logistic regression actually predicts a continuous function that represents the probability associated with
being in a particular outcome category. This is shown in the figure below, which presents the two-category
outcome case. It displays the predicted relationship between household income and the probability of
purchase of a home. The S-shaped curve is the logistic curve, hence the name for this technique. The idea is
that at low income, the probability of purchasing a home is small and rises only slightly with increasing
income. But at a certain point, the chance of buying a home begins to increase in almost a linear fashion,
until eventually most people with substantial incomes have bought homes, at which point the function
levels off again. Thus the outcome variable varies from 0 to 1 because it is measured in probability.

Figure 7.4 Logistic Function
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After the procedure calculates the predicted outcome probability, it simply assigns a record to a predicted
outcome category based on whether its probability is above .50 or not. An extension of this approach is
used when the outcome field has three or more values.

As with linear regression, logistic regression produces regression coefficients and associated statistics.
Input fields can be dropped from the model based on statistical tests. The logistic regression coefficients
can be related to the predicted odds of the target outcome category. This type of information is very
powerful for decision-making. Although interaction effects (effects involving combinations of input fields)
can be explicitly built into logistic regression models, they are not usually included, so logistic regression
procedures, like linear regression procedures, are less likely to fit complex data sets than neural network or
rule induction techniques.
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Principal Components

Principal components analysis and factor analysis are data reduction techniques that can be used prior to
predictive modeling and, less so, to clustering. Principal components can replace sets of highly correlated
numeric fields with a smaller number of uncorrelated fields that are linear combinations of the original
fields. It is more likely to accompany statistical than machine learning methods, and is often used in
analyses involving survey data with many rating scale fields. For more information, see the Clementine
manuals or the Advanced Modeling with Clementine training course.

Clustering

Clustering methods help discover groups of data records with similar values or patterns. These techniques
are used in marketing (customer segmentation) and other business applications (records that fall into single-
record clusters may contain errors or be instances of fraud). Clustering is sometimes performed prior to
predictive modeling. In such instances, the customer groups might be modeled individually (taking the
approach that each cluster is unique) or the cluster group might be an additional input to the model.
Clementine offers three clustering methods: Kohonen networks, k-means clustering, and two-step
clustering.

Kohonen Networks

A Kohonen network is a type of neural network that performs unsupervised learning: that is, it has no
output or outcome to predict. Such networks are used to cluster or segment data, based on the patterns of
input fields. Kohonen networks make the basic assumption that clusters are formed from patterns that share
similar features and will therefore group similar patterns together.

Kohonen networks are usually one- or two-dimensional grids or arrays of artificial neurons. Each neuron is
connected to each of the inputs (input fields), and again weights are placed on each of these connections.
The weights for a neuron represent a profile for that cluster on the fields used in the analysis. There is no
actual output layer in Kohonen networks, although the Kohonen map containing the neurons can be thought
of as an output. The Figure below shows a simple representation of an output grid or Kohonen map.

Figure 7.5 Basic Representation of a Kohonen Network
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Note that the connections from the input neuron layer are shown for only one neuron.
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When a record is presented to the grid, its pattern of inputs is compared with those of the artificial neurons
within the grid. The artificial neuron with the pattern most like that of the input “wins” the input. This
causes the weights of the artificial neuron to change to make it appear even more like the input pattern. The
Kohonen network also slightly adjusts the weights of those artificial neurons surrounding the one with the
pattern that wins the input.

This has the effect of moving the most similar neuron and the surrounding nodes, to a lesser degree, to the
position of the record in the input data space. The result, after the data have passed through the network a
number of times, will be a map containing clusters of records corresponding to different types of patterns
within the data. Kohonen networks will be examined in Chapter 11.

K-Means Clustering

K-means clustering is a relatively quick method for exploring clusters in data. The user sets the number of
clusters (k) to be fit and the procedure selects k well-spaced data records as starting clusters. Each data
record is then assigned to the nearest of the k clusters. The cluster centers (means on the fields used in the
clustering) are updated to accommodate the new members. Additional data passes are made as needed; as
the cluster centers shift, a data record may need to be moved to its now nearest cluster.

Since the user must set the number of clusters, this procedure is typically run several times, assessing the
results (mean profiles, number of records in each cluster, cluster separation) for different numbers of
clusters (values of k).

Two-Step Clustering

Unlike the previous cluster methods discussed, two-step clustering will automatically select the number of
clusters. The user specifies a range (Minimum (Min) and Maximum (Max) for the number of clusters. In
the first step, all records are classified into pre-clusters. These pre-clusters are designed to be well
separated. In the second step, a hierarchical agglomerative cluster method (meaning that once records are
joined together to create clusters, they are never split apart) is used to successively combine the pre-
clusters. This produces a set of cluster solutions containing from Max clusters down to Min clusters. A
criterion (likelihood-based) is then used to decide which of these solutions is best.

The two-step clustering method thus has the advantage of automatically selecting the number of clusters
(within the range specified) and does not require enormous machine resources (since only the Max clusters,
not all records, are used in the second step).

Association Rules

Association rule procedures search for things (events, purchases, attributes) that typically occur together in
the data. Association rule algorithms automatically find the patterns in data that you could manually find
using visualization techniques such as the web node, but with much greater speed and they can explore
more complex patterns.

The rules found associate a particular outcome category (called a conclusion) with a set of conditions. The
outcome fields may vary from rule to rule and as a result the user does not often focus on one particular
output field. In fact, the advantage of these algorithms over rule induction is that associations can exist
between any of the fields. One disadvantage to rule associations is that they attempt to find patterns in what
is potentially a very large search space, and can be slow in running.

The two algorithms, provided by Clementine, to generate association rules are called Apriori and GRI, and
the differences between these two methods will be discussed in Chapter 12.
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The algorithms begin by generating a set of extremely simple rules. These rules are then specialized by
adding more refined conditions to them (making the rules more complex) and the most interesting rules are
stored.

Clementine allows certain restrictions on the algorithms to help speed up the process such as limiting the
number of possible conjuncts within a rule. The result is a set of rules that can be viewed but cannot be
used directly for predicting. Association rules will be demonstrated in Chapter 12.

Sequence Detection

Sequence detection methods search for sequential patterns in time-structured data. Their focus on time-
ordered sequences, rather than general association, is what distinguishes them from the association rule
methods discussed earlier. In such analyses there may be interest in identifying common sequence patterns
or in finding sequential patterns that often lead to a particular conclusion (for example, a purchase on a
web-site, or a request for additional information).

Application areas of sequence detection include retail shopping, web log analysis, and process
improvement (for example, finding common sequences in the steps taken to resolve problems with
electronic devices).

Sequence detection is applied to symbolic fields (categories) and if numeric fields are input, their values
will be treated as symbolic. That is, a field that takes the values from 1 to 100 would be treated as having
one hundred categories.

The Sequence node in Clementine uses the CARMA algorithm, which makes only two passes through the
data. It can also generate nodes that make predictions based on specific sequences. The CAPRI algorithm
add-on, which uses a different algorithm, contains pruning options that give you greater flexibility in
specifying the types of sequences of interest (for example, subsequences that appear within reported
sequences can be suppressed (pruned); only sequences that end in a specified event can be reported; should
repeating patterns be allowed within a larger sequence?). While Caprl displays the common sequences, it
does not generate nodes that produce predictions. For more details, see the Caprl User Guide. The
Sequence node will be explored in Chapter 13.

Which Technique, When?

Apart from the basics, this is a very difficult question to answer. Obviously if you have a clear field in the
data you want to predict, then any of the supervised learning techniques or one of the statistical modeling
methods (depending on the output field’s type) will perform the task, with varying degrees of success. If
you want to find groups of individuals that behave similarly on a number of fields in the data, then any of
the clustering methods is appropriate. Association rules are not going to directly give you the ability to
predict, but are extremely useful as a tool for understanding the various patterns within the data. If there is
interest in sequential patterns in data, then sequence detection methods are the techniques of choice and
some of them can be used to generate predictions.

But if you want to go further and decide which particular predicting technique will work better, then
unfortunately the answer is that it depends on the particular data you are working on. In fact, more
accurately, it depends on the particular fields you want to predict and how they are related to the various
inputs. There are suggested guidelines as to when one technique may work better than another, and we will
mention these in the following chapters, but these are only suggestions and not rules. They will be broken
on many occasions!

The advantage of Clementine is the simplicity of building the models. Neural networks, rule induction
(decision trees) and regression models can be built with great ease and speed, and their results compared.
Y ou must remember that data mining is an iterative process; models will be built, broken down, and often
even combined before the business user is happy with the results.
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One final yet important point to keep in mind when building models is that Clementine will only find rules
or patterns in data if they exist. You cannot extract a model with high predicting accuracy if no associations
between the input fields and output field exist.

Summary

In this chapter you have been introduced to a number of the machine learning and statistical modeling
capabilities of Clementine. You should now have an understanding of the different types of analyses you
can perform and the different algorithms that can help you achieve your desired outcome. In the next
chapter we will describe how to build a neural network within Clementine.
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Chapter 8

Neural Networks

Overview

e Introduce the Neural Net node

e Build a neural network

e Introduce the generated Models palette
e Browse and interpret the results

e Evaluate the model

Objectives

In this chapter we introduce how to build a neural network with Clementine. The resulting model will be
browsed and the output interpreted.

Data

Throughout the session we will continue using the credit risk data introduced in the previous chapters with
the aim to build a model that predicts the credit risk field. Following recommended practice, the data file
has been split into two (text) files—RiskTrain.txt, which will be used to build the model, and
RiskValidate.txt, a holdout sample, which will be used later on in the course.

In fact, this idea of dividing the data into two sections, one to build the model and one to test the model
(often called a holdout or validation sample), is a common practice in data mining. With a holdout sample,
you are able to check the resulting model performance on data not used fitting the model. This holdout data
sample has the known outcome field and therefore can be used to check model performance.

Introduction

In this section we will introduce the Neural Net node that builds a neural network. In the main, the default
algorithm and settings will be used. The Clementine User’s Guide contains details on alternative algorithms
and expert options, and these topics are covered in the Advanced Modeling with Clementine training course.

The Neural Network Node

The Neural Net node is used to create a neural network and can be found in the Modeling palette. Once
trained, a Generated Net node labeled with the name of the predicted field will be appear in the Generated
Models palette. This node represents the trained neural network. Its properties can be browsed and new
data can be passed through this node to generate predictions. We will investigate the properties of the
trained network node later in this chapter.

Before a data stream can be used by the Neural Net, or any node in the Modeling palette, field types must
be defined (either in the source node or a Type node). This is because it is within these nodes that the type
and direction of each field is set and this information is used by all modeling nodes. As a reminder, the
table below shows the four available direction definitions.
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Table 8.1 Direction Settings

IN The field acts as an input or predictor within the modeling

ouT The field is the output or target for the modeling

BOTH Allows the field to be act as both an input and an output in modeling. Direction suitable
for the association rule and sequence detection algorithms only, all other modeling
techniques will ignore the field.

NONE The field will not be used in machine learning or statistical modeling. Default if the field

is defined as Typeless.

Direction can be set by clicking in the Direction column for a field within the Type node or the Type tab of
a source node and selecting the direction from the drop-down menu. Alternatively, this can be done from
the Fields tab of a modeling node.

If the Stream Canvas is not empty, click File..New Stream

Place a Var. File node from the Sources palette

Double-click the Var. File node

Move to the c:\Train\Clemintro directory and double-click on the RiskTrain.txt file

Click, if not already checked, the Read field names from file check box

As delimiter, check the Tab option

Set the Strip lead and trail spaces option to Both

Click OK to return to the Stream Canvas

Place a Type node from the Field Ops palette to the right of the Var. File node named
RiskTrain.txt

Connect the Var. File node named RiskTrain.txt to the Type node

Next we will add a Table node to the stream. This not only will force Clementine to autotype the data but
also will act as a check to ensure that the data file is being correctly read.

Place a Table node from the Output palette above the Type node in the Stream Canvas
Connect the Type node to the Table node

Right-click the Table node

Execute the Table node

The values in the data table look reasonable (not shown).

Click File..Close to close the Table window

Double-click the Type node

Click in the cell located in the Type column for ID (current value is Range), and select
Typeless from the list

Click in the cell located in the Direction column for Risk (current value is In) and select
Out from the list
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Figure 8.1 Type Node Ready for Modeling
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Notice, that ID will be excluded from any modeling as the direction is automatically set to None for a
Typeless field. The RISK field will be the output field for any predictive model and all fields but ID will be
used as predictors.

Click OK
Place a Neural Net node from the Modeling palette to the right of the Type node
Connect the Type node to the Neural Net node

Figure 8.2 Neural Net Node (RISK) Added to Data Stream
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Type
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RISK

Notice that once the Neural Net node is added to the data stream, its name becomes RISK, the field we
wish to predict. The name can be changed (among other things), by editing the Neural Net node.

Double-click the Neural Net node
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Figure 8.3 Neural Net Dialog
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The name of the Network, which, by default, will also be used as the name for the Neural Net and the
generated model node, can be entered in the Model name Custom text box.

There are five different algorithms available within the Neural Net node. Within this course we will stay
with the default Quick method. The Quick method will use a feed-forward back-propagation network
whose topology (number and configuration of nodes in the hidden layer) is based on the number and types
of the input and output fields. For details on the other neural network methods, the reader is referred to the
Clementine User’s Guide, or the Advanced Modeling with Clementine training courses.

Over-training is one of the problems that can occur within neural networks. As the data pass repeatedly
through the network, it is possible for the network to learn patterns that exist in the sample only and thus
over-train. That is, it will become too specific to the training sample data and loose its ability to generalize.
By selecting the Prevent overtraining option, only a randomly selected proportion of the training data is
used to train the network. Once this proportion of data has made a complete pass through the network, the
rest is reserved as a test set to evaluate the performance of the current network. By default, this information
determines when to stop training and provides feedback information. We advise you to leave this option
turned on.

You can control how Clementine decides to stop training a network. By default, Clementine stops when it
appears to have reached its optimally trained state; that is, when accuracy in the test data set seems to no
longer improve. Alternatively, you can set a required accuracy value, a limit to the number of cycles
through the data, or a time limit in minutes. In this chapter we use the default option.

Since the neural network initiates itself with random weights, the behavior of the network can be
reproduced using the Set random seed option and entering the same seed value. Although we do it here to
reproduce the results in the guide, setting the random seed is not a normal practice and it is advisable to run
several trials on a neural network to ensure that you obtain similar results using different random starting
points.

The Options tab allows you to customize some settings:

Click the Options tab
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Figure 8.4 Neural Net: Options
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The Use binary set encoding option uses an alternative method of coding fields of set type when they are
used in the Neural Net node. It is more efficient and thus can have benefits when set type fields included in
the model have a large number of values.

A feedback graph appears while the network is training and gives information on the current accuracy of
the network. We will describe the feedback graph in more detail later.

By default, a model will be generated from the best network found (based on the test data), but there is an
option to generate a model from the final network trained. This can be used if you wish to stop the network
at different points to examine intermediate results, and then pick up network training from where it left off.

Sensitivity analysis provides a measure of relative importance for each of the fields used as inputs to the
network and is helpful in evaluating the predictors. We will retain this option as well.

The Expert tab allows you to refine the properties (for example, the network topology and training
parameters) of the training method. Expert options are detailed in the Clementine User’s Guide and
reviewed in the Advanced Modeling with Clementine training course.

In this chapter we will stay with the default settings on the majority of the above options.
To reproduce the results in this training guide:

Click the Model tab

Click the Set random seed check box
Type 233 into the Seed: text box
Click Execute

Note that if different models are built from the same stream using different inputs, it may be advisable to
change the Neural Net node names for clarity.
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Figure 8.5 Feedback Graph During Network Training
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Clementine passes the data stream to the Neural Net node and begins to train the network. A feedback
graph similar to the one shown above appears on the screen. The graph contains two lines. The red, more
irregular line labeled Current Predicted Accuracy, presents the accuracy of the current network in
predicting the test data set. The blue, smoother line, labeled Best Predicted Accuracy, displays the best
accuracy so far on the test data.

Training can be paused by clicking the Stop execution button IE' in the Toolbar (this button can be found
next to the Execute buttons).

Once trained the network performs, if requested, the sensitivity analysis and a diamond-shaped node
appears in the Models palette. This represents the trained network and is labeled with the network name.

Figure 8.6 Generated Neural Net Node Appearing in Models Palette
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Models Palette

The Models tab in the Manager holds and manages the results of the machine learning and statistical
modeling operations. There are two context menus available within the Models palette. The first menu
applies to the entire model palette.

Right-click in the background (empty area) in the Models palette

Figure 8.7 Context Menu in the Models Palette

.

RISK Load Palette. ..

Save Palette...

Clear Palette

&) Add To Project
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14 I

This menu allows you to save the models palette and its contents, open a previously saved models palette,
clear the contents of the palette or to add the generated models to the Modeling section of the CRISP-DM

project window.
The second menu is specific to the generated model nodes.
Right-click the generated Neural Net node named RISK in the Models palette

Figure 8.8 Context Menu for Nodes in the Models Palette

Models
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Save
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> Delete Delete ||
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]
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This menu allows you to rename, annotate, and browse the generated model node. A generated model node
can be deleted, exported in either PMML (Predictive Model Markup Language) or C code, or saved for
future use. The most important menu option is to browse the model:

Click Browse

For more information on a section simply expand the section by double-clicking the section (or click the
Expand All button to expand all sections at once).

To start with we will take a closer look at the Analysis section.

Expand the Relative Importance of Inputs folder
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Figure 8.9 Browsing the Generated Net Node
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The Analysis section displays information about the neural network. The predicted accuracy for this neural
network is 71.44%, indicating the proportion of the test set correctly predicted. The input layer is made up
of one neuron per numeric or flag type field. Set type fields will have one neuron per value within the set
(unless binary encoding is used). In this example, there are nine numeric or flag fields and one set field
with three values, totaling twelve neurons. In this network there is one hidden layer, containing three
neurons, and the output layer contains three neurons corresponding to the three values of the output field,
RISK. If the output field had been defined as numeric then the output layer would only contain one neuron.

The input fields are listed in descending order of relative importance. Importance values can range from 0.0
and 1.0, where 0.0 indicates unimportant and 1.0 indicates extremely important. In practice this figure
rarely goes above 0.35. Here we see that INCOME is the most important field within this current network,
closely followed by LOANS and AGE.

The sections Fields, Build Settings and Training Summary contain technical details and we will skip these
sections.

Click File..Close to close the Neural Net output window

Understanding the Neural Network

A common criticism of neural networks is that they are opaque: that is, once built, the reasoning behind
their predictions is not clear. In the following sections we will use some of the techniques learned in earlier
chapters to help you evaluate the network and understand it at a simplistic level.
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Creating a Data Table Containing Predicted Values

Generated model nodes can be placed on the Stream Canvas and treated in the same way as the other
operational nodes within Clementine; that is, the data can be passed through them and they perform an
operation (adding model-based fields to the stream).

Move the Neural Net node named RISK higher in the Stream Canvas
Place the generated Neural Net node named RISK from the Models palette to the right

of the Type node

Connect the Type node to the generated Neural Net node named RISK
Place a Table node below the generated Neural Net node named RISK
Connect the generated Neural Net node named RISK to the Table node

Figure 8.10 Placing a Generated Model on the Stream Canvas
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Figure 8.11 Table Showing the Two Fields Created by the Generated Net Node
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The generated Neural Net node calculates two new fields, $N-RISK and $NC-RISK, for every record in the
data file. The first represents the predicted RISK value and the second a confidence value for the
prediction. The latter is only appropriate for symbolic outputs and will be in the range of 0.0 to 1.0, with
the more confident predictions having values closer to 1.0.

Close the Table window
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Comparing Predicted to Actual Values

When predicting a symbolic field, it is valuable to produce a data matrix of the predicted values ($N-RISK)
and the actual values (RISK) in order to study how they compare and where the differences are.

Place a Matrix node from the Output palette to the lower right of the generated Neural

Net node named RISK
Connect the generated Neural Net node named RISK to the Matrix node

Figure 8.12 Comparing Predicted to Actual Values Using a Matrix Node
il
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Double-click the Matrix node

Put RISK in the Rows:

Put $N-RISK in the Columns:
Click the Appearance tab

Click the Percentage of row option

The Percentage of row choice will show us, for each actual risk category, the percentage of records
predicted into each of the outcome categories.

Click Execute
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Figure 8.13 Matrix of Actual (Rows) and Predicted (Columns) Credit Risk
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The model is predicting over 90% of the bad but profitable risk types correctly but only 31% of bad loss
generating risk types, with the good risk types falling in the middle of these two (62%). If we wanted to
correctly predict bad but profitable types at the expense of the other types this would appear to be a
reasonable model. On the other hand, if we wanted to predict those credit risks that were going to cause the
company a loss, this model would only predict correctly in about one third of the instances.

Close the Matrix window

Evaluation Chart Node

The Evaluation Chart node offers an easy way to evaluate and compare predictive models in order to
choose the best model for your application. Evaluation charts show how models perform in predicting
particular outcomes. They work by sorting records based on the predicted value and confidence of the
prediction, splitting the records into groups of equal size (quantiles), and then plotting the value of the
business criterion for each quantile, from highest to lowest.

Outcomes are handled by defining a specific value or range of values as a hit. Hits usually indicate success
of some sort (such as a sale to a customer) or an event of interest (such as someone given credit being a
good credit risk). Flag output fields are straightforward; by default, hits correspond to true values. For Set
output fields, by default the first value in the set defines a hit. For the credit risk data, the first value for the
RISK field is bad loss. To specify a different value as the hit value, use the Options tab of the Evaluation
node to specify the target value in the User defined hit group. There are five types of evaluation charts,
each of which emphasizes a different evaluation criterion. Here we discuss Gains and Lift charts. For
information about the others, which include Profit and ROI charts, see the Clementine User’s Guide.

Gains are defined as the proportion of total hits that occurs in each quantile. We will examine the gains
when the data are ordered from those most likely to those least likely to be in the bad loss category (based
on the model predictions).

Place an Evaluation node from the Graphs palette near the generated Neural Net node
named RISK
Connect the generated Neural Net node named RISK to the Evaluation node
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Figure 8.14 Stream with Evaluation NodeConnected to a Generated Model Node
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Double-click the Evaluation node

Figure 8.15 Evaluation Node Dialog Box
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The Chart Type options support five chart types with Gains chart being the default. If Profit or ROI chart
type is selected, then the appropriate options (cost, revenue and record weight values) become active so
information can be entered. The charts are cumulative by default (see Cumulative plot check box), which is
helpful in evaluating such business questions as “how will we do if we make the offer to the top X% of the
prospects?” The granularity of the chart (number of points plotted) is controlled by the Plot drop-down list
and the Percentiles choice will calculate 100 values (one for each percentile from 1 to 100). For small data
files or business situations in which you can only contact customers in large blocks (say some number of
groups, each representing 5% of customers, will be contacted through direct mail), the plot granularity
might be decreased (to deciles (10 equal-sized groups) or vingtiles (20 equal-sized groups)).

A baseline is quite useful since it indicates what the business outcome value (here gains) would be if the
model predicted at the chance level. The Include best line option will add a line corresponding to a perfect
prediction model, representing the theoretically best possible result applied to the data.

Click the Include best line checkbox
Click Options tab
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Figure 8.16 Evaluation Node Options Tab
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To change the definition of a hit, check the User defined hit check box and then enter the condition that
defines a hit in the Condition box. For example, if we want the evaluation chart to be based on the good
risks category, the condition would be @ TARGET = "good risk", where @ TARGET represents the target
fields from any models in the stream. The Expression Builder can be used to build the expression defining a
hit. This tab also allows users to define how scores are calculated, which determines how the records are

ordered in Evaluation charts. Typically scores are based on functions involving the predicted value and
confidence.

The Include business rule option allows the Evaluation chart to be based only on records that conform to
the business rule condition. So if you wanted to see how a model(s) performs for males in the southern part
of the country, the business rule could be REGION = "South" and SEX ="M".

The model evaluation results used to produce the evaluation chart can also be exported to a file (Export
results to file option).

Click Execute
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Figure 8.17 Gains Chart (Cumulative) with Bad Loss Credit Group as Target
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The vertical axis of the gains chart is the cumulative percentage of the hits, while the horizontal axis
represents the ordered (by model prediction and confidence) percentile groups. The diagonal line presents
the base rate, that is, what we expect if the model is predicting the outcome at the chance level. The upper
line (labeled Best) represents results if a perfect model were applied to the data, and the middle line
(labeled $N-RISK) displays the model results. The three lines connect at the extreme [(0, 0) and (100, 100)]
points. This is because if either no records or all records are considered, the percentage of hits for the base
rate, best model, and actual model are identical. The advantage of the model is reflected in the degree to
which the model-based line exceeds the base-rate line for intermediate values in the plot and the area for
model improvement is the discrepancy between the model line and the Best (perfect model) line. If the
model line is steep for early percentiles, relative to the base rate, then the hits tend to concentrate in those
percentile groups of data. At the practical level, this would mean for our data that many of the bad loss
customers could be found within a small portion of the ordered sample. (You can create bands on an
Evaluation chart [as we did earlier on a histogram] and generate a Select or Derive node for a band of
business interest.)

Examining the plot we see that across percentiles 1 through 20 or so, the distance between the model and
baseline lines grows (indicating a concentration of bad loss individuals). If we look at the 20™ percentile
value (horizontal axis), we see that under the base rate we expect to find 20% of the hits (bad losses) in the
first 20 percentiles (20%) of the sample, but the model produces over 40% of the hits in the first 20
percentiles of the model-ordered sample. The steeper the early part of the plot, the more successful is the
model in predicting the target outcome. Notice that the line representing a perfect model (Bes?) continues
with a steep increase between the 10% and 20% percentiles, while the results from the actual model flatten.

For the next forty percentiles (20 through 60), the distance between the model and base rate is fairly
constant. This suggests that the hit percentage of bad losses for these model-based percentile groups does
no better than the base-rate. Notice that the Best (perfect) model has already reached 100%. The gap
between the model and base rate for the remaining percentiles (80 through 100) narrows, indicating that
these last model-based percentile groups contain a relatively small (lower than the base rate) proportion of
bad loss individuals. The Gains chart provides a way of visually evaluating how the model will do in
predicting a specified outcome.

Another way of representing this information graphically, the lift chart plots a ratio of the percentage of
records in each quantile that are hits divided by the overall percentage of hits in the training data. Thus the
relative advantage of the model is expressed as a ratio to the base rate.
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Close the Evaluation chart window

Double-click the Evaluation node named $N-RISK
Click the Lift Chart Type option

Click Execute

Figure 8.18 Lift Chart (Cumulative) with Bad Loss Credit Group as Target
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The first 20 percentiles show lift values ranging from about 4 to 2.5, providing another measure of the
relative advantage of the model over the base rate. Gains charts and lift charts are very helpful in marketing
and direct mail applications, since they provide evaluations of how well the campaign would do if it were
directed to the top X% of prospects, as scored by the model. Such charts based on the holdout data should
also be examined.

We have established where the model is making incorrect predictions and evaluated the model graphically.
But how is the model making its predictions? In the next section we will examine a couple of methods that
may help us to begin to understand the reasoning behind the predictions.

Close the Evaluation chart window

Understanding the Reasoning Behind the Predictions

One method of trying to understand how a neural network is making its predictions is to apply an
alternative machine learning technique, such as rule induction, to model the neural network predictions. We
will introduce this approach in a later chapter.

In the meantime we will use some of the methods shown before to understand the relationships between the
predicted values and the fields used as inputs.

Symbolic Input with Symbolic Output

Based on the sensitivity analysis, a symbolic input of moderate importance for this network is marital
status. Since it and the output field are symbolic we could use a web plot, or a distribution plot with a
symbolic overlay, to understand how marital status relates to the credit risk predictions.
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Place a Web node from the Graphs palette near the generated Neural Net node named
RISK

Connect the generated Neural Net node named RISK to the Web node

Double-click the Web node

Select MARITAL and $N-RISK in the Fields box

Click Execute

Figure 8.19 Web Plot Relating Marital Status and Predicted Credit Risk
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Although we have not fine-tuned the web plot, some associations between marital status and the model
predictions are visible (for example, divsepwid and bad profit and no connection between single and bad
loss).

We next look at a distribution plot with an overlay.

Close the Web plot window

Place a Distribution node from the Graphs palette near the generated_Neural Net node
named RISK

Connect the generated Neural Net node named RISK to the Distribution node

Double-click the Distribution node

Click MARITAL in the Field: list

Select $N-RISK as the Color Overlay field

Click Execute
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Figure 8.20 Distribution of Marital Status with Predicted Credit Risk Overlay
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This figure illustrates that the model is predicting the divorced, separated or widowed individuals into the
bad profit category. The single individuals are associated with both good risk and bad profit categories.

Bad loss predictions are concentrated in the married category.

Close the Distribution plot window

Numer

ic Input with Symbolic Output

The most important numeric input for this model is income. Since the output field is symbolic, we will use
a histogram of INCOME with the predicted value as an overlay to try to understand how the network is

associating income with RISK.

Place a Histogram node from the Graphs palette near the generated Neural Net node

Figure 8.21 Histogram with Overlay of Predicted RISK [$N-RISK]

named RISK in the Stream Canvas

Connect the generated Neural Net node named RISK to the Histogram node

Double-click the Histogram node

Click INCOME in the Field: list
Select $N-RISK in the Overlay Color field list

Click Execute
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Here we see that the neural network is associating high income with good credit risk. The lower income
ranges are split roughly proportionally between the two bad credit types. By comparing this to a histogram
of income with the actual output field (RISK) as an overlay, we can assess where, in terms of income, the
model is getting it wrong.

Double-click the Histogram node

Select RISK in the Overlay Color field list
Click Execute

Note

Both graphs can be viewed at once in separate windows.

Figure 8.22 Distribution of Income with Actual Credit Risk Overlay
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It appears that there are some good credit risk individuals at the lower end of the salary scale. The model
under-predicts this group. The model also seems to be under-predicting the bad loss credit types across the
full range of income, but more noticeably at lower income levels.

Note: Use of Data Audit Node

We explored the relationship between just two input fields (MARITAL and INCOME) and the prediction
from the neural net ($N-RISK), and used the Distribution and Histogram nodes to create the plots. If more
inputs were to be viewed in this way, a better approach would be to use the Data Audit node (see Data
Quality chapter [Chapter 4]), because overlay plots could easily be produced for multiple input fields and a
more detailed plot could be created by double-clicking on it in the Data Audit output window.

Saving the Stream

To save this stream for later work:

Click File..Save Stream As

Move to the c:\Train\Clemintro directory
Type NeuralNet in the File Name: text box
Click Save
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Model Summary

In summary, we appear to have built a neural network that is pretty good at predicting the three different
RISK groups. The most important factors in the making its predictions are INCOME, LOANS and AGE.
The network appears to associate divorced, separated or widowed as those individuals likely to belong to
the bad profit group.

The neural network associates high incomes with good credit types, but does not appear to be very
successful in correctly identifying bad credit risks that create a loss for the company. It could be argued that
this latter group of individuals is the most important to identify successfully and for this reason the network
is not achieving great success.

Extensions

Ordinarily you would validate your neural network model by passing the validation data set through the
generated Neural Net node and using the Matrix node, Evaluation node, and Analysis node (to be
introduced later) to evaluate its performance (see Chapter 10). As an exercise you can edit the Var. File
node in this stream to point to the RiskValidate.txt file, execute the Matrix and Evaluation nodes, and
compare the results with those of the training data (RiskTrain.txt).

Summary

In this chapter you have been introduced, at a very basic level, to the capabilities of neural networks within
Clementine.

You should now be able to:
e  Build a neural network
e Browse the trained network and ascertain its predicted accuracy
e  Assess the network and see where errors in predictions are made
e Attempt to understand, at a simple level, how the network is making its predictions
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Chapter 9

Rule Induction

Overview

e Introduce the two rule induction nodes, C5.0 and C&R Tree
e Build a C5.0 rule

e Browse and interpret the results

e Build a Rule Set to view the rules in a different way

Objectives

In this session we introduce how to build a rule induction model within Clementine. The resulting model
will be browsed and the output interpreted. We will also show how the form of the rules can be changed
from a decision tree structure to a set of rules.

Data

Throughout the session we will continue using the credit risk training sample, RiskTrain.txt, with the aim to
build a model that helps to explain the relationships between the credit risk field and the remaining fields.

Introduction

Rule induction or decision tree methods are capable of culling through a set of predictors by successively
splitting a data set into subgroups on the basis of the relationships between predictors and the output field.
In this section we will introduce the two algorithms in Clementine that build rule induction models. We
will explain the differences between the two different algorithms and work through an example using C5.0.
As in the previous chapter on neural networks, the default settings will be used throughout and the reader is
referred to the Clementine User’s Guide for more details on alternative settings and expert options. These
topics are also covered in the Advanced Modeling with Clementine training course.

Rule Induction in Clementine

Clementine contains two different algorithms for performing rule induction: C5.0 and C&R Tree
(classification and regression trees). They are similar in that they can both construct a decision tree by
recursively splitting data into subgroups defined by the predictor fields as they relate to the outcome. They
differ in several ways that are important to users.

e  First, C5.0 only allows symbolic output fields while C&R Tree supports both symbolic and
numeric outputs. Thus either could be used to build a credit risk model in which the outcome is
composed of three categories of credit risk, but only C&R Tree could be used to build a model to
predict second year spending (in dollars) for recently acquired customers.

e (5.0 can represent solutions as decision trees (we saw an example in Chapter 7) or in rule set
form, while C&R Tree only produces decision trees. Since rule sets are arguably easier to interpret
than complex decision trees, this might be a consideration when the results must be presented to

Rule Induction 9 -1



SPSSTRANING Introduction to Clementine

clients. At the same time, a decision tree produces a unique classification for each data record,
while more than one rule in a rule set may apply to a data record, which adds complexity, but still
allows a prediction to be made (by voting).

e  When the data set is recursively split into subgroups, C&R Tree supports only binary (two group)
splits, while C5.0 supports splits with more subgroups for symbolic predictor fields (type Set).

e  The algorithms differ in the criterion used to drive the splitting. For C5.0 an information theory
measure is used: information gain ratio. When C&R Tree predicts a symbolic output, a dispersion
measure (the Gini coefficient by default) is used.

e  Both algorithms allow missing values for the predictor fields, although they use different methods.
C5.0 uses a fractioning method, which passes a fractional part of a record down each branch of the
tree from a node whose split is based on a field for which the record is missing; C&R Tree uses
substitute prediction fields, where needed, to advance a record with missing values through the
tree during training.

e Both algorithms grow large tree trees and then prune them back: a method found to be effective.
However, they differ in their pruning criteria.

e For any data set, as decision trees grow large and bushy, the percentage of cases that pass through
any given path in the tree decreases. Such bushy trees: (1) may not generalize as well to data, and
(2) may have rules that apply to tiny groups of data. Both algorithms have pruning methods that
trim back bushy decision trees. In addition, C5.0 contains options that favor accuracy (maximum
accuracy on training sample) or generality (results that should better generalize to other data).
Also, in Clementine both algorithms allow you to control the minimum subgroup size (their
definitions differ slightly), which helps avoid branches with few data records.

e (5.0 and C&R Tree will each produce a generated model node that can be browsed to examine the
decision tree. C5.0 can, in addition or alternatively, create a rule set—a collection of “If..Then”
rules grouped by outcome category.

e (5.0 contains a field winnowing option, which attempts to reduce the number of fields needed to
create the decision tree or rule set.

For these reasons, you should not expect the two algorithms to produce identical trees for the same data.
You should expect that important predictors would be included in trees built by either algorithm.

Those interested in more detail concerning the algorithms can find additional discussion in the Advanced
Modeling with Clementine training course. Also, you might consider C4.5.: Programs for Machine
Learning (Morgan Kauffman, 1993) by Ross Quinlan, which details the predecessor to C5.0, and
Classification and Regression Trees (Wadsworth, 1984) by Breiman, Friedman, Olshen and Stone, who
developed CART (Classification and Regression Tree) analysis.

Rule Induction Using C5.0

We will use the C5.0 node to create a rule induction model. It and the C&R Tree node are found in the
Modeling Palette.

Once trained, the result is a C5.0 Rule node in the Models tab of the Manager. It contains the rule induction
model in either decision tree or rule set format. By default, the C5.0 Rule node is labeled with the name of
the output field. Like the generated Neural Net node, the C5.0 Rule node may be browsed and predictions
can be made by passing new data through it in the Stream Canvas.
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As with the Neural Net node, the C5.0 node must appear in a stream containing fully instantiated types
(either in a Type node or the Types tab in a source node). Within the Type node or Types tab, the field to be
predicted (or explained) must have direction OUT or it must be specified in the Fields tab of the modeling
node. All fields to be used as predictors must have their direction set to IN (in Types tab or Type node).
Any field not to be used in the modeling must have its direction set to NONE. Any field with direction
BOTH will be ignored by C5.0.

Rather than rebuild the source and Type nodes, we use those created earlier and saved in a stream file. The
C5.0 model node will use the same direction settings in the Type node as were used for modeling with
neural networks, which are also appropriate for rule induction.

Click File..Open Stream, and then move to the c:\Train\Clemintro directory

Double-click NeuralNet.str (alternatively, open Backup_NeuralNet.str)

Delete all nodes except the Var. File node (named RiskTrain.txt) and the Type node
(right-click on a node, then click Delete, or click on a node and press the Delete
key)

Place the C5.0 node from the Modeling palette to the upper right of the Type node in the
Stream Canvas

Connect the Type node to the C5.0 node

The name of the C5.0 node should immediately change to RISK.

Figure 9.1 C5.0 Modeling Node Added to Stream
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Double-click the C5.0 node
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The Model name option allows you to set the name for both the C5.0 and resulting C5.0 rule nodes. The
form (decision tree or rule set, both will be discussed) of the resulting model is selected using the Output
type: option.

By default, a model is built using all data in the data stream for training. The Cross-validate option
provides a way of validating the accuracy of C5.0 models when there are too few records in the data to
permit a separate holdout sample. It does this by partitioning the data into N equal-sized subgroups and fits
N models. Each model uses (N-1) of the subgroups for training, then applies the resulting model to the
remaining subgroup and records the accuracy. Accuracy figures are pooled over the N holdout subgroups
and this summary statistic estimates model accuracy applied to new data. Since N models are fit, N-fold
validation is more resource intensive and reports the accuracy statistic, but does not present the N decision
trees or rule sets. By default N, the number of folds, is set to 10.

For a predictor field that has been defined as type set, C5.0 will normally form one branch per value in the
set. However, by checking the Group symbolic values check box, the algorithm can be set so that it finds
sensible groupings of the values within the field, thus reducing the number of rules. This is often desirable.
For example, instead of having one rule per region of the country, group symbolic values may produce a
rule such as:

Region [South, Midwest] ...
Region [Northeast, West] ...

Once trained, C5.0 builds one decision tree or rule set that can be used for predictions. However, it can also
be instructed to build a number of alternative models for the same data by selecting the Boosting option.
Under this option, when it makes a prediction it consults each of the alternative models before making a
decision. This can often provide more accurate prediction, but takes longer to train. Also the resulting
model is a set of decision tree predictions and the outcome is determined by voting, which is not simple to
Interpret.

The algorithm can be set to favor either Accuracy on the training data (the default) or Generality to other
data. In our example, we favor a model that is expected to better generalize to other data and so we select
Generality.

Click Generality option button

C5.0 will automatically handle noise within the data and, if known, you can inform Clementine of the
expected proportion of noisy or erroneous data. This option is rarely used.

As with all of the modeling nodes, after selecting the Expert option or tab, more advanced settings are
available. In this course, we will discuss the Expert options briefly. The reader is referred to the Clementine
User’s Guide or the Advanced Modeling with Clementine training course for more information on these
settings.

Check the Expert option button

Rule Induction 9 -4



SPSSTRANING Introduction to Clementine

Figure 9.3 C5.0: Expert Options
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By default, C5.0 will produce splits if at least two of the resulting branches have at least two data records
each. For large data sets you may want to increase this value to reduce the likelihood of rules that apply to
very few records. To do so, just click the Expert option button and increase the value in the Minimum
records per child branch box.

Click the Simple Mode option button, and then click Execute

A C5.0 Rule node, labeled with the predicted field (RISK), will appear in the Models palette of the
Manager.

Figure 9.4 C5.0 Rule Node in the Generated Models Manager
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Browsing the Model

Once the C5.0 Rule node is in the Models palette, the model can be browsed.
Right-click the C5.0 node named RISK in the Models palette, then click Browse

Figure 9.5 Browsing the C5.0 Rule Node
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The results are in the form of a decision tree and not all branches are visible. Only the beginning of the tree
is shown.

The first line indicates that LOANS is the first split field in the tree and that if LOANS <= 0, then RISK is
predicted to be good risk. The Mode area lists the modal (most frequent) output value for the branch. The
mode will be the predicted value, unless other fields differentiate among the three risk groups. In that case
we need to unfold the branch; the second line provides an example of this. In the group of records where
LOANS >0, the category bad profit has the highest frequency of occurrence (Mode: bad profit). However,
no prediction of RISK can be given because there are other fields within this group that differentiate among
the three risk categories.

To unfold the branch LOANS > 0, just click the expand button ©"

Click @ to unfold the branch LOANS > 0
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Figure 9.6 Unfolding a Branch
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STORECAR appears to be the next split field. Again, the risk group cannot be predicted as there are other
fields that should be taken into account for the prediction. We can once again unfold each separate branch

to see the rest of the tree, but we will take a shortcut:
Click the All button in the Toolbar

Figure 9.7 Fully Unfolded Tree
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If we are interested in the bad profit risk group, one group are those where LOANS > 0, STORECAR <=3
and INCOME <= 25049, and LOANS <=2. To get an idea about the number of records and the percentage
of bad profit records within such branches we ask for more details.

Click Show or hide instance and confidence figures in the toolbar

Figure 9.8 Instance and Confidence Figures Shown
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INCOME <= 21872 [Mode: bad profit] => bad profit (27, 0.63)

Branch predicting
bad profit
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Q- STORECAR =3 [Mode: bad loss ] (574)
@ MARITAL = divsepwid [Mode: bad profit] (362

[4]

The branch described in the fifth line informs us that 1,267 records had loans, three or fewer store credit
cards, income less than or equal to 25,049, and two or fewer loans. The confidence figure for this set of
individuals is 0.878 and represents the proportion of records within this set correctly classified (predicted to
be bad profit and actually being bad profit).

If you scroll to the bottom of the decision tree (not shown), you will find a branch with 0 records.
Apparently, no singles were present in the group LOANS > 0, STORECAR > 3. On the other hand,
Clementine has the information from the Type tab that MARITAL has three groups. If we were to score
another dataset with this model, how should singles having loans and more than 3 store cards be classified?
Clementine assigns the group the modal category of the branch. So, as the mode in the LOANS > 0 and
STORECAR > 3 group is bad loss, the singles inherit this as their prediction.

If you would like to present the results to others, an alternative format is available that helps visualize the
decision tree. The Viewer tab allows you to do so.

Click the Viewer tab
Click the Decrease Zoom ﬂ tool (to view more of the tree)
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Figure 9.9 Decision Tree in the Viewer Tab
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The root of the tree shows the overall percentages and counts for the three risk groups. Furthermore, the

modal category is highlighted.

The first split is on LOANS, as we have seen already in the text display of the tree. Similar to the text
display, we can decide to expand or collapse branches. In the right corner of some nodes a — or + is
displayed, referring to an expanded or collapsed branch, respectively. For example, to collapse the tree at

node 2:

Click =l in the lower right corner of node 2
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Figure 9.10 Collapsing a Branch
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In the Viewer tab, toolbar buttons are available for zooming in or out; showing frequency information as

graphs and/or as tables; changing the orientation of the tree; and displaying an overall map of the tree in a
smaller window (tree map window) that aids navigation in the Viewer tab.

Generating and Browsing a Rule Set

When building a C5.0 model, the C5.0 node can be instructed to generate the model as a rule set, as

opposed to a decision tree. A rule set is a number of IF ... THEN ... rules which are gathered together by
outcome

A rule set can also be produced from the Generate menu when browsing a C5.0 decision tree model.
In the C5.0 Rule browser window, click Generate..Rule Set

Figure 9.11 Generate Ruleset Dialog
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| 0134 || Cancel |

| Anply || Help \

Note that the default Rule set name appends the letters “RS” to the output field name. You may specify
whether you want the C5.0 Ruleset node to appear in the Stream Canvas (Canvas), the generated Models
palette (GM palette), or both. You may also change the name of the rule set and lower limits on support
(percentage of records having the particular values on the input fields) and confidence of the produced rules
(percentage of records having the particular value for the output field, given values for the input fields).
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Set Create node on: to GM Palette
Click OK

Figure 9.12 Generated C5.0 Rule Set Node

_ Maodels
I
':?_f?; 4 Generated Rule Set
RISk for RISK
RISKRS
4] | »

Click File..Close to close the C5.0 Rule browser window
Right-click the C5.0 Rule Set node named RISKRS in the generated Models palette in
the Manager, then click Browse

Figure 9.13 Browsing the C5.0 Generated Rule Set

?h . | B File %) Generate @ @|

Ol ]z]s]a]l e [[E] @

@ ] Rules for bad loss - contains 4 rulegs)

@ 3 Rules for bad profit- contains 7 mileds)

@ 7 Rules for good risk - contains 3 rule(s)
D| Default had profit

Ll'ulndel LSumman.-' LSEttings Lnnnutatiuns |

o] [l | o ][ ees

Apart from some details, this window contains the same menus as the browser window for the C5.0 Rule
node.

Click All button to unfold
Click Show or hide instance and confidence figures button in the toolbar

The numbered rules now expand as shown below.
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Figure 9.14 Fully Expanded C5.0 Generated Rule Set

n ‘E"E ) Generate @ @‘

(D[]0l ]Elle

@ [T Rules for bad l0ss - contains 4 rule(s)
@ Rule 1 for bad loss (26,0538
if LOAMS =0
and STORECAR ==3
and INCOME == 25049
and LOAMS =2
and INCOME = 21872
then bad loss
@ Rule 2 for bad loss (14, 0642)
it LOAMS = 0
and STORECAR ==3
and INCOME = 25049
and  HOWPAID = weelly
and MUMCARDS =14
and GEWDER =1
then bad loss
@ Rule 3for bad loss (41,0512
if LOAMS =0
and STORECAR =3 |
and MARITAL = divsepwid =2

LMndeI LSummary LSeﬂings LAnnutatinns |

| Ok || Cancel | | Apply || Reset

For example Rule #1 (bad loss): If the person has more than two loans, 3 or fewer store cards and income
above 21,872 but no more than 25,049, then predict bad loss. This form of the rules allows you to focus on
a particular conclusion rather than having to view the entire tree.

The Settings tab allows you to export the rule set in SQL format, which permits the rules to be directly
applied to a database.

Click File..Close to close the Rule set browser window

Understanding the Rule and Determining Accuracy

Unlike the generated Neural Net node, the predictive accuracy of the rule induction model is not given
directly within the C5.0 node. In the next chapter we will introduce the Analysis node that provides
information on model performance; however, at this stage we will use the same approach as in the last
chapter.

Creating a Data Table Containing Predicted Values

Place the generated C5.0 Rule node named RISK from the Models palette in the
Manager to the right of the Type node

Connect the Type node to the generated C5.0 Rule node named RISK

Place a Table node from the Output palette below the generated C5.0 Rule node named
Risk

Connect the generated C5.0 Rule node named RISK to the Table node

Right-click the Table node, then click Execute and scroll to the right in the table
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Figure 9.15 Two New Fields Generated by the C5.0 Rule Node

[ Table (14 fields, 2,455 records) I ] 4

File |~ Edit %) Generate ]@”j"ﬂ @

| MORTGAGE| STORECAR | Loans | Risk | $c-RISK | scc-risk| |

1 y 2 O/good risk [good risk 0.5849)|~
/ RISk 2 y 1 Olbad loss |good risk 0.5849
3 y 1 1lbad loss |good risk 0.487
-2 4 i 1 Ojgood rigk jgood rigk 0.589
e > ‘?'a y |l ¥ 2 0/good risk good risk 0.580
- la} y 1 1/good risk [good risk 0.437
risktrain bt tvpe RIgK 7 y 2 1|bad loss |good risk 0.487
$ a y 2 1lgood risk [good risk 0.4a87
9 y 1 1bad profit [good risk 0.487
10 i 1 Olbad profit \good risk 0.589
EEEE 11 y 1 Obad logs |good risk 0.529
12 Y 2 O/good risk [good risk 0.5849

13 y 1 1|bad profit [good risk 0487 |

Table i ¥ 2 1|bad loss_|good risk 0487 ||

4 il |

Two new columns appear in the data table, $C-RISK and $CC-RISK. The first represents the predicted
value for each record and the second the confidence value for the prediction.

Click File..Close to close the Table output window

Comparing Predicted to Actual Values

As in the previous chapter, we will view a data matrix to see where the predictions were correct and
evaluate the model graphically with a gains chart.

Drag the €5.0 model node named RISK above the Type node

Place a Matrix node from the Output palette above the generated C5.0 Rule node
named RISK

Connect the generated C5.0 Rule node named RISK to the Matrix node

Double-click the Matrix node

Select RISK in the Rows: list

Select $C-RISK field in the Columns: list

Click the Appearance tab

Click the Percentage of row check box

Click Execute

Figure 9.16 Matrix of Actual (Rows) and Predicted (Columns) Credit Risk
=10 =]

[c)

[l Matrix of RISK by $C-RISK

El File D) Edit @@ Generate E

FC-RISK
RISk hadloss | badprofit | goodrisk |
had loss Count 231 228 100
Row % 41.324 40.757 17.659
had profit Count 40 1311 124
Row % 2.712 58.681 5.407
good risk |Count 22 118 283
Row % 5,226 27.563 G7.221

Cells contain: cross-tabulation of fields

| Matrix | Appearance | Annotations |
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The model predicts about 67% of the good risk category correctly, almost 89% of the bad but profitable
risks, and 41% of the bad with loss risks correctly. These results are a bit worse than those found with a
neural network for the bad profit category (89% versus 90%), but better for the bad loss (41% versus 31%)
and good risk (67 versus 63%) categories. Overall, the decision tree has performed better on the training
file and we will compare the models on validation data in Chapter 10.

Click File..Close to close the Matrix window
To produce a gains chart for the bad loss group:
Place the Evaluation chart node from the Graphs palette to the right of the generated
C5.0 Rule node named RISK
Connect the generated C5.0 Rule node named RISK to the Evaluation chart node

Double-click the Evaluation chart node, and click the Include best line checkbox
Click Execute

Figure 9.17 Gains Chart of Bad Loss Credit Group

E Evaluation of [$C-RI5K] : Gains #1 ! O E
File ~ Edit {3 Generats @@E[_HI ’E@
100 -
’_,/
a0 L il /
/ L~ /
a0 // /
- /

% Gain

a0 //
. / /
/ RISK
/ e Best
— 3C-RISK
10 20 30 40 50 60 70 80 o0 100

FPercentile

]

RISK="had loss"

LGraph anpearance LAnnotations |

The gains line ($C-RISK) rises steeply relative to the baseline, indicating the hits for the bad loss outcome
are concentrated in the percentiles predicted most likely to contain bad losses according to the model. This
gains line is similar to the one for the bad loss category based on the neural net model (Figure 8.17).

Click File..Close to close the Evaluation chart window

Changing Target Category for Evaluation Charts

By default, an Evaluation chart will use the first target outcome category to define a hit. To change the
target category on which the chart is based, we must specify the condition for a User defined hit in the
Options tab of the Evaluation node. To create a gains chart in which a hit is based on the good risk
category:

Double-click the Evaluation node
Click the Options tab
Click the User defined hit checkbox

Click the Expression Builder button ==l in the User defined hit group
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Click @Functions on the functions category drop-down list

Select @TARGET on the functions list, and click the Insert button E

Click the = button |_=J

Right-click RISK in the Fields list box, then select Field Values

Select good risk, and then click Insert button

Figure 9.18 Specifying the Hit Condition within the Expression Builder

' Expression Builder - [$C-RISK] : User Hit Condition

FTARGET = "good risk™
++| @ Functions v | s |7 Fietas
Functian | Return | ;] A Type | Field Storage
@BLANKIFIELD) Boolean |« * | rem| a MARITAL String
oolean | mi nteger
@NULLFIELD) Bool I il f MUMKIDS It
@TODAY String [ f MNUMCARDS Integer
@OIFF1{FIELD]) Real —] =] HOYWPAID String
@OIFF1(FIELD1,FIELDZ) |Real i] == |ow MORTGAGE String
@DIFF2(FIELL) Real = | f’=| f STORECAR Integer
@OIFF2(FIELD1,FIELDZ) |Real d f LOAMNS Integer
@INDEX Integer %()]i] & RISK String
@LAST_MOMN_BLAMKIFI... |Any | ><J &  [5CRIZK String
EMAFIELDY) Murnber | L] & FCC-RISK Real
BLANK{FIELD})

Returns true ifthe value of FIELD is blank according to the definition for FIELD in ah upstrearn type node.

[¥] Check expression before saving

W/ Check || Help |

The condition (good risk is the target value) defining a hit was created using the Expression Builder. Note

the expression will be checked when OK is clicked.
Click OK

Figure 9.19 Defining the Hit Condition for RISK

| [e]

[¥] User defined hit

Conditian: ‘@TARGET: g00d risk ‘
[C] User defined score

| =
[J include business rule

[C] Export results ta file

lPIut lomiuns anpearance LOutput LAnnmatiuns |

| aK || P Execute || Cancel |

In the evaluation chart, a hit will now be based on the good risk target category.
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Click Execute

Figure 9.20 Gains Chart for the Good Risk Category

Y Evaluation of [$C-RISK] : Gains #2 =

B File |~ Edit ¢) Generate @@Q[_Ij] @

o]

VPRS2
I VA
VAR

I
/-

% Gain

20
RISK

= Best

= JC-RISK
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RISK="good risk'

LGraph anpearance Lnnnotations ‘

The gains chart for the good risk category is better (steeper in the early percentiles) than that for the bad
loss category. For example, the top 20 model-ordered percentiles contain over 60% of the good risks.

Click File..Close to close the Evaluation chart window
To save this stream for later work:

Click File..Save Stream As

Move to the c:\Train\Clemintro directory
Type C5 in the File name: text box

Click Save

Understanding the Most Important Factors in Prediction

An advantage of rule induction models over neural networks is that the decision tree form makes it clear
which fields are having an impact on the predicted field. There is no great need to use alternative methods
such as web plots and histograms to understand how the rule is working. Of course, you may still use the
techniques described in the previous chapter to help understand the model, but they may not be needed.

Unlike the neural network, there is no sensitivity analysis performed on the model. The most important
fields in the predictions can be thought of as those that divide the tree in its earliest stages. Thus in this
example the most important field in predicting risk is LOANS (number of loans). Once it has divided the
data into two groups, those with loans and those without, it next makes predictions based on income and
number of store cards held.
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Summary

In this chapter you have been introduced to the two rule induction algorithms within Clementine, C5.0 and
C&R Tree.

You should now be able to:
e  Build a rule induction model using C5.0
Browse the model in the form of a decision tree
Generate a rule set form of the model
Look at the instances and confidence of a decision tree branch and interpret the model
Change the hit condition in an evaluation chart
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Chapter 10

Comparing and Combining Models

Overview

e Introduce the Analysis Node

e Compare Models using Evaluation charts and Analysis Node
e Compare Models on Validation Data

e  Using Rule Induction with Neural Networks

Objectives

In this session we will introduce the Analysis node as a way of assessing the performance of models and
demonstrate a way of comparing the results of different models. We will also compare models within an
evaluation chart and then compare two models using a validation data set. We also introduce approaches to
combining the results of different models.

Data

We will continue using the training portion of the credit risk data, RiskTrain.txt, to predict credit risk
(RISK). For the validation analysis, we use a separate validation sample (RiskValidate.txt).

Introduction

In this chapter we will compare the neural network model to the C5.0 rule induction model. The Analysis
node will be introduced as a way of assessing different models and an evaluation chart, introduced earlier,
will be used for the same purpose. It is important to evaluate models using validation data and we will
demonstrate how to do so with a slight modification to a stream pointing to the training data.

Comparing Models

To be able to compare models, they need to be within the same stream and connected to the same data
source node. We will place the generated model nodes we created in the two previous chapters into the
same stream.

Click File..Open Stream, then move to the c:\Train\ClemIntro directory
Double-click NeuralNet.str (alternatively, use Backup_NeuralNet.str)
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Figure 10.1 Stream that Builds and Explores a Neural Network Model

T

A\

MARITAL

Tahle RISK x FN-RISkK A

[$M-RISK]

This stream contains a data source (Var. File) node; a Type node with RISK specified as the output field;
and a generated Net node containing the neural net model run in Chapter 8. After removing unneeded
nodes, we will rerun the C5.0 rule induction model (done in Chapter 9) and add its generated Rule node to
the stream.

Delete all nodes downstream of the generated Net node [delete all graph nodes, the
Table and Matrix nodes] (right-click on a node, then click Delete; or click on a
node and then press the Delete key)

Place the C5.0 node from the Modeling palette to the lower right of the Type node in the
Stream Canvas

Connect the Type node to the C5.0 node

Double-click on the C5.0 node

Click the Favor Generality option button

Click Execute

Once the algorithm has finished, a generated C5.0 Rule node will appear in the Generated Models palette of
the Manager.

Place the generated C5.0 Rule node from the Generated Models palette to the right of

the generated Net node in the Stream pane
Connect the generated Net node to the generated C5.0 Rule node

Figure 10.2 Stream Containing Neural Network and Rule Induction Models

Tl
/ RISK
s -8
g —_— gy P ;- .
2 T Ta
RiskTrain td Type \ RISK RISK

RISK

We have two generated model nodes within the same stream connected to a data source, and can now
compare these models using the Analysis node.
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Analysis Node

The Analysis node is used to evaluate how well predicted values from a generated model fit the actual
values. The node can also be used to compare predicted fields from different models and ascertain their
overlap, that is, how often they agree in their predictions.

Place an Analysis node from the Output palette to the right of the C5.0 Rule node in the
Stream Canvas
Connect the C5.0 Rule node to the Analysis node

The Analysis node may be edited to obtain coincidence matrices (also called misclassification tables or
confusion matrices— we produced these using the Matrix node) and additional performance statistics. For
our purposes the default settings are all that are required. The Help system and Clementine User’s Guide
contain details on all the options.

Right-click the Analysis node, then click Execute

Figure 10.3 Analysis Output Comparing Neural Net and Rule Induction Models

Analysis of [RISK] =13l
B File | Edit E @
| £ Collapse Al ‘ B Expand Al

@ Results for output field RISK
Q- Individual Models
& Comparing §C-RISK with RISk

Correct 1825 74.34%
Wrong 530 25.66%
Total 2455
& Comparing Fr-RISK with RISk
Correct 1768 72.02%
Wrong 687 27.958%
Total 24545
@ Agreement between FC-RISK SN-RISK
Agree 2322 94.598%
Disagree 133 542%
Total 24485
@ Comparing Agreerment with RISK
Correct 1742 75.01%
Wrong 580 24.958%
Total 2322

Lnnalysis Lnnnutatiuns |

The first section compares the actual values of RISK with those predicted using the C5.0 rule model, $C-
RISK. The second section compares RISK values with those predicted using the Neural Net node, $N-
RISK. The final section details the level of agreement between the two different predicted fields.

For the training data, the C5.0 model gets about 74% of its predictions correct while the neural network
achieves about 72% correct. On the training data, the decision tree slightly outperforms the neural network

overall.

The comparison shows that the two models agree for about 94.5% of the records and when they agree, the
predictions are correct in about 75% of the instances.

Close the Analysis output window
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Evaluation Charts for Model Comparison

Evaluation charts can easily compare the performance of different models. To demonstrate we will create a
gains chart based on the predictions from the neural network and rule induction models.

Place the Evaluation chart node from the Graphs palette to the lower right of the
generated C5.0 Rule node in the Stream pane

Connect the generated C5.0 Rule node to the Evaluation chart (named Evaluation)
node

Right-click the Evaluation chart node, then click Execute

Figure 10.4 Gains Chart Results (Bad Loss Category) for Two Models
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]\Graph anpearance Lnnnutatiuns |

Now two lines (one for each model) appear in addition to the baseline. The models perform similarly with a
slight advantage to the C5.0 model appearing in the 10™ through 20™ percentiles. Thus under the settings
we used, the C5.0 model would be a bit more effective in predicting bad loss. Of course, this chart should
also be viewed using validation data, which we turn to next. In this way, different models can be compared
in gains, lift, profit, or ROI chart form.

Close the Evaluation chart window

Comparing Models Using Validation Data

The model comparison we just ran used the same data as were used in the original model estimation. We
discussed earlier that it is better, when evaluating an individual model or when comparing models, to use a
separate validation sample. We will now compare the models using data stored in the RiskValidate.txt file.

Given that our stream already passes the data though the two generated model nodes and contains an
Analysis and Evaluation chart node, we can easily switch to the validation data by changing the file
reference in the data source node (Var. File node). Once that is done, we need only execute the output
nodes of interest and summaries will be produced based on the validation file.
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Double-click on the Var. File node (named RiskTrain.txt)
Replace RiskTrain.txt with RiskValidate.txt in the File box

Figure 10.5 Reading Validation Data into a Stream

>\ |2l Refresn | @
CiTraimClemintrmRiskvalidate td
File: |C:xTrainlCIemlnterRisWalidate.bct HE

I AGE INCOME GENDER MARITAL WNIMEIDS NUMCARDS HOj =~
100418 34 59508 m warried 1 1 mo:
100657 41 59278 m warried 1 2 mo:
la0698 42 58785 £ warried 0 2 moz
[+

[¥] Read field names from file [C] Specify number of fields :I

Skip header characters: 0 j EOL comment characters:

Sttip lead and trail spaces: ) None ) Left (' Right (@' Both

Invalid characters: @) Discard ' Replace with

~Delimiters Quotes

[_] Space [vl Comma [v¥] Tab Single guotes: |Discard -
[¥] Newline [_| Other Double guotes: | Discard -

[_] Mon-printing characters

Decimal symbol: Stream default
[_] Allowe multiple blank delimiters
Lines to scan far type: Sﬂil

| File | Data | Filter | Types | Annotations |

| QK || Cancel | | Anply || Reset |

The source node now points to the validation data file.
Click OK
Now we rerun the Analysis node.

Right-click the Analysis node
Click Execute
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Figure 10.6 Analysis Output Comparing Neural Net and Rule Induction Models on Validation Data
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The typical outcome when validation data are passed through a model node is that the accuracy drops a
small amount. If accuracy drops by a large amount, it suggests that the model overfit the training data or
that the validation data differ in some systematic way from the training data (although random sampling is
typically used to minimize the chance of this). Here the accuracy of both models improved in the validation
sample. While this is a welcome result, it is also uncommon.

The C5.0 model is correct for about 79% of the validation records, which represents an increase from the
74% we found in the training data. Similarly, the neural network is correct for about 79% of the validation
records- an increase over the 72% found in the training data. Thus the results from the validation data
suggest that the models give very similar results. Since the overall difference in accuracy is quite small,
other considerations, such as transparency of the model, could play a role in deciding which model to use.

In this way, a validation sample serves as a useful check on the model accuracy reported with the training
data.

Close the Analysis window
Before proceeding, we will restore the training data to the stream.
Double-click on the Var. File node (named RiskValidate.txt)

Replace RiskValidate.txt with RiskTrain.txt in the File box
Click OK
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Using Rule Induction with Neural Networks

Using Rule Induction before Neural Networks

A point to bear in mind, when using neural networks other than the Prune algorithm in Clementine, is that
all fields presented to the algorithm as inputs will be used in the network. This can have two associated
problems:

e  The more fields in a network, the longer it can take to train

e Fields that do not have an impact on the output field, remain in the model

Since it is very clear which fields are being used within a rule induction model, and for large files rule
induction models tend to be much faster to train than neural networks, these algorithms can be used as a
preprocessing tool to reduce the number of input fields entering a neural network.

To illustrate how to use rule induction to achieve this, we will return to the generated C5.0 Rule node
within the Stream Canvas and browse the node. A Filter node that discards fields not used in the rule
induction model can be automatically generated by clicking Generate..Filter node within the C5.0 Rule
browser window.

Right-click the C5.0 Rule node named RISK in the Stream Canvas, then click Edit
Click Generate..Filter node in the C5.0 Rule browser window
Close the C5.0 Rule browser window

A Filter node labeled (generated) appears in the top left corner of the Stream Canvas.
Drag the Filter node to right of the Type node in the Stream canvas
Connect the Type node to the Filter node

Double-click the Filter node

Figure 10.7 Filter Node Generated from C5.0 Rule
4 (generated) x|

@| @

ﬂ @@ Fields: 12 in, 3 filtered, 0 renamed, 9 out
Figld | Filter | Figld |

In] > In]

AGE —— AGE

INCOME — IMZOME

GENDER —_— GEMDER

MARITAL — MARITAL
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MORTGAGE > MORTGAGE

STORECAR e STORECAR

LOAMS — LOAMS

RISK —_— RISK

® \fiew current fields ' View unused field settings

| Fiter [“Annotations |

Cancel

In addition to the ID field, which was typeless, AGE and MORTGAGE are excluded. We could connect a
Neural Net node downstream of this Filter node and train a neural network on the fields used by the C5.0
rule induction model. In this way we would use C5.0 to reduce the number of input fields used by the
neural network. This can reduce processing when large numbers of fields and records are involved in

| Apply || Reset |
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modeling. The Winnow Attributes option, available as a C5.0 expert option, attempts to build a C5.0 model
using fewer input fields. This can further reduce the number of fields passed as inputs to a neural network.

The resulting stream would look similar to the one shown below.

Figure 10.8 Filter Node Discarding Fields Not Used By a C5.0 Model (Prior to Running a Neural
Network Model)

®@-®—~@-®

RiskTrain b r,le fgenerated) RISK

RISK

Using Rule Induction after Neural Networks

In Chapter 8, we described a number of different methods to help understand the reasoning behind the
neural network’s predictions. In that chapter we also mentioned that rule induction might be used to help
interpret a neural network. We now consider this. The basic logic involves using rule induction to fit the
predictions from the neural network model. Since rules are relatively easy to interpret, this may provide
insight into the workings of the neural network. We must be aware, however, that we are using one type of
model to fit and explain a different type of model, which has limitations.

To help interpret the neural network we will attempt to predict the generated field $N-RISK (the predicted

output from the neural network) using rule induction and the fields used as inputs to the neural network. In

order to predict the field, $N-RISK, generated by the network, the C5.0 node will be placed downstream of
the generated Net node.

Delete the Analysis node, Evaluation chart node, the generated C5.0 Rule node, and
the generated Filter node (right-click on a node, then select Delete from the
context menu)

Place a Type node from the Field Ops palette to the right of the generated Net node
named RISK

Connect the generated Net node named RISK to the Type node

Double-click the new Type node

Within the Type node dialog:

Set the Direction of RISK and $NC-RISK fields to NONE (click in Direction cell and
select None from the drop-down list)

We do not want to use the actual risk values or the confidence of the network predictions as inputs.

Set the Direction of $N-RISK to OUT (click in the Direction cell and select Out from the
drop-down list)
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Figure 10.9 Type Node for Input to C5.0 Modeling Node to Predict Neural Network Results
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Click OK

Place a C5.0 node from the Modeling palette to the right of the new Type Node in the
Stream Canvas

Connect the new Type node to the new C5.0 node

Right-click the new C5.0 node named $N-RISK, then click Execute

A new C5.0 Rule node, labeled $N-RISK, should appear in the generated Models palette in the Manager.

Right-click the generated C5.0 Rule node named $N-RISK in the generated Models
palette of the Manager, then click Browse
Click the All button

Click the Show instances/confidences figure button

Figure 10.10 Browsing the C5.0 Rules Based on the Neural Network Predictions
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Bl File 1) Generate @ @
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STORECAR == 3 [Mode: bad profit] =» bad profit (1,599 0.9595)
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MARITAL = diveepwid [Mode: bad profit] =» bad profit (362 0,992
Q- MARITAL = married [Mode: bad loss 1 (212)
@ AGE == 30 [Mode: bad profit] (20)
LOAMNS == 1 [Mode: bad loss | =+ badloss (5 1.0)
LOAMS =1 [Mode: bad profit] =+ bad profit (15, 0.567)
AGE = 30 [Mode: bad loss ] =+ bad loss (1592, 0.95)
MARITAL = single [ Mode: bad profit] =» bad profit (0)
INCOME = 28986 [Mode: good risk | =» goodrisk (403, 1.0
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The neural network appears to be predicting records with income over 29,986, or below this but with no
loans, as good credit risks. Those records with income at or below 29,986 and with loans are predicted as
bad credit risks. They are classified as profitable or loss creating based on whether they have a large
number of store cards, their marital status, number of loans and age.

We are now a little closer in understanding the reasoning behind the neural network’s predictions.

Summary

In this chapter you have been introduced to some ways of comparing models on the same data and in how
to use a validation data sample to evaluate models.

Y ou should now be able to:

e  Use the Analysis node to quantify the performance of a predictive model
Use the Analysis node to compare different predictive models

Evaluate models using a validation data set

Use decision trees to discard fields prior to modeling with neural networks
Use decision trees to gain insight into neural network models

Comparing and Combining Models 10 - 10
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Chapter 11

Kohonen Networks

Overview

e Introduce the Kohonen node
e  Build a Kohonen network
e Interpret the results

Objectives

In this session we will introduce the Kohonen node as a way of segmenting or clustering your data. The
results will be interpreted.

Data

In this chapter we will attempt to segment a data set containing shopping information, Shopping.txt. The
file contains fields that indicate whether or not, during a customer visit, a customer purchased a particular
product. Thus each record represents a store visit in which at least one product was purchased. The file also
contains basic demographics, such as gender and age group, which will be used to help interpret the
resulting segments.

Introduction

Kohonen networks perform unsupervised learning; an Out field is not specified and the model is, therefore,
not given an existing field in the data to predict. As described in Chapter 7, Kohonen networks attempt to
find relationships and overall structure in the data. The output from a Kohonen network is a set of (X, Y)
coordinates, which can be used to visualize groupings of records and can be combined to create a cluster
membership code. It is hoped that the cluster groups or segments are distinct from one another and contain
records that are similar in some respect.

In this chapter we will attempt to segment a data set containing purchase information.

Kohonen Node

The Kohonen node is used to create a Kohonen network and is found in the Modeling palette within
Clementine.

As with neural networks, the trained network will result in a generated Kohonen model node in the
generated Models palette in the Manager. Browsing this node will give information on the structure of the
Kohonen network and graphical profiles of the clusters are provided in the cluster viewer.

First we need create a source node to read in the data, and then instantiate the field types.
Place a Var. File node from the Sources palette into the Stream Canvas

Double-click the Var. File node
Select Shopping.txt (in c:\Train\Clemintro) as the File
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Make sure the Read field names from file option is checked

Click the Delimiters: Tab check box

Click the Types tab

Right-click on any field and choose Select All from the context menu
Right-click on any field and click Set Type..Discrete from the context menu
Click Read Values button (to instantiate the field types), then click OK
Click OK to return to the Stream Canvas

Place a Table node from the Output palette above the Var. File node
Connect the Var. File node to the Table node

Execute the Table node

Figure 11.1 Table Node Displaying Part of the Shopping.txt Data
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We want to segment the data based on purchasing behavior, and need to set all other fields to direction
None so that they are not used in the Kohonen network. We could do this within the Types tab of the Var.
File node or add a Type node. However, we can also select fields for analysis from within a modeling node
and we will take this approach.

Close the Table node

Place a Kohonen node from the Modeling palette to the right of the Var. File node
Connect the Var. File node to the Kohonen node

Double-click the Kohonen node

Click the Fields tab

Click the Use custom settings option button

Click the Field list &I button, select Ready made to Tinned Goods, then click OK

We are now ready to train a Kohonen Network.
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Figure 11.2 Selecting Fields for Modeling in the Fields Tab

4 Kohonen x|
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By default, the direction settings from the Type node or Types tab in a source node will determine which
fields a modeling node will use. Here we have specified the fields directly in the modeling node. Modeling
nodes that distinguish between input and output fields would contain two field lists.

Note that the purchase item fields are of flag type.
Click the Model tab

Figure 11.3 Kohonen Node Dialog
4 Kohonen |

| @

Model name: @ Auto ) Custom | |

[] Continue training existing model v Show feedback graph
Stop on: (®) Default

) Time {mins)

[_| Set random seed Seed:

| Fields | Model | Expert | Annotations |

| [o]34 H B Execute H Cancel | | Apply H Reset

The name of the Kohonen network, as in other modeling nodes, can be specified in the Custom Model
name text box.
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By default, each time you execute a Kohonen node, a completely new network is created. If you select the
Continue training existing model option, training continues with the last network successfully produced by
the node.

The feedback graph appears while the network is training and gives information on the progress of the
network. It represents a grid of output nodes. As a Kohonen node wins data records, its cell becomes a
deeper shade of red. The deeper the shade, the greater is the number of records in the node (cluster). The
size of the grid can be thought of as the maximum number of possible clusters required by the user. This
can vary and is dependent on the particular application. The size of the grid can be set on the Expert tab.

The Kohonen network can be set to stop training either using the default (a built-in rule of thumb—see the
Clementine User’s Guide) or after a specified time has elapsed.

Similar to the Neural Net node, the Set random seed option is used to build models that can be reproduced.
This is not normal practice and it is advisable to run Kohonen several times to ensure you obtain similar
results using random starting points. For our purposes, however, we will fix the random seed value, so that
the network in this guide can be reproduced.

Click the Set random seed check box
Type 1000 in the Set random seed text box

The Expert tab, when chosen, reveals additional settings and allows you to further refine the Kohonen
network algorithm. In this chapter we will stay with most of the default settings. The only thing we want to
change in the Expert tab is the size of the grid of output nodes to 3 by 3. Note that this would be a rather
small topology (grid) for a typical Kohonen network application, but has the advantage of running quickly.
(See the Clementine User’s Guide or the Advanced Modeling with Clementine training course for
information on other Expert settings.)

Click the Expert tab

Click the Expert Mode option button
Type 3 in the Width: text box

Type 3 in the Length: text box

Figure 11.4 Kohonen Network Dialog (Expert Tab)

| @]
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Click Execute
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Clementine now passes the data through the Kohonen node and begins to train the network. A feedback
graph similar to the one below will appear on the screen.

Figurell.5 Feedback Graph When Training a Kohonen Network

4 xohonen Net Training : Koho

Once the Kohonen node has finished training, the feedback graph disappears and a generated Kohonen
model node appears in the Models palette of the Manager.

Browsing this node yields information describing the output nodes (clusters).

Now that we have produced a Kohonen network we will attempt to understand how the network has
clustered the records.

Understanding the Kohonen Network

In this section we will interpret the profiles of the main segments produced by the Kohonen network.

The first step is to see how many distinct clusters the network has found, to assess whether all of them are
useful— for example, should any of them should be discarded due to their containing small numbers of, or
extreme, records? Note that when using Kohonen networks for fraud or error detection, there is great
interest in the small or extreme clusters.

Right-click the generated Kohonen node in the Models manager, and then click
Browse

Click the Model tab

Click the expand button @ for the X=0, Y=0 cluster

Click the expand button @ for Alcohol in the X=0, Y=0 cluster
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Figure 11.6 Model Summary for Clusters
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When a data stream passes through the generated model Kohonen node, two new fields are created,
representing X- and Y-coordinates of the clusters. The clusters are identified in the Kohonen output

window by their values on these coordinates.

The Model tab displays the number of records in each cluster (there are four relatively large clusters). For
each cluster it also provides a profile presenting each input field. Since the fields are of type flag, the results
present the most popular category (here 0 — not purchased, or 1 — purchased) along with the percent of
records in a cluster with that value. By expanding an input variable, a more detailed breakdown appears
that shows all categories and their percents (for set and flag fields; means would display for fields of type
range). Although cluster descriptions could be developed from this summary, the Viewer tab presents

cluster profiles graphically, which are easier to work with.

Click the Viewer tab

Kohonen Networks 11 -6



SPSSTRANING Introduction to Clementine

Figure 11.7 Cluster Viewer
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The cluster viewer presents graphical profiles of the clusters. Clusters form the columns and the input fields
form the rows in the display. By default, clusters are ordered by size, largest to smallest, and the input
fields are ordered alphabetically.

The pie charts in the top row indicate cluster size and each cluster is identified by its X and Y coordinates.
Although the network has produced nine clusters (only 8 are visible; clicking the show next set of clusters

=

button "X would advance to the remaining cluster), there appear to be four large clusters. Tool buttons
allow you to place the cluster header in the row or column dimension and the bars can be oriented
horizontally or vertically.

Kohonen Networks 11 -7



SPSSTRANING Introduction to Clementine

Each bar chart shows, for a given food and cluster, the distribution of no purchase (0) / purchase (1). For
more details on any bar chart, just double-click on it.

Double-click on the bar chart for Alcohol in the first cluster column (X=2, Y=2)

Figure 11.8 Details for Alcohol Purchases in Cluster (X=2, Y=2)

Ko honen
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=2, =2
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0.09

0 | Court (]
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The legend indicates that the first bar represents 0 (no purchase) and the second bar represents 1 (purchase).
The counts appear in the table.

Click the Back button ||E

Bars in a column provide a profile of a cluster across the fields used in the Kohonen analysis. For example,
looking down the first column, we see that members of cluster (X=2, Y=2) tend to purchase alcohol, frozen
foods and snacks. Examining the profiles for the first four clusters in Figure 11.7, we might describe them
as follows:

Cluster X=2, Y=2 This group is associated with Alcohol, Frozen foods, and Snacks.
Cluster X=0, Y=0 This group is mainly associated with Ready-made foods

Cluster X=0, Y=2 This group is strongly associated with Tinned goods.

Cluster X=2, Y=0 This group is associated with Alcohol, Bakery goods, Frozen foods,
Ready-made, and Tinned goods.

We have started to build pictures of the four groups using the fields on which they were clustered. We will
later use some of the other fields in the data set to build an expanded profile of each of the four groups.

The last column contains an /mportance measure for each input field. It is based on a significance test (chi-
square test of independence for symbolic inputs and t-test for range inputs) between clusters. It is calculated
as [1 — p (significance) value] and so the more an input field differs between clusters, the closer to 1 is the
importance value. The icons used to signify importance can be customized. When many fields are used to
cluster data, the importance values can indicate which were more important in cluster formation. For this
data, all the input fields had high importance values, but when some input fields have high importance
values and others don’t, you would place more weight on fields with higher importance when interpreting
the cluster profiles.

We viewed the cluster profiles under the default settings (clusters ordered by size, fields ordered
alphabetically, pie charts display cluster size, etc.). To control these settings:

Click the Show Controls button |-**
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Figure 11.9 Options in Cluster Viewer
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The Show Options group controls which clusters and input fields display, whether graphs or text is used to
present the summaries, and whether importance values appear. The pie chart for cluster size and bar charts
for input distributions can be replaced by text values. You have various options (Cluster and Field drop-
down lists) concerning which clusters and input fields to display. For example, you can request that only
clusters that exceed a certain size (or are smaller than a certain size) display, or that only fields meeting a
specified importance criterion appear. The Show Overall option, when checked, will add a column
corresponding to the overall data.

The Sort Options group controls the cluster and field order in the Viewer.

-,

Click the Hide Controls button |-

Focusing on the Main Segments

The four main clusters are those labeled X=2, Y=2 (22.%), X=0, Y=0 (19.%), X=0, Y=2 (17.%), and X=2,
Y=0 (17.%) [percents were found by clicking the Text option for Display Sizes in the Show Options
group]. These clusters cover a total of about 77% of the records. It may be the case that the smaller groups
are of interest (e.g. targeting a specialist product group). However, in this example we will concentrate on
profiling the four largest groups. For this reason, we will generate a Select node to select only records from
these four clusters. The easiest way to achieve this is to select the clusters in the Viewer and then to
generate a Select node using the Generate menu.

Click cluster X=2, Y=2 and then shift-click cluster X=2, Y=0 in the Viewer (to select
those clusters)

Click Generate..Select Node (from selection)

Close the generated Kohonen node browse window
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Click on the generated Kohonen node in the Models manager, and then place it to the
right of the Var. File node in the Stream Canvas

Click and drag the Select node [named (generated)] from the upper-left corner of the
Stream Canvas to the right of the generated Kohonen node

Connect the Var. File node to the generated Kohonen node

Connect the generated Kohonen node to the Select node

Figure 11.10 Selecting the Four Largest Clusters
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Creating a Reference Value for Each Cluster Group

Currently, each Kohonen group (cluster) is identified by X and Y coefficient values. We need to create a
single field in the data that denotes into which segment or cluster each record falls. To do this we
concatenate the coordinate fields to form a two-digit reference number. This involves using a Derive node.

Place a Derive node from the Field Ops palette to the right of the Select node
Connect the Select node to the Derive node

Double-click the Derive node

Type cluster in the Derive field text box

Move $KX-Kohonen from the Fields list to the Expression Builder text box

Click the E] (concatenate) button
Move $KY-Kohonen from the Fields list to the Expression Builder text box

Click OK
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Figure 11.11 Completed Derive Node to Create a Reference Number for Each Cluster
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The formula contains the concatenate operator >< and the two cluster-coordinate fields. Remember that
CLEM is case sensitive and field names beginning with § need to be enclosed in single quotes. The

Expression Builder handles this automatically.

Click OK to return to the Stream Canvas
Place a Table node from the Output palette to the right of the Derive node named

cluster

Connect the Derive node to the Table node
Right-click the Table node, then click Execute

Figure 11.12 Cluster Field Created Using the Derive Node
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The resulting table contains a field called cluster that consists of a combination of the two coordinates. The
new cluster field will now be used in overlay Distribution plots to describe the clusters in terms of

demographic fields.
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Using Other Fields to Build Profiles

In this section we use a Distribution plot to investigate whether there are any relationships between the
cluster groups and the basic demographics within the data set. This will help us to extend the profiles of the

four groups.

Place a Distribution node from the Graphs palette to the right of the Derive node named
cluster in the Stream Canvas

Connect the Derive node to the Distribution node

Double-click the Distribution node

Select cluster in the Field: field list

Select CHILDREN in the Overlay color: field list

Click the Normalize by color check box

We normalize the plot in order to view the proportions of the overlay field for each cluster.

Click Execute
Repeat this process for all demographic fields of interest

Figure 11.13 Normalized Distribution of Clusters with Number of Children Overlay
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Cluster 00 consists of, in the main, individuals with no children and cluster 02 has the highest proportion of
individuals with children.

Figure 11.14 Normalized Distribution of Clusters with Gender Overlay
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All clusters appear to have similar proportions of men and women. Cluster 02 has the most and cluster22
the fewest women.
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Figure 11.15 Normalized Distribution of Clusters with Marital Status Overlay
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| Table | annotations |

Cluster 20 has the highest proportion of divorced individuals; cluster 00 has the highest proportion of
widowed individuals; cluster 22 has a large proportion of single individuals.

Figure 11.15 Normalized distribution of Clusters with Age Group Overlay

BH Distribution of cluster #7

B File " Edit ) Generate |_.,-,1

Froporion

Age
Cli1gtozo [l 31to 40

B s1tosn0 [l 51to 60

O] x|
@

% | Count
25.04 162
23.06 140
22487 137
29.32 178
[] ower 60

| Table | annotations |

Clusters 00 and 22 have higher proportions of those 30 or under; the majority in cluster 22 are 40 or under;
cluster 20 has a relatively even age distribution; cluster 02 has a large proportion of those over 30.

Figure 11.16 Normalized Distribution of Clusters with Work Status Overlay
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Cluster 20 has the highest proportion of individuals who are working and cluster 02 has the highest
proportion of individuals who are not working.

We can now finish our profiles of the four main segments in the data

Cluster 00 This group, associated with purchasing ready-made foods, tends to be composed of those
in the younger age groups (high proportion 30 or under), those who have no children, and
those who are working.

Cluster 02 This group is strongly associated with tinned goods. Almost all are older than 30. It has
the highest proportion of those with children, the highest proportion of women, and also
includes the highest proportion of individuals not working.

Cluster 20 This group is associated with Alcohol, Bakery goods, Frozen foods, Ready made, and
Tinned goods. It contains a high proportion of individuals with no children and the
largest proportion of divorced individuals. This group has the highest proportion of
working people.

Cluster 22 This group is weakly connected to Alcohol, Frozen foods, and Snacks. This group has a
high proportion of working people, those under 40, single people, and most are without
children.

Summary

In this chapter you have been introduced to the basic capabilities of Kohonen networks within Clementine
and interpreted cluster profiles using the cluster viewer and the Distribution node.

You should now be able to:
e Build a Kohonen network
e  Use the Derive node to create a field containing each record’s cluster membership
e  Profile the clusters using the Cluster Viewer and Distribution nodes

Appendix: Viewing Clusters in a Scatterplot

When a Kohonen analysis is run, records are placed in nodes within a two-dimensional grid, which is why
the clusters are identified by their X and Y coordinate values. In a large Kohonen network it might be of
interest to see which clusters are close together and which are more isolated. This can be determined from
the cluster viewer [noting each cluster’s X/Y coordinate values], but a plot of the coordinate values is easy
to do and provide a visual display. Since we ran a small topology (3 by 3), this isn’t necessary for our
analysis but would be helpful when larger topologies (for example, a 10 by 7) are run.

We are able to view the clusters with the Plot node.
Place a Plot node from the Graphs palette below the generated Kohonen node named
Kohonen
Connect the Kohonen node to the Plot node
Double-click the Plot node
Recall that SKX-Kohonen and $KY-Kohonen represent the X and Y coordinates of the Kohonen network.

Select $KX-Kohonen from the X field: Field list
Select $KY-Kohonen in the Y field: Field list
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Because a large number of records will have identical coordinates, a small random component should be
applied to the graph so that the cluster size can be viewed.

Click the Options tab
Type 0.3 in the X field and Y field Agitation text boxes (or use the spin control)
Click Execute

Figure 11.17 Plot of $KX-Kohonen and $KY-Kohonen with Agitation to Show Clusters
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We see that although the network has produced nine clusters there are four large clusters. If the topology
were larger, it would be of interest to see which clusters are nearby (similar) to which others.
As it stands, the four large clusters are well separated, given the limitations of the topology (3 by 3 grid).

Kohonen Networks 11 -15



SPSSTRANING Introduction to Clementine

Kohonen Networks 11 -16



SPSSTRANING Introduction to Clementine

Chapter 12

Association Rules

Overview

e Introduce two methods of generating association rules
e  Use the Apriori node to build a set of association rules
e Interpret the results

Objectives

In this chapter we introduce how Clementine can provide a set of association rules using the GRI or the
Apriori node. The Apriori node will be demonstrated and the resulting unrefined model will be browsed.

Data

In this chapter we will attempt a market basket analysis of a data set containing shopping information,
Shopping.txt. The file contains fields that indicate whether or not during a customer visit, a customer
purchased a particular product. Thus each record represents a store visit in which at least one product was
purchased. The file also contains basic demographics, such as gender and age group.

Introduction

When people buy cigarettes do they tend to buy chocolate or beer? If people have high cholesterol do they
also tend to have high blood pressure? If people buy car insurance do they also buy house insurance?

Answers to such questions can form the basis of brand positioning, advertising and even direct marketing.
But how do we find whether associations such as these exist, and how can we begin to search for them
when our databases have tens of thousands of records and many fields?

Association detection algorithms give rules describing which values of fields typically occur together. They
can therefore be used as an approach to this area of data understanding.

Clementine contains two different algorithms that perform association detection: Generalized Rule
Induction (GRI) and Apriori.

GRI searches for the most “interesting” (using a technical, information-theory based definition of
interesting [the J measure]) independent rules in the data and tends to find them very quickly. One
advantage to GRI is that numeric fields can be used as inputs.

Apriori has a slightly more efficient approach to association detection but has the limitation in that it only
accepts symbolic fields as inputs. It also contains options that provide choice in the criterion measure used
to guide rule generation. More detailed discussion of the GRI and Apriori algorithms is provided in the
Advanced Modeling with Clementine training course and the Clementine Algorithms Guide.
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Both procedures produce unrefined model nodes in the Models manager. These nodes, like the generated
model nodes in neural networks and rule induction, can be browsed to view the set of association rules.
However, they cannot be placed directly on the Stream Canvas or have data passed through them.

Association rules are presented in the format:

Consequent Antecedent1 Antecedent2 e AntecedentN

Rulel
Rule2

RuleR

For example:

Consequent Antecedentl Antecedent2

Newspapers Fuel Chocolate

Individuals who buy fuel and chocolate are likely to buy newspapers also.

When Clementine produces a set of association rules it also gives measures indicating the frequency and
strength of the association for each rule. These measures are referred to as rule support and rule confidence
and are given in the format:

Instances | Support | Confidence | Lift | Consequent | Antecedentl | Antecedent2 |

Instances is the number of records in the data set that match the antecedents.

Rule support is the percentage of records in the data set that match the antecedents.

Rule confidence is the percentage of all records matching the antecedents that also match the consequent.
Lift is the expected return using a model or rule. In this context it is the ratio of the rule confidence to the
overall occurrence percentage of the consequent.

Therefore the full format of a rule will appear as:

Instances Support Confidence Lift Consequent Antecedentl | Antecedent2

2051 15.0 71.0 2.00 Newspapers | Fuel Chocolate

This means that 15% of the customers (2051 individuals in the data) bought fuel and chocolate. Of these
2051, 71% also bought newspapers. The lift value of 2.00 indicates that those who purchase fuel and
chocolate are twice (2.00) as likely to buy newspapers as the overall sample (71.0% versus 35.5%][not
shown]).

The Apriori Node

Since our data fields are of symbolic type, we will demonstrate the Apriori rule association detection
algorithm.

The Apriori node is used to create a set of association rules and can be found in the Modeling palette.

On completion of modeling, the result will be an unrefined model node in the generated Models palette in
the Manager window, which will be labeled with the number of fields used by the Apriori node. This
unrefined model node contains the set of association rules and it can be browsed. Unlike the fully refined
model nodes, it cannot be placed on the Stream Canvas or have data passed through it.
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As with all the modeling nodes, Type declaration (via a source or Type node) must precede the Apriori
node in the stream. Also, all field types must be fully instantiated. The Apriori, GRI and Sequence nodes
are the only modeling nodes that recognize the direction setting of BOTH, since a field may appear as an

antecedent and a consequent.

We will begin by opening a previously prepared Clementine stream file that contains a source node that
reads the Shopping.txt data file, along with Type and Table nodes.

Click File..Open Stream, move to the c:\Train\ClemIntro directory and double-click
Shoppingdef.str
Double-click the Type node
Change the Direction setting for all product fields (Ready made to Tinned goods) to
Both (select all product fields, right-click and choose Set Direction..Both from
the context menu)
Change the Direction setting for the demographic fields to None (select the fields,
right-click and choose Set Direction..None from the context menu)

Figure 12.1 Type Node for Rule Association Modeling (Apriori)
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Notice that the shopping fields are set to flag type even they are coded 0,1. As in the Kohonen example
earlier, we set their type to Discrete and then read the data. Otherwise, they would have type range, which

isn’t appropriate.

We are now ready to find a set of association rules using Apriori.

Click OK to close the Type node

Place the Apriori node from the Modeling palette to the right of the Type node
Connect the Type node to the Apriori node
Double-click the Apriori node named 10 fields
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Figure 12.2 Apriori Model Node Dialog
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The default name of the resulting unrefined model is the number of fields. A new name can be entered in
the Custom Model name text box.

Apriori will produce rules that, by default, have a minimum support of 10% of the sample, and a minimum
confidence of 80%. These values can be changed using the spin controls. In practice there is some trial and
error involved in finding useful values (too high and there are no rules generated; too low and there are
many rules generated). Examining distribution plots on the fields to be analyzed provides base rates for the
fields, which can provide some guidance in setting the minimum support value.

The maximum number of antecedents in a rule is set using the Maximum number of antecedents option.
Increasing this value tends to increase processing time.

By default, rules will only contain the true value of fields that are defined as flags. This can be changed by
deselecting the Only true values for flags check box. Since we are interested in rules describing what
individuals purchase, rather than what they don’t purchase, we will retain this setting.

The algorithm can be optimized in terms of its Speed or its Memory usage.
Apriori searches for rules and discards rules that are not of interest. As in the other modeling tools, Expert
options give the user greater control over the search. The reader is referred to the Clementine User’s Guide
and the Advanced Modeling with Clementine training course for more information on expert settings. In
this example we will start with the default settings. We may find that the support and confidence values
need to be adjusted.

Click Execute

An unrefined node will appear in the Models manager.
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Figure 12.3 Unrefined Apriori Rules Node
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Right-click the unrefined Apriori node in the Models palette of the Manager window, then
click Browse

Click Show/Hide criteria button, so support, confidence and lift values display

Figure 12.4 Browsing the Unrefined Model Generated by Apriori

File ¢} Generate @ @
|ﬂ8m bv:‘ Confidence - ||ﬂ

Instances | Support | Cnnﬂdence| Lift |Consequent|Antecedent1|Antecedent 2|Ame|:edent 3|
a5 10.800 83.500 1.948 Bakery goo... |Milk Frozen foods
95 12100 83.200 1.940 Bakery goo... [Alcohol Tinned goo... Ready made
an 11.500 82200 1918 Bakery goo... |Frozen foods |Tinned goo...|Snacks
97 12.300 g1.400 1.6594 Ready made [Alcohol Bakery goo... | Tinned goo...

The Apriori algorithm has found only four association rules. Rules can be sorted by Support, by
Confidence, by the product of support and confidence (Support x Confidence), alphabetically by
Consequent, or by Length of the rule. Simply select the order using the Sort by drop-down list and the Sort

by button L| controls the direction of the sort.

The Lift value is the expected return resulting from using the model or rule. Here it is the ratio of the
confidence to the base rate of the consequent. For example, bakery goods were purchased on 42.88% of the
trips overall (can use a Distribution node to show this), but was purchased 83.5% of the time when milk,
and frozen food were purchased. The lift from using this rule is 83.5/42.88 or 1.948, and means that the
chances of buying bakery goods almost double when mild and frozen foods are purchased.
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The Generate menu allows you to generate a selection node for records that conform to a rule; just select
the rule and choose Select Node from the Generate menu. A complete rule set for a specified consequent
can also be generated.

Association rules can be saved as HTML, text, or PMML using the File.. Export menu. This menu also has
a print option.

We will now investigate whether, by dropping the confidence of the rules to 75%, we can obtain a larger
number of associations.

Click File..Close to close the Apriori Association Rules Browser window

Double-click the Apriori modeling node

Enter 75 in the Minimum rule confidence: text box (type or use the spin control)

Click Execute

Right-click the unrefined Apriori node in the Models palette of the Manager window, then
click Browse

Click the Show/Hide criteria button ._|

Figure 12.5 Association Rules Generated by Apriori with Lower Minimum Confidence
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This is a far richer set of associations. The first three rules (most confident rules- over 82%) involve the
same consequent, bakery goods, with support of approximately 11-12%. The challenge is now to examine
the rules for those that might be useful in the context of your business or research.

Association Rules 12 -6



SPSSTRANING Introduction to Clementine

Using the Associations

A limitation of Apriori and GRI is that they do not produce model nodes that perform operations on the
data; that is, the unrefined model can be browsed but cannot have data passed through it.

However, a rule set, similar to that of the rule induction models, can be created for a chosen conclusion by
selecting the Rule Set option under the Generate menu of the Association Rules browser window. This will
generate a new, fully refined model in the Models palette of the Manager window. This model, when
placed in a data stream, will create a field indicating whether a rule in the rule set applies to the record and
its confidence. Note that more than a single rule may apply to a record and, by default, the confidence value
is based on the first rule whose conditions match the record. We will create a rule set for the 4lcohol field.

Click Generate..Rule Set

Figure 12.6 Generate Ruleset Dialog
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A model node, labeled by the name in the Rule set name text box, can be created on the Stream Canvas
(Canvas), the Models palette (GM Palette), or Both.

A new association rule set node for the Target field will be created. This node will contain all rules with the
specified Target field as the conclusion. When the data stream is passed through the generated Rule Set
node, it will create a new field in the data recording whether a record has met the conditions for one or
more of the rules in the rule set.

You may specify a Default value for the rule set (value if no rule applies to a record), as well as Minimum
support and Minimum confidence for the rules.

Type Alcohol in the Rule set name text box
Select Alcohol in the Target Field list

Type 0 in the Default value: text box

Click OK

Click File..Close to close the Rule browser window

A generated Apriori Rule Set node named Alcohol will appear in the upper left corner of the Stream
Canvas.

Double-click the generated Apriori Rule Set node named Alcohol in the Stream Canvas
Click the All button

Click the Show or hide instance and confidence figures button
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Figure 12.7 Fully Unfolded Rule Set Generated from Apriori
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In this example the rule set contains three rules whose consequent is buying Alcohol. The first associates
the purchase of milk and frozen foods. The second associates frozen foods, bakery goods and ready-made

meals. The third associates frozen foods, snacks and ready made-meals meals.

We can now pass the data through this node and generate a field indicating whether or not a record

complies with the conditions of any of the three rules.

Click OK to close the Rule Set Browser window

Drag the Apriori modeling node named 10 fields below the Type node

Drag the Apriori Rule Set node named Alcohol to the right of the Type node

Connect the Type node to the Apriori Rule Set node named Alcohol

Place a Filter node from the Field Ops palette to the right of the Apriori Rule Set node
named Alcohol, and connect the Apriori Rule Set node to it

Edit the Filter node and deselect the fields that are not used in the rules, Fresh
Vegetables, Fresh Meat, Toiletries, Tinned Goods and the demographic

fields, then click OK

Place a Table node from the Output palette to the right of the Filter node

Connect the Filter node to the new Table node
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Figure 12.8 Stream with Generated Rule Set
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Figure 12.9 Fields Created by the Generated Apriori Rule Set Node
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Two new fields appear in the data table. The first, $4-Alcohol, is 0 unless one of the three rules in the rule
set applies to the record, in which case it has a value of 1. The second field, $4C-Alcohol, represents the
confidence figure for the rules decision. Notice that when the conditions of the rules do not apply to a
record, its confidence value is .5.

Extension: Exporting Model Values and Exporting Rule Sets as SQL

If you wish to pass model values (predictions, confidence values, cluster groups) to other programs, you
can easily do so using the Flat File, SPSS Export, or SAS Export nodes in the Output palette. In addition,
the Clementine Solution Publisher contains options to export scores to databases. Finally, SQL can be
generated from the rule set (use the Settings tab in the generated Ruleset node) and applied to a database.
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Summary

In this chapter you have been introduced to association rule detection within Clementine.

Y ou should now be able to:

e Create a set of association rules using Apriori

View the resulting rules by browsing the unrefined model
Understand the meaning of rule confidence, support, and lift
Sort the rules based on different criteria

Create a rule set and use this to identify those records whose conditions are related to a selected
conclusion
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Chapter 13

Sequence Detection

Overview

e Introduce sequence detection methods
e Use the Sequence node to find a set of common sequences
e Interpret the sequence rules and add sequence predictions to the stream

Objectives

In this chapter we introduce how Clementine can identify common sequences in time-ordered data and
sequences that are associated with an event. The Sequence node will be demonstrated, results in the
generated model node will be browsed, and predictions will be added to the stream

Data

In this chapter we will look for common sequences of diagnostic/repair steps needed to resolve problems
with telecom service. When a customer reports a problem with telecom service, different tests and
operations are performed to resolve the problem. In some cases only a single test is needed, but sometimes
many steps are required. There is interest in identifying common sequences needed to resolve service
problems, discovering any repeating patterns (repetition of steps), and identifying sequences that were
related to failure to resolve the problem. Data codes are masked and values are simulated based on a
customer analysis. The data are stored in the tab-separated file Telrepair.txt. The file contains three fields:
an ID number corresponding to the problem report, a sequence code for each step taken during problem
resolution, and a code representing the diagnostic/repair activity in the step. Code 90 represents the
reporting of the original problem (all reports should begin with code 90, but not all do). Codes 210 and 299
are termination codes: code 210 indicates the problem was resolved, while code 299 indicates it was not
successfully resolved. Codes between 100 and 195 represent different diagnostic/repair activities. The file
contains information on 750 service problems.

Introduction

What are the most common sequences of web-clicks when visiting the web site of an online retailer? Does
a pattern of retail purchases predict the future purchase of an item? If a manufactured part, insurance claim,
or sales order must go through a number of steps to completion, what are the most common sequences and
do any of these involve repeating steps? These questions involve looking for patterns in data that are time
ordered. In Chapter 12 we discussed general association rules; here the event sequence is formally taken
into account.

The Sequence node in Clementine performs sequence detection analysis. In addition, an algorithm add-on,
Caprl, performs sequence detection using a different algorithm and provides greater flexibility in
specifying the types of sequences you are interested in investigating. In this chapter we will use the
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Sequence node to explore common sequences of diagnostic/repair steps taken when attempting to solve
telecom service problems.

Results from a Sequence node analysis will be of the form:

Consequent Antecedent1 Antecedent2 AntecedentN

Rulel
Rule2

RuleR
For example:

This is a similar format to Apriori and GRI, although for Sequence there is an ordering to the antecedents
and consequent. A natural way of thinking about a sequence rule is shown below:

Antecedentl > Antecedent2 > ... > AntecedentN => Consequent

For example:

Base and Regression Models > Advanced Models => Clementine

Individuals who buy SPSS Base and Regression Models and later buy Advanced Models, are likely to later
buy Clementine.

The “and” indicates that the two items are members of an item set. Thus, “Base and Regression Models”
means that both items were purchased at the same time, while Base is antecedent] and Regression Models
is antecedent2 implies that the purchase of SPSS Base preceded the purchase of Regression Models.

When the Sequence node produces a set of sequences, it provides evaluation measures similar to those we
reviewed when we discussed association rules. The measures are called support and confidence. Support
refers to the number or percentage of cases (where a case is linked to a unique ID number) to which the rule
applies— that is, the number of cases for which the antecedents and consequent appear in the proper order.
Confidence refers to that proportion of the cases to which the ordered antecedents apply that the consequent
later follows.

These measures are presented in the following format:

Instances Support Confidence Consequent Antecedents

Thus the full Sequence format would appear as:

Instances Support Confidence Consequent Antecedentl Antecedent2

48 12 .60 Clementine Base and Advanced
Regression Models
Models

This means that 12% (48 individuals) of customers purchased SPSS Base and Regression Models at the
same time, then later purchased the Advanced Models, and even later purchased Clementine. Of the
customers who purchased Base and Regression Models, then Advanced Models, 60% later purchased

Clementine.
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Data Organization for Sequence Detection

The Sequence node (and Caprl) can analyze data in either of two formats. In the Tabular data format, each
item is represented by a flag field coded to record the presence or absence of the item. In transactional data
format, item values are stored in one or more content fields, usually defined as type set.

Consider the software transaction example used earlier, in which a customer first purchased SPSS Base and
Regression Models, then later purchased Advanced Models, and then purchased Clementine.

It could appear in tabular data format as follows:

Customer Date Base Regression Adv Clementine ... | Decision
Models Time

101 Feb 2, 2001 T T F F ... | F

101 May 1, 2002 F F T F ... | F

101 Dec 31, 2002 F F F T ... |F

The same sequence in transactional data format would be:

Customer Date Purchase
101 Feb 2, 2001 Base

101 Feb 2, 2001 Regression
101 May 1, 2002 Adv Models
101 Dec 31, 2002 Clementine

In tabular format, it is clear that SPSS Base and Regression Models were purchased together (they are
treated as an item set). In transactional format, the same items would be treated as an item set if the date
field were specified as a time field within the Sequence node.

Sequence Node Versus Caprl

Both the Sequence node and Caprl perform sequence detection analysis. The Sequence node is one of the
algorithms included with Clementine, while Caprl is an algorithm add-on. The trick to sequence analysis is
to find a quick, memory efficient, minimal data-pass way of determining the sequences. The Sequence
node and CaprI use different algorithms to accomplish this. Both permit you to specify various criteria (for
example- maximum sequence size, minimum support, minimum confidence) that control the sequence
search.

There are some considerations that might help you choose between them for a specific application. The
Sequence node permits you to create generated model nodes that can be used to identify sequences and
produce predictions in other data files. Caprl has a more extensive set of controls that determine the types
of sequences you want counted. For example, suppose “SPSS Base, SPSS Regression Models, Clementine”
is an observed purchasing sequence. Then the sequence “SPSS Base, Clementine” would be considered a
partial sequence, since it appears within the observed sequence. If Partial Sequences Pruning were
requested, then the sequence “SPSS Base, Clementine” would not appear among the rules if “SPSS Base,
SPSS Regression Models, Clementine” did appear. Such pruning options provide a greater degree of
control over what will be counted as a sequence and presented. In addition, Caprl allows you to search for
only sequences that start or end with certain items. This might be useful if you are primarily interested in
searching for sequences that lead to a certain web page or result.

In short, both algorithms have advantages, which is why they are made available in Clementine (Caprl as
an add-on algorithm).
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The Sequence Node

We will load a previously defined stream to access the data and then add the Sequence node.

Click File..Open Stream, move to the c:\Train\Clemlintro directory and double-click on
Telrepairdef.str

Figure 13.1 Telrepairdef Stream

telrepair.bd type

Right-click the Table node, then click Execute

Figure 13.2 Telecom Repair Sequence Data
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Each service problem is identified by a unique ID value. The field INDEX1 records the sequence in which
the diagnostic/repair steps were performed and the STAGE field contains the actual diagnostic/repair
codes. All repair sequences should begin with code 90 and a successful repair has 210 as the final code
(299 is used if the problem was not successfully resolved).

The data file is presorted by ID and by Index1 within ID. The Sequence node has an option to sort the data
prior to analysis or the Sort node (located in the Record Ops palette) could be used.

Close the Table window
Double-click the Type node
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Figure 13.3 Type Node for Sequence Detection Modeling
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Even though numeric codes are used for the diagnostic/repair values in Stage, this field is declared as type
set. This was done to emphasize that the STAGE values represent categories: different diagnostic/testing
steps by the sequence detection algorithm. [In order to accomplish this, the storage for Stage was
overridden and set to string in the Var. File node.] The analysis could be run with STAGE having type
range and if there were a large number of distinct values in the STAGE field, then declaring it as type range
would make the stream more efficient. Even if the content field were type range, the sequence algorithm

would treat values as categorical; that is, 90 as 95 would be treated as two categories, not as similar
numeric values.

In this analysis the content to be analyzed is contained in a single field: STAGE. The field(s) containing the
content can be of direction /n, Out, or Both. If there are multiple content fields, they all must be the same
type.

The field (here ID) that identifies the unit of analysis can be either numeric or symbolic type and can have
any direction — here it is set to None.

Close the Type node
Place the Sequence node from the Modeling palette to the right of the Type node
Connect the Type node to the Sequence node

Figure 13.4 Sequence Node Added to Stream

- &

telrepair.tet type Mo Targets

Double-click the Sequence node

Select ID in the ID field box

Click Use time field check box (so it is checked)
Select Index1 in the Use time field box

Select Stage in the Content fields box

Click the IDs are contiguous checkbox
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Figure 13.5 Sequence Node Dialog
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By default, the model node is named after the ID field and you can change this in the Annotations tab of the
Sequence dialog. The ID field defines the basic unit of analysis for the Sequence node. In our example, the
analysis unit is the service problem and each problem has a unique value for the field named ID.

A time field is not required and if no time field is specified, the data are assumed to be time ordered for a
given ID. We indicate INDEX1 is the time field for this analysis, although since the data records are
ordered by INDEX1 for each ID, this is not necessary. Under expert options (Expert tab), you have
additional controls based on the time field (for example, an event occurring more than a user-specified
interval since an event can be considered to begin a new sequence).

The Content fields contain the values that constitute the sequences. In our example, the content is stored in
a single field, but multiple fields can be analyzed.

If the data records are already sorted so that all records for an ID are contiguous, you can check the IDs are
contiguous check box, in which case the Sequence node will not resort the data, saving resources.

Model options provide greater control over various aspects of the analysis. We illustrate these options by
examining the Support and Confidence controls.

Click Model tab
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Figure 13.6 Sequence Node Dialog: Model Tab
x|
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We see that the Model options allow us to set the Minimum rule support (default 20%) and Minimum Rule
Confidence (20%) values for sequences. It is useful to be aware of these values, since as with association

rules, depending on the number and distribution of data values, the default settings might produce too many
or too few sequences.

Expert options are discussed in the Clementine User’s Guide and the Advanced Modeling with Clementine
course.

Click Execute

Exploring Sequences

cecas

When the sequence detection analysis is complete, a generated sequence ruleset node = ®©  will appear in
the Models tab of the Manager.

Right-click on the generated Sequence ruleset node in the Models tab of the Manager,
and then click Browse on the Context menu

Click ShowiHide Criteria button | 1]
If necessary, change the column widths to better read the item values
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Figure 13.7 Sequence Rule Sets
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186 0.208 0.9649 210 180 195
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1450 0.200 0.968 210 g0 110 120
265 0.353 0.967 210 qa 120
240 0.333 0.96%5 210 qa 1048
278 0.367 0.9645 210 120
162 0.216 0.964 210 1248 180
188 0.241 0.964 210 g0 110 195
212 0.283 0.964 210 g0 110 125
148 0.211 0.963 210 1248 170
147 0.209 0.963 210 g0 125 180
260 0.347 0.963 210 104
1445 0.207 0.963 210 124 110
144 0.2048 0.962 210 g0 125 170 —|
157 00 n Qe M0 110 170 -

The Sequence node found 86 rules, which are presented in descending order by rule confidence. The
second rule “90 > 125 > 195 => 210 is a sequence that begins with code 90 (all actual repair/diagnostic
sequences should start with 90), followed sometime later by code 125, then later by code 195, and then
later by code 210 (successful resolution). This sequence was found for 163 IDs, which constitute 21.7% of
the IDs (there are 750 IDs in the data). These are the support values. Thus almost one fourth of all service
problems in the data showed this pattern. Of the cases containing the sequence “90 > 125 > 195, code 210
occurred later in 98.2% of these instances (confidence).

Notice that codes 90 and 210 appear frequently in the rules. This is because almost all service problem
sequences begin with 90 and end with 210. Someone with domain knowledge of this area could now
examine the sequences to determine if there is anything interesting or unexpected — for example a sequence
that should not occur given the nature of the diagnostic tests/repairs, or a repeating sequence.

The sequence rule sets are ordered by confidence value (descending order). To view the most common
sequences, we simply sort by support value.

Click the Sort by drop-down list

Figure 13.8 Sort Options for Sequence Rule Sets
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The sequence rules can be sorted in a number of ways. For those interested in sequences beginning or
ending with a particular event (for example, clicking on a specific web-page), the sorts by first antecedent
or consequent would be of interest. Notice that the sorts can be done in ascending or descending order.

Click Support on the Sort by drop-down list

Figure 13.9 Sequence Rule Sets Sorted by Support
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47T 0636 0.656 125 80

474 0E32 0458 210 124

473 0631 0.961 210 80 110

457 0./04 0958 210 &0 124

436 0581 0.600 180 50

424 0471 0.4955 210 180

417 0556 0.956 210 50 180

404 0534 0.5856 185 80

403 04837 0.980 210 194

388 0417 0.960 210 50 185

283 0.3rv 0,384 170 80

2748 0.371 0.955 210 170

274 0.367 0,965 210 120 —|
2TA 0 3IEs 032377 130 an ¥

Code 110 appears in two of the three most frequent rules. The sequence 90 followed by 210 occurs in about
92% of the service problems, which we would expect in a very high proportion of the sequences. Code 299,
which indicates the problem was not resolved, has not appeared. This is because it is relatively infrequent
(fortunately so, for the business and customers). If we were interested in sequences containing 299, we
would have to lower the support to below 5%, which is the base rate for code 299. The exercises for this
chapter perform some exploration of sequences in which the problem was not resolved.

A domain expert would be interested in the most frequent sequences, which describe the typical path a
service problem follows. If some stages were more expensive or time consuming, they would attract
particular attention. We will view the results in one other order.

Click Number of Items on the Sort by drop-down list
Scroll down to the bottom of the list (showing two-item sequences)
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Figure 13.10 Sequence Rule Sets Sorted by Number of Items in Sequence
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155 022 03239 120 105
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161 0.21%5 0,359 195 180

161 0.215 0324 110 124

160 0.213 0314 140 110

1568 0211 0311 120 110

154 0.20% 0367 125 195

1484 0.20%5 0.303 104 110

152 0.203 03349 110 180

The sequences are now sorted by the number of items. About ten lines from the bottom we find the
sequence 125 => 125, which occurs in 22% of the sequences. This would be of interest, because, ideally, a
diagnostic/repair stage should not be repeated. Someone familiar with the diagnostic/repair process would
look into why this stage is repeating (erroneous test results at that stage, records not being forwarded
properly, etc.) and modify the process to reduce it. Other repeating sequences may be present, but do not
meet the minimum support and confidence criteria.

Model Predictions

Next we view the model predictions.

Click the Sequence generated model node named ID in the Models tab of the Manager,
then place it to the right of the Type node in the stream canvas

Connect the Type node to the Sequence generated model node

Place a Table node from the Output palette to the right of the Sequence generated
model node

Connect the Sequence generated model node to the Table node

Execute the Table node attached to the Sequence generated model node
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Figure 13.11 Top Three Sequence Predictions
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4 1 4/150 210 0.951125 0.656/150 0.600

g 1 &/120 210 0.968/125 0.656/180 0.600
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B 1 g/195 210 0.983)125 0.408/105 0.356

5 1 a/210 175 0.408/104 0.356/140 0.354

10 2 1|90 210 0.848/110 0677125 0.656

11 2 21110 210 0.951/125 0.656/180 0.600

12 2 3105 210 0.965/125 0.656/180 0.600

13 Z 4/180 210 0.965)125 0.656185 0.556

14 Z 5125 210 0.965)185 0.556/170 0.388

15 2 B140 210 0.965/185 0.556/170 0.389

16 2 7195 210 0.883/170 0.380/120 0.377

17 2 &/130 210 0.983170 0.380/120 0.377
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19 3 1|90 210 0.948/110 0.677/125 0656 ||

20 3 2180 210 0.948/110 0.677/125 0.656] |+

By default, the Sequence generated model node contains three prediction fields (prefixed with “$S-”),
containing the three most confident predictions of codes that will appear later in the sequence, predicted
from the sequence observed to that point. The confidence value for each prediction is stored in a field
prefixed with “$SC-".

The sequence value in the first record is stage 90 (for ID=1, Index1=1), which is the problem report. The
most likely stage to occur later, given that stage 90 has occurred, is stage 210 with confidence .949. (Note:
this rule can be seen in Figure 13.9.) Since most sequences end with stage 210, the second and third most
confident predictions are, in some sense, more interesting for this analysis. Thus, the next most likely stage
to occur later, given that stage 90 has occurred, is stage 110 with confidence .677. And the third most likely
is stage 125. In this way, the three most confident future predictions, based on the observed sequence, are
generated.

Examining the predictions for ID 1, notice that the most likely item to occur later can change as the
observed sequence changes. This makes sense, since as more information becomes available about a
sequence, additional rules can apply.

Extensions

Thus far we have explored the sequence rules and sequence predictions. The Generate menu in the rule
browser window can be used to create supernodes (star-shaped nodes that encapsulate other nodes), which
when added to the stream, can detect sequences, count sequences, and generate predictions. By default, this
and the predictions from the Sequence generated rule node are done for the three most confident rules in
the rule set, but this number can be increased in the Model tab of the Sequence node. Supernodes are
discussed in more detail in the Data Manipulation with Clementine training course.
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Summary

In this chapter you have been introduced to sequence detection within Clementine.

Y ou should now be able to:

o Create a set of sequence rules using the Sequence node

e  View the resulting sequences by browsing the generated model node
e Understand the meaning of confidence and support of the sequences
e  Produce predictions using the Sequence generated model node
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Chapter 14
Other Topics

Overview

e Introduce Clementine Server

Introduce Clementine Solution Publisher

Introduce CEMI

Introduce Clementine Scripts

Introduce Cleo

Introduce Text Mining for Clementine

Predictive Marketing and Predictive Web Analytics
Suggestions for Improving Model Performance

Introduction

In this chapter we conclude your introduction to Clementine and data mining. We will suggest methods of
improving the models you build. We will briefly introduce you to other Clementine products and features
that can improve performance (Clementine Server), deploy model solutions (Clementine Solution
Publisher, Cleo), and incorporate new algorithms into Clementine (CEMI). In addition, we mention other
SPSS products and solutions that incorporate Clementine or its model scenarios (Text Mining for
Clementine, PredictiveMarketing, Predictive Web Analytics).

We will also suggest ways to improve model performance.
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Clementine Server

Clementine achieves scalability through a distributed architecture that consists of three tiers: the database,
Clementine Server and the Clementine client.

Figure 14.1 Clementine Server Architecture

Data Preparation Clementine Features
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*Scalable performance
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4. Data isn’t passe viewing results.
across the network

unnecessarily.

Clementine distributes processing to where it can be handled most efficiently. Many data operations such
as aggregations, joins, etc. are performed (pushed back) in the database, where they are performed more

efficiently.

Operations that cannot be expressed in SQL and therefore cannot be pushed back into the database are
processed on a more powerful application server tier.

The client processor is only used for presentation of relevant results. For example, when viewing a table,
only the rows that can be seen are “paged” down to the client.
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Clementine Solution Publisher

Figure 14.2 Clementine Solution Publisher
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Clementine Solution Publisher is a deployment technology for delivering data mining solutions. Many data
mining tools enable export of a model as code for use in custom applications. Clementine Solution
Publisher exports the entire data mining stream, which often includes complex pre- and post-processing
steps.

Processes for Publishing Solution require that you:

e Build the data mining process: First, you use Clementine to build a complete data mining solution-
from data access and transformation to models and results.

e  Publish the process: Add the Clementine Solution Publisher "node" to the stream, specify options
and publish the data mining solution as files that will run with the Clementine Solutions Publisher
executable.

e Build the application: Create an optional user interface to tailor the application for deployment for
end users.

e Deploy the application: Deploy the data mining application throughout your organization. Score a
database on a mainframe or other platform that Clementine doesn't support. Or, empower decision
makers to make better informed decisions in the day-to-day tasks through a customized interface.

e  Continually improve your solution: Finally, improve your solution by analyzing your results in
operation. When you use the solution in your day-to-day activities, you create a closed-loop

system that enables you to keep up-to-date with changes in your organization and in the market

Below we show a stream (derived from a rule induction model).
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Figure 14.3 Clementine Stream with Solution Publisher Node
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Although this stream is very simple, it contains the basic components needed for model deployment via the

Clementine Solution Publisher: a data source node, a type specification (in Type node), a generated model
node, and a Publisher node.

We examine the Publish node dialog below.

Figure 14.4 Publisher Node Dialog
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The Publish node will create two files (with different extensions) using the name in the Published Name
text box: an image file (*.pim) containing information about operations in the stream; and a parameter file
(*.par) containing configurable information about data sources, output files, and execution options. The
lower half of the dialog will vary depending on the format option chosen on the Export data drop-down

menu. A database file will be written by default, but the Publisher node can also export the data as text, or
write it in SPSS or SAS format.

The image and parameter files, created by the Publisher node, can be submitted later to the Clementine

Runtime engine, which probably resides on a server, to perform scoring (calculating predicted and
confidence values) on new records.
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CEMI

The CEMI (pronounced CHIMMEY) is the Clementine External Modeling interface.
Clementine External Module Interface is a mechanism for integrating external programs into Clementine.

Figure 14.5 CEMI Node

CEMI Clementine Features
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CEMI gives you developer-like functionality without having to understand Clementine’s internals. It allows
integration of new and/or application-specific techniques such as: data processing, visualization, and

modeling.

CEMI supports calling other programs from within the Clementine interface and sending data to these
programs. Thus you can add to the algorithms supplied with Clementine. CEMI is documented in the

Clementine User’s Guide.
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Clementine Scripts

Clementine Scripts is a programming language that can be used to modify and execute Clementine streams.
For example, you might wish to run a series of Kohonen Networks in which the set of input fields vary for
each model or a set of C5.0 models in which the severity of pruning varies. Clementine Scripts provide a
way of passing parameters to nodes and otherwise modifying streams. Looping and conditional logic are
supported within Clementine Scripts.

Scripts are discussed in the Clementine User’s Guide and a sample script appears below.

Figure 14.6 Clementine Script

Clementine Stream Script

-8
_._b h
. -A>
# Start with empty palette.

clear generated palette DRUGTR type Drug

# Now loop through all IN fields and
# train with each in turn set to NONE.
# Give models appropriate names.

for £ in_fields_at type Notes:

if t .di ti .Af = "IN . . .
TE Type.clrection = Forloop using in_fields.

Loop applies to IN fields only..

'NONE'
‘omit ' >< f

set type.direction.”f
set :trainnet.netname

execute :trainnet

set type.direction.*f = 'IN' = Train net node changes name so
endif refer to it by type (there’s only one).

df . “ IPr]
encter As usual, script “goes with” stream.

# Save the palette
save generated palette as multitrain.gen

The script loops through the input fields in the type node. In each iteration a different input is excluded
(direction set to None) and a neural network is run. Each generated model will have a unique name that
indicates which input was excluded (for example omit_age). The results are retained because the generated
model palette is saved. This is a very simply script, yet is serves to demonstrate the form of the language.
(If you would like to examine this script and run it, open the ScriptDrug.str stream in the
C:\Train\IntroClem directory, then click Tools..Stream Properties.. Script to view the script.)

Other Topics 14 -6



SPSSTRANING Introduction to Clementine

Cleo

Clementine version 8 added to the Tools menu a Cleo Scenario Wizard, which creates Cleo scenario
bundles from modeling streams. Scenarios can be used to publish models, run models on additional data,
and score data from within a browser framework. The Cleo Scenario Wizard within Clementine steps you
through the process of creating a scenario bundle for later use within Cleo.

Figure 14.7 Cleo Scenario Wizard
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10. Feedback messages
11. Publish how or later Click the "Nesd" button below to get started.
12, Create scenario bundle

13 Summary

This wizard helps you perfarm two tasks:

Hint: Before starting, use the Read Yalues buttan an the Types tab of
each Source node to make metadata available to the wizard.
Far more hints an prepating streams for deployment, click Help.
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< cancel || Help |
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Text Mining for Clementine

The Text Mining for Clementine product extends Clementine’s capabilities by allowing it to incorporate
information from unstructured text into predictive analytics. Using linguistic techniques, concepts are
extracted from text (for example, notes taken during sales conversations, warrantee reports, description
fields in insurance claims, email or documents), converted into structured data (selected concepts are
scored as True (present) or False (absent) from a document, that can be merged with other data (for
example, customer-level sales records) and incorporated in Clementine analyses (predictive modeling,
clustering).

Figure 14.8 Text mining for Clementine Stream
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SPSS PredictiveMarketing and Predictive Web Analytics

SPSS PredictiveMarketing

SPSS PredictiveMarketing™ is an analytical tool for marketers that enables them to analyze customer data,
find answers and build campaigns — without IT involvement. Marketers use SPSS PredictiveMarketing's
built-in templates to get all of the benefits of powerful predictive analysis without waiting for reports from
analysts.

Your organization gets:
e Improved cross-selling and up-selling: Discover which products to market together
e  More effective customer retention programs: Identify which valuable customers are most likely to
leave, and how to cost-effectively keep them
e Better-targeted campaigns: Find your most valuable customers and best prospects, and develop
offers they'll respond to

Other Topics 14 - 8



SPSSTRANING Introduction to Clementine

Predictive Web Analytics

Web analytics + predictive modeling = better online understanding

Predictive Web Analytics combines SPSS Inc.'s enterprise Web analytics and data mining technologies to
give you a complete picture of online activity.

NetGenesis enterprise Web analytics

NetGenesis is a Web analytics platform designed to manage the large data volumes produced by complex
online businesses. The NetGenesis eDataMart, or customer data repository, supplies the comprehensive
view of online customer activity you need to accurately predict behavior. The browser-based, customizable
NetGenesis InfraLens reporting interface enables you to send reports and results to decision makers
throughout your organization.

Clementine predictive modeling

Clementine's powerful analytical engine performs advanced predictive analysis on the customer data stored
in the NetGenesis eDataMart. Clementine's predictive models incorporate your real-world business
expertise to solve specific online business problems — such as detecting significant online activity
sequences or converting online visitors to buyers.

Together, Clementine and NetGenesis bring the power of Predictive Web Analytics to online enterprises.

Suggestions for Improving Model Performance

When building models, it may be the case that they do not perform as well as we would like. The following
paragraphs suggest possible ways in improving model performance:

e Train and Validate: Divide the sample into two sections. The first is used to train the model; the
second is used to evaluate the performance of the model. This will help prevent the problem of
over-fitting the training data. A model should be general enough that it predicts nearly as well to
holdout data.

e Balance the Data: If the data file contains a significant imbalance in outcomes (for example, one
outcome category occurs rarely), it can make it difficult to build predictive models that accurately
predict the infrequent outcome. Balancing the data can help solve this problem. Clementine
contains a Balance node that can be used to address this problem. The reader is referred to the
Help system or the Clementine User’s Guide for details on the Balance node.

e  Transform the Data: Machine learning techniques (neural networks in particular) perform better
when numeric fields have an even distribution of values. An uneven distribution of numeric
outcomes can be transformed (with a Derive node) to produce a more even distribution.

e Combine Modeling Methods: Methods (for example neural network and rule induction methods)
can be combined to help to refine models. Rules can help identify which fields are useful as inputs
into the network. Also, the predictions from one model can be used as an input field to a different
model, which might improve predictive accuracy.

All of the above points are purely suggestions and sometimes, due to the nature of the data, models simply
cannot be built to a high degree of accuracy.
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Demos and CATs

Clementine ships with a number of sample streams. Their descriptions appear in appendices within the
Clementine User’s Guide and the stream and data files are located in the Demos subdirectory (found under
the Clementine version number folder). These streams provide additional application examples and we
recommend you examine them for ideas on how to approach modeling problems.

For more detailed information on some popular applications, Clementine ships with Clementine
Application Templates (CAT): currently, Clementine Application Template for Analytical CRM in
Telecommunications, Clementine Application Template for Web Mining, Clementine Application Template
for CRM, and Clementine Application Template for Fraud, Waste and Abuse Detection (additional option).
Each CAT contains documentation (found in the documents directory within the Clementine application
directory), along with many stream files (found in subdirectories Telco, Web, CRM, and Fraud, which can
be reached by clicking File..Template Library) that step you through the application analysis. For those
interested in web mining, CRM (Customer Relationship Management), telecom churn, or fraud detection
applications the CATs provide detailed, working templates for the data organization, display, and modeling
required for such projects. As such, they can be quite valuable to an analyst beginning one of these projects.
However one should bear in mind that each CAT may be modified and applied to a range of tasks by
people in many different industry sectors. We suggest you begin by examining the document (in Adobe
Acrobat .pdf format) that accompanies a CAT and then begin to work with the streams. There is even a
data-mapping tool (the Help system describes its use) that can be used to map your data fields to those used
in the CAT streams. Finally, note that some of the streams in the Web Mining CAT use Caprl (a sequence
analysis algorithm), which is a Clementine add-on provided as a separate product.
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Exercises

Note Concerning Data for this Course

Data for this course are assumed to be stored in the folder \Train\ClemIntro. At SPSS training centers, the
data will be located in c:\Train\ClemIntro. If you are working on your own computer, the \Train\ClemIntro
directory can be created on your machine and the data copied from the accompanying floppy disk or CD-
ROM. Note that if you are running Clementine in distributed (Server) mode— see note about Clementine
Server in Chapter 2— then the data should be copied to the server machine or the directory containing the
data must be mapped from the server machine.

Chapter 2

Introducing SPSS Clementine

8.

9.

Start Clementine

Familiarize yourself with the Clementine environment — the menus and the help facilities. Search
the help for any topics you are familiar with, or terms you have heard. Locate the help topic on the
Select node and familiarize yourself with its operation.

Practice placing nodes on the Stream canvas.

Select the Var. File node from the Sources palette and place it on the Stream canvas.

Select the Table node from the Output palette and place it next to the Var. File node.

Connect these two nodes.

Edit the Var. File node and view the options.

Disconnect the two nodes.

Delete one of the nodes in the stream.

10. Exit Clementine without saving the stream.
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Chapter 3

Reading in Data Files

In these exercises we will practice using the source nodes demonstrated in Chapter 3. The exercise data file
is to be used throughout the course and exists in two formats; comma delimited (charity.csv) and SPSS
data file (charity.sav). If possible, both are to be used in this session. The file originates from a charity and
contains information on individuals who were mailed a promotion. The file contains details including
whether the individuals responded to the campaign, their spending behavior with the charity and basic
demographics such as age, gender and mosaic (cluster) group.

1.

2.

10.

11.

Start Clementine, if you haven’t done so already, and ensure the Stream canvas is clear.
Select a Var. File node from the Sources palette and place it on the Stream canvas

Edit this node and set the file to C:\Train\ClemlIntro\charity.csv. The file contains the field names
in the first row, so check the option that instructs Clementine to read these from the file.

Return to the Stream canvas by clicking the OK button.
If present on the Sources palette, select the SPSS File node and place it also on the Stream canvas

Edit this node and set the file to c:\Train\ClemIntro\ckarity.sav. The SPSS data file contains value
and variable labels. Check the options to use both of these.

Return to the Stream canvas by clicking the OK button.
To check that both source nodes are working correctly, connect a Table node to each.

Execute both streams individually using the Execute option in the Context (pop-up menu
following a right click) menu.

Scroll across the tables and familiarize yourself with the fields in the data set. When you have
finished close the Table windows (click File..Close).

We will use one of the streams in the following exercises. Choose which source node you prefer
and delete the stream containing the other. Save the single stream within the c:\Train\ClemIntro
directory under the name ExerChapter 3.str.
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Chapter 4
Data Quality

In this session we will use the stream created in the previous exercises and check the integrity of the charity
data file.

1. Load the stream you created and saved in the last exercise, ExerChapter 3.str, using the File..Open
Stream menu choice.

2. Edit the Types tab in the source node and click Read Values to force type instantiation. Check that
you agree with the chosen types. Change the types if necessary. Investigate the definitions for
blanks for a few of the fields.

3. Attach a Quality node to the source node and execute this section of the stream. Are all the fields
valid? Do you have any concerns with the data?

4. Attach a Data Audit node to the source node and examine the results for odd distributions and
values. Give extra attention to fields related to pre- and post-campaign expenditure and visits.

5. Select one of the symbolic fields (sets or flags) and examine its distribution in more detail
(double-click on the graph in the Data Audit output window).

6. Select one of the range fields and examine its distribution in more detail.

7. Save an updated copy of the stream.

Exercises E -3



SPSSTRANING Introduction to Clementine

Chapter 5
Data Manipulation

In this session we will use the stream created in the previous exercises and perform some manipulation on
the fields in the data.

1. Open the stream saved in the previous exercise.

2. Create a histogram of the field called Total Spend.

3.  We are going to automatically generate a Derive node that creates a new field containing four
bands of Total Spend. Use the mouse to create three lines on the histogram where you would like
to split the data. Generate the Derive node, using the Generate menu.

4. Connect the new Derive node to the Var. File source node. Edit the Derive node and change the
name of the new field to Banded Total Spend. Attach a Table node to the Derive node and execute

this section of the stream. View the new field in the data table.

5. Use a Reclassify node to create a field named Title Gender, which is coded Male or Female based
on the values in the Title field.

6. Create a Select node that selects those records for female age 50 or over. (Hint: use the Expression
Builder.) Test the node. After verifying that it works, delete the Select node from the stream.

7. Save the stream under its existing name.
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Chapter 6

Looking for Relationships in Data

In this session we will use the stream created in the previous exercises and investigate whether there are
any simple relationships in the data. In future chapters we will attempt to predict the field Response to
campaign, and so we will focus on relationships between this field and others in the data.

1.

Using the stream from the previous exercises, connect a Web node from the Graphs palette to the
Var. File node.

Edit the Web node to produce a web plot showing the relationships between the following fields:
Response to campaign

Pre-campaign visit

Pre-campaign spend category

Gender

Age category

Due to the substantial number of records in the data, set Show only links above to 200, set Weak
links below to 300, and set Strong links above to 400. Execute the node.

Edit the web plot by hiding irrelevant connections. What are the three strongest connections with
the responder value of the response to campaign field? Which age groups are most associated with
the non-responders?

Investigate a relationship between the range fields of Pre-campaign expenditure and Pre-
campaign visits using the Plot node. Does there appear to be a relationship in this data between
these two fields?

Using a histogram with an overlay, investigate whether there is a relationship between the Pre-
campaign expenditure and the Response to campaign field. Try normalizing the plot to make the
relationship clearer. Does there seem to be a relationship between the two fields? If so, is this
consistent with your conclusions from the web plot?

Save a copy of the stream under the name Visual.str.
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Chapter 8

Neural Networks

In this session we will attempt to predict the field “response to campaign” using a neural network.

1.

Begin with a clear Stream canvas. Place a source node (either Var. File or SPSS File) on the
Stream canvas and connect it to the file used in the previous exercises charity.csv or charity.sav,
whichever is the relevant format for the source node. In the case of the Variable File node, read the
field names from the file. In the case of the SPSS data file, use variable and value labels.

Attach a Type and Table node in a stream to the source node. Execute the stream and allow
Clementine to automatically define the types of the fields.

Edit the Type node. Set all of the fields to direction NONE.

We will attempt to predict response to campaign using the fields listed below. Set the direction of
all five of these fields to IN and the “response to campaign” field to OUT. Close the Type node
dialog box.

Pre-campaign expenditure

Pre-campaign visits

Gender

Age

Mosaic Bands (which should be changed to type Set)

Attach a Neural Net node to the Type node. Execute the Neural Net node with the default settings.

Once the model has finished training, browse the generated Net node within the Generated Models
palette in the Manager. What is the predicted accuracy of the neural network? What were the most
important fields within the network?

Place the generated Net node on the Stream canvas and connect the Type node to it. Connect the
generated Net node to a Matrix node and create a data matrix of actual response against predicted
response. Which group is the model predicting well?

Use some of the methods introduced in the chapter, such as web plots and histograms (or use the
Data Audit node with an overlay field), to try to understand the reasoning behind the network’s

predictions.

Save a copy of the stream as Network.str.
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Chapter 9

Rule Induction

In this session we will attempt to predict the field “response to campaign” using C5.0 rule induction.

1.

2.

If it is not already loaded, open the stream created in the previous chapter, Network.str.

Connect a C5.0 node to the Type node and execute the stream, using the default settings.

Once the C5.0 rule induction model has been generated, browse the C5.0 Rule node in the
Generated Models palette. Fully unfold the rules to understand the decision process. Is the tree
behaving in a similar way to the previously created neural network?

Connect a Matrix node to the generated C5.0 Rule node and create a data matrix of actual response
against predicted response. Does this model appear to be predicting more accurately than the

neural network?

Save an updated copy of your stream.
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Chapter 10
Comparing and Combining Models

In this session we will compare the two models built in the previous exercises.

1. Ifitis not already opened, open the stream updated in the previous chapter, Network.str.

2. Arrange the stream so the generated Net node and the C5.0 Rule node are in the same stream,
connected to the same Type node.

3. Attach an Analysis node to the end of this stream and execute the stream. Which of the models is
predicting with greater accuracy? How consistent are the two models in their decisions?

4. Compare the two models using an Evaluation plot. Change the target category used to define a hit
and create a new plot.

For those with extra time

1. Browse the C5.0 Rule node and automatically generate a Filter node. Attach this Filter node to the
Type node and edit it. Is the rule induction method using all of the input fields?
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Chapter 11

Kohonen Networks

In this session we will attempt to segment a data set containing information on SPSS course attendees. The
data file, UK Training.txt, contains information regarding the type of courses over 2000 individuals have
attended.

1.

2.

10.

11.

12.

13.

Begin with a clean Stream canvas.

Place a Var. File node on the Stream canvas and set it to read the tab-separated text file named
UKTraining.txt. This file contains field names in the first row

Click the Types tab of the Var. File node.

Set the fields from Number of courses to ANOVA models to Discrete type by selecting them, then
right-clicking and clicking Set Type..Discrete.

Change the type of the following fields to the given type:

Total Spend Range

Number of Courses Range

id Typeless

Set the Direction to NONE for the following fields:
1d

Total Spend

Sector

Venue

Number of Courses
Mini Subscription
Privilege Card
Subscription

Attach a Table node and execute the stream. Check that the types have been correctly defined.

Connect a Kohonen node to the Var. File node and edit the Kohonen node. In the Expert tab
change the Width and Length options to 3. Execute this section of the stream.

Once the Kohonen network has finished training, browse the generated Kohonen node, examine
the cluster viewer (Viewer tab), and try to describe the main clusters.

Generate a Select node to select the main clusters
Place the generated Kohonen node in the Stream canvas and connect the Type node to it.
Connect the generated Kohonen node to the generated Select node

Create a field (use a Derive node) that uniquely identifies each Kohonen group and add it to the
stream
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14. How do the Kohonen clusters relate to the following fields?
Region
Mini Subscription or 5 day deal
Subscription
Privilege Card

15. Are there any further patterns to be found?

16. Save a copy of the stream using the name Kohonen.str.
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Chapter 12

Association Rules

In this session we will attempt to run a market basket type analysis using the data from the previous
exercise, to establish which courses lead to other courses or are purchased together.

1.

2.

Open the stream saved in the previous chapter, Kohonen.str.
Edit the Var. File node and select the Types tab.

The majority of the settings can be kept as they were in the previous chapter, apart from the
directions of the course fields.

Change all of the course title fields to direction BOTH, so that they appear in rules as either an
antecedent or consequent, apart from the following:
Introduction to SPSS

Introduction to SPSS and Statistics
FastTrack

which must all be set to IN. (We are interested in which courses lead to others, therefore, assuming
the first course attended is an introductory course, these fields will act as conditions only.)

Connect an Apriori node to the Type node and edit the Apriori node.

Set the Minimum rule support to 1% and the Minimum rule confidence to 50%. Click the Only
true values for flags check box (so it is checked).

Execute this section of the stream

Browse the resulting unrefined model in the Generated Models palette and sort the rules by
support x confidence.

Do the rules make sense?
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Chapter 13

Sequence Detection

In this session we will explore sequences associated with a specific event: failure to resolve a telecom
service problem. We will use a subset of records from the data set used in Chapter 13: sequences with
termination code 299 (meaning that the problem was not resolved).

1.

Read the tab-delimited text file named FailTelRepair.txt into Clementine (you can use a Var. File
node or modify the Telrepairdef.str stream file).

Click the Types tab, then click the Read Values button, and then click OK
Add a Table node to the stream and execute it.

Add a Sequence node to the stream. Specify ID as the ID field, Index1 as the time field, and Stage
as the content field. Run the sequence detection analysis in Simple mode

Browse the generated rule set. What are the most confident and the most common sequences? Try
different sorts of the generated rules to see if they provide additional insight.

Compare these results to those reported in Chapter 13. Do you find any stage codes related that
frequently appear in sequences involving code 299 (failure to resolve problem) that do not
frequently appear in sequences involving code 210 (problem solved)? These might provide some
insight into which stages lead to a repair failure.

Exercises E - 12



	Introduction to Clementine®
	Table of Contents
	Chapter 1
	Introduction to Data Mining
	Overview
	Objectives
	Introduction to Data Mining
	Is Data Mining Appropriate?
	A Strategy for Data Mining: the CRISP-DM Process Methodology
	Plan of the Course
	Summary

	Chapter 2
	Introducing Clementine
	Overview
	Objectives
	Note Concerning Data for this Course
	Clementine and Clementine Server
	Starting Clementine
	Using the Mouse
	Visual Programming
	Note
	Adding a Node
	Moving a Node
	Editing a Node
	Renaming and Annotating a Node
	Copy and Paste a Node
	Deleting a Node
	Building Streams with Clementine
	Connecting Nodes
	Disconnecting Nodes
	Getting Help
	Summary

	Chapter 3
	Reading Data Files
	Overview
	Objectives
	Data
	Reading Data Files into Clementine
	Reading Data from Free-Field Text Files
	First Check on the Data
	Reading SPSS Data Files
	Reading Data Using ODBC
	Declaring a Data Source
	Accessing a Database Using the Database Source Node
	Other Data Formats
	Defining Data Field Types
	Field Type Definition
	Field Direction
	Saving a Clementine Stream
	Summary
	Appendix: Reading Data from Fixed-field Text Files

	Chapter 4
	Data Quality
	Overview
	Objectives
	Data
	Introduction
	Missing Data in Clementine
	Assessing Data Quality
	Opening a Stream File
	Data Audit
	Distribution Plots
	Histograms
	Summary

	Chapter 5
	Introduction to Data Manipulation
	Overview
	Objectives
	Data
	Introduction
	A Brief Introduction to the CLEM Language
	Note about Case Sensitivity
	Record Operations and the Select Node
	Field Operations and the Filter Node
	To Change the Name of a Field
	To Filter Out Fields
	Field Reordering
	The Derive Node
	Single Versus Multiple Derive Mode
	Derive Type Formula
	Derive Type Flag
	Derive Type Set
	Derive Type Conditional
	Reclassify Node
	Executing Field Operation Nodes Simultaneously
	Automatically Generating Operational Nodes
	Automatically Generating Derive Nodes
	Automatically Select Records or Fields with No Missing Values
	Summary

	Chapter 6
	Looking for Relationships in Data
	Overview
	Objectives
	Data
	Introduction
	Studying Relationships between Symbolic Fields
	Matrix Node: Relating Two Symbolic Fields
	The Web Node
	Correlations between Numeric Fields
	Extensions
	Summary

	Chapter 7
	Modeling Techniques in Clementine
	Overview
	Objectives
	Introduction
	Neural Networks
	Rule Induction
	Statistical Prediction Models
	Linear Regression
	Logistic Regression
	Principal Components
	Clustering
	Kohonen Networks
	K-Means Clustering
	Two-Step Clustering
	Association Rules
	Sequence Detection
	Which Technique, When?
	Summary

	Chapter 8
	Neural Networks
	Overview
	Objectives
	Data
	Introduction
	The Neural Network Node
	Models Palette
	Understanding the Neural Network
	Creating a Data Table Containing Predicted Values
	Comparing Predicted to Actual Values
	Evaluation Chart Node
	Understanding the Reasoning Behind the Predictions
	Symbolic Input with Symbolic Output
	Numeric Input with Symbolic Output
	Note
	Saving the Stream
	Model Summary
	Extensions
	Summary

	Chapter 9
	Rule Induction
	Overview
	Objectives
	Data
	Introduction
	Rule Induction in Clementine
	Rule Induction Using C5.0
	Browsing the Model
	Generating and Browsing a Rule Set
	Understanding the Rule and Determining Accuracy
	Creating a Data Table Containing Predicted Values
	Comparing Predicted to Actual Values
	Changing Target Category for Evaluation Charts
	Understanding the Most Important Factors in Prediction
	Summary

	Chapter 10
	Comparing and Combining Models
	Overview
	Objectives
	Data
	Introduction
	Comparing Models
	Analysis Node
	Evaluation Charts for Model Comparison
	Comparing Models Using Validation Data
	Using Rule Induction with Neural Networks
	Using Rule Induction before Neural Networks
	Using Rule Induction after Neural Networks
	Summary

	Chapter 11
	Kohonen Networks
	Overview
	Objectives
	Data
	Introduction
	Kohonen Node
	Understanding the Kohonen Network
	Focusing on the Main Segments
	Creating a Reference Value for Each Cluster Group
	Using Other Fields to Build Profiles
	Summary
	Appendix: Viewing Clusters in a Scatterplot

	Chapter 12
	Association Rules
	Overview
	Objectives
	Data
	Introduction
	The Apriori Node
	Using the Associations
	Extension: Exporting Model Values and Exporting Rule Sets as SQL
	Summary

	Chapter 13
	Sequence Detection
	Overview
	Objectives
	Data
	Introduction
	Data Organization for Sequence Detection
	Sequence Node Versus CaprI
	The Sequence Node
	Exploring Sequences
	Model Predictions
	Extensions
	Summary

	Chapter 14
	Other Topics
	Overview
	Introduction
	Clementine Server
	Clementine Solution Publisher
	CEMI
	Clementine Scripts
	Cleo
	Text Mining for Clementine
	SPSS PredictiveMarketing and Predictive Web Analytics
	SPSS PredictiveMarketing
	Predictive Web Analytics
	Suggestions for Improving Model Performance
	Demos and CATs

	Data Mining References
	Exercises
	Note Concerning Data for this Course
	Chapter 2
	Introducing SPSS Clementine
	Chapter 3
	Reading in Data Files
	Chapter 4
	Data Quality
	Chapter 5
	Data Manipulation
	Chapter 6
	Looking for Relationships in Data
	Chapter 8
	Neural Networks
	Chapter 9
	Rule Induction
	Chapter 10
	Comparing and Combining Models
	Chapter 11
	Kohonen Networks
	Chapter 12
	Association Rules
	Chapter 13
	Sequence Detection



