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Chapter 1

Preface

1.1 Various figures

The following figures are from Bicak gr-qc/0201010
There are some nice embedding figures in Ben-Dov gr-qc 0408066 on Penrose

inequality
There are some good Penrose diagrams for Schwarzschild in our encyclope-

dia paper with Beig, coming from Nicolas in Dissertationes [?] (in fact, they
are improved, as compared to the original ones).

1.2 Return to real stuff

This work is based on lectures given at the Levoča Summer School, August 2000,
and at the seminar “Géométrie de Lorentz et relativité générale: Examples”,
Avignon, March 2002, and at Tours University, March-June 2002, together
with the lectures given at the “Oberwolfach Seminar on Mathematical General
Relativity”, November 2002, and at the “Mini-course on Geometric Analysis
& Mathematical Aspects of General Relativity” at the National Center for
Theoretical Sciences, National Tsing-Hua University, Hsinchu, Taiwan, August
2004. It is intended as a textbook on selected topics in mathematical relativity,
designed for graduate students in mathematics which have some familiarity
with manifolds and Riemannian geometry. The book contains a fairly extensive
survey of several topics, and some of the results here might also be of interest
to mathematically minded researchers in general relativity.

Appendix A, the contents of which would usually be the topic of the first
lecture in a lecture course addressed to an audience of students of mathematics
at a graduate level, is included for the sake of those which are not used to
the index manipulations habits of general relativists. It might also be useful
to physics students which might be very familiar with index notations, but
are unfamiliar with the more abstract approach presented there. Chapter 2

Figure 1.1: The Penrose conformal diagram of an asymptotically flat spacetime.
The Cauchy hypersurface and the hyperboloidal hypersurface s are indicated.
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8 CHAPTER 1. PREFACE

Figure 1.2: Two particles uniformly accelerated in opposite directions.

Figure 1.3: The Penrose compactified diagram of a boost-rotation symmetric
spacetime. Null infinity can admit smooth sections.

introduces the notion of a Lorentzian metric, establishes some elementary facts,
and summarizes the elementary differential geometric facts described in detail
in Appendix A. Chapter 3 has an illustrative character, aiming to give the
students an idea of a few important applications of general relativity. While it
may serve to make the material more attractive, it can be safely skipped when
lecturing to a mathematically minded audience. Chapter 4 is the core•1.2.1 of•1.2.1: ptc:this

description needs
expanding, and the
“core” should be
thought over

this book, in so far as it gives a new self-contained approach to the causality
theory. The expert will note that the definition of timelike and causal curves
given here is rather different from the usual ones from [16, 58, 89], and makes
the whole theory rather simpler.

It should be clear to the reader that most of the book is devoted to the
study of the Einstein equations. On the other hand, the title of the book does
not mention this. This is not an omission, as we believe that the main object
of studying Lorentzian geometry in the large is precisely the study of global
solutions of the Einstein equation. •1.2.2•1.2.2: to be thought

over Tours, spring semester 2002:

1. First lecture (2 h): Metrics, connections, curvature (Appendix)

2. Second lecture (1 h): Weak gravitational fields

3. Third lecture (1.75 h): Einstein equations, energy momentum tensors,
conservation law for dust and for null fluids, geodesic equations.

4. Fourth lecture (1.5 h): Newtonian equations of motion from Einstein
equations. Time orientability, normal coordinates.

5. Fifth lecture (1.5 h): construction and properties of normal coordinates,
definitions of futures and pasts, causality in Minkowski space-time.

6. Sixth lecture (1.75 h): local causality on general manifolds. End points
of causal curves.

7. Seventh lecture (1.5 h): accumulation curves, causality conditions with
examples up to, but not including, global hyperbolicity.

8. Eighth lecture (1.5 h): introduction to global hyperbolicity, closedness of
the causal futures.

9. Ninth lecture (2 h): domains of dependence, Cauchy surfaces, beginning
of Geroch’s theorem (I do not recommend proving in class that interiors
of domains of dependence are globally hyperbolic - very long)

10. 10th lecture (1h15): end of Geroch’s theorem (without all details), Ein-
stein equations in harmonic coordinates
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11. 11th lecture (1h45): Einstein equations in harmonic coordinates contin-
ued; geometry of spacelike hypersurfaces, Codazzi-Mainardi equations,
the scalar constraint

12. 12th lecture (1h): the vector constraint; the gauge character of the g′0As,
Kij and time derivatives

13. 13th lecture (1h40): heuristics for a Riemannian definition of mass, cal-
culation of the divergence identity, mass for conformally flat metrics, in
particular for Schwarzschild in isotropic coordinates

14. 14th lecture (1h45): ADM mass for conformally symmetric metrics, for
spherically symmetric metrics, thus for Schwarzschild, most of the proof
of coordinate-independence

15. 15th lecture (1h30): end of the proof of coordinate independence, intro-
duction to moving frames

16. 16th lecture (1h30): end of moving frames, spherically symmetric positive
energy theorem, introduction to spinors

Throughout this work we use indented text, typeset in smaller font, for material
which plays secondary — informative or auxiliary — role, and may be skipped
without affecting the understanding of the main line of development of the subject.

Acknowledgements I am very grateful to the following persons for their
comments concerning mistakes in previous versions of these notes, or for dis-
cussions that helped me to better understand the material covered: A. Cabet,
E. Dumas, Leipzig student. Of course I am taking full responsibility for the
mistakes that remain.
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Mathematical Relativity, Oberwolfach

lectures by Robert A. Bartnik and Piotr T. Chruściel

November 10-16, 2002
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Monday 9.00-10.30 RAB: Formal aspects of the Initial Value
Problem (IVP)

10.50-12.20 PTC: The conformal method for solving
the constraint equations I

14.00-16.30 Study sessions (with a break of 30 minutes)

Tuesday 9.00-10.30 RAB: Wave equations
10.50-12.20 PTC: The conformal method for solving

the constraint equations II

14.00-16.30 Study sessions (with a break of 30 minutes)

Wednesday 9.00-10.30 RAB: Local existence for the IVP
10.50-12.20 PTC: The definition of mass

afternoon: hike to Sankt Roman

Thursday 9.00-10.30 RAB: Introduction to spinors and to the
Dirac equation

10.50-12.20 PTC: Introduction to causality theory I

14.00-16.30 Study sessions (with a break of 30 minutes)

Friday 9.00-10.30 RAB: Witten’s proof of the positive mass theorem
10.50-12.20 PTC: Introduction to causality theory II

14.00-15.30 PTC: Introduction to causality theory III

16.00-16.20 T. Jurke (AEI Golm): On future asymptotics of
polarised Gowdy space-times

16.20-16.40 E. Czuchry (Warsaw): Constraint equations for
null matter

16.40-17.00 S. Calogero (AEI Golm): A stellar dynamics
model in scalar gravity

17.00-17.20 K. Schöebel (Iena): Highly accurate calculations
of rotating neutron stars

17.20-17.40 K. Roszkowski (Cracow): Some aspects of wave
propagation on Schwarzschild space-time



12 CHAPTER 1. PREFACE

Tsin-Hua Lectures, August 2004, 1.5 h lectures
1. The definition of mass, the Witten-Bartnik positive energy theorem
2. Introduction to Lorentzian geometry, up to definition of futures and pasts
3. Futures and past, accumulation curves, causality conditions up to the

definition of global hyperbolicity
4. Global hyperbolicity, Lorentz distance function, Splitting theorems, Poor

man’s positive energy theorem (the timelike version)



Chapter 2

Basic notions

2.1 Conventions

All manifolds are Hausdorff and paracompact. The letter n usually denotes the
space dimension of the manifold under consideration; thus, to emphasize the
distinct character of the space and time variables, space-times will always have
dimension n+1. Greek indices α, β, etc., correspond to space-time coordinates
xα and take values 0, 1, . . . , n, while latin indices i, j, etc., take values 1, . . . , n
and correspond to space-coordinates xi. We shall use the summation convention
throughout, which means that every pair of indices with one index up and one
index down have to be summed over, e.g.

Aα
β
γδX

γYβσ :=
n∑

γ,β=0

Aα
β
γδX

γYβσ , AiX
i :=

n∑
i=1

AiX
i .

If f is a function, then we will freely switch between the following notations to
denote its derivatives:

∂f

∂xµ
= ∂µf = f,µ = f;µ = ∇µf = ∇∂µf .

2.2 Lorentzian manifolds

A couple (M , g) will be called a Lorentzian manifold if M is an n+ 1 dimen-
sional, differentiable, paracompact, Hausdorff, connected manifold, and g is a
non-degenerate symmetric twice covariant continuous tensor field on M of sig-
nature (−++ . . .+). By an abuse of terminology g is often called a metric. We
will only consider differentiable manifolds with continuous metrics. By a theo-
rem of Whitney•2.2.1 there is no loss of generality to assume that the manifold•2.2.1: ref?

is smooth, however such a restriction turns out to be inconvenient for many
purposes. For example, we will see below in Chapter ?? that the initial value
problem for general relativity leads naturally to manifolds with a Sobolev-type
differentiable structure1. Unless explicitly indicated otherwise we assume that

1Such structures are discussed in detail in [?].
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14 CHAPTER 2. BASIC NOTIONS

the metric is smooth; however, we will often indicate weaker differentiability
conditions which are sufficient for the specific problems at hand.

A vector X ∈ TpM is said to be timelike if g(X,X) < 0; null or lightlike
if g(X,X) = 0 and X 6= 0; causal if g(X,X) ≤ 0 and X 6= 0; spacelike if
g(X,X) > 0. Given any basis of TpM with the first vector timelike, we can use
the standard Gram-Schmidt procedure to construct an ON-basis of TpM , that
is, vectors ea ∈ TpM such that

g(ea, eb) = ηab ,

where ηab stands for the Minkowski metric diag(−1,+1, . . . ,+1); indices a, b
run from 0 to n. If X = Xaea, Y = Y aea (we use the summation convention,
i.e., repeated indices in different positions have to be summed over), then

g(X,Y ) = −X0Y 0 +X1Y 1 + . . .+XnY n , (2.2.1)
g(X,X) = −(X0)2 + (X1)2 + . . .+ (Xn)2 . (2.2.2)

It follows that X is lightlike if and only if

X0 = ±
√∑

i

(Xi)2 ,

and timelike if and only if

|X0| >
√∑

i

(Xi)2 .

(Throughout lower Latin indices i, j, etc. run from 1 to n.) Thus, in every
tangent space the sets of timelike, lightlike, etc., vectors are linearly isomorphic
to those of Minkowski space-time. In particular the set of timelike vectors is
the union of two disjoint open convex cones, the closures of which meet at the
origin.

We will say that a causal vector X is future pointing if X0 > 0 (compare
Section 4.1 below).

We will often use the following elementary facts:

Proposition 2.2.1 Let X be timelike future pointing, then

g(X,Y ) < 0

for all future pointing causal Y ’s.

Proof: Choose an ON frame with

e0 = X/
√
−g(X,X) ⇐⇒ X = X0e0 ,

the result is then obvious from (2.2.1). 2

The scalar product of causal vectors satisfies the inverse Cauchy-Schwarz inequal-
ity:
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Proposition 2.2.2 Let X,Y be two causal vectors, then

|g(X,Y )| ≥
√
−g(X,X)

√
−g(Y, Y ) , (2.2.3)

with equality holding if and only if X is proportional to Y .

Proof: For null X’s Equation (2.2.3) is trivial, assume thus that X is timelike. By
performing a Gram-Schmidt orthonormalisation we can construct an ON basis in
which e0 = X/

√
−g(X,X), hence X =

√
−g(X,X)e0. Since Y is causal we have

|Y 0| ≥
√∑

i(Y i)2, hence

|g(X,Y )| = | −X0Y 0|
=

√
−g(X,X)|Y 0|

≥
√
−g(X,X)

√
(Y 0)2 −

∑
i

(Y i)2

=
√
−g(X,X)

√
−g(Y, Y ) ,

with equality holding if and only if
∑

i(Y
i)2 = 0, hence Y proportional to X. If Y is

null, and equality holds in (2.2.3), then g(X,Y ) = 0. In this case a Gram-Schmidt
orthonormalisation starting from any timelike vector e0 as a first vector, and X as
a second vector, leads to a basis in which X = X0(e0 + e1), so that

0 = g(X,Y ) = −X0(Y 0 − Y 1) .

Since X0 is non-zero we conclude that Y 0 = Y 1. Causality of Y gives

|Y 0| ≥
∑

i

(Y i)2 =⇒ Y = Y 0(e0 + e1) ∼ X .

2

As an immediate Corollary of Proposition 2.2.1 we obtain:

Corollary 2.2.3 Let X,Y be two null vectors satisfying

g(X,Y ) = 0 .

Then X is proportional to Y .

2.3 The Levi-Civita connection, curvature

In this section we give a short overview of the properties of the Levi-Civita
connection for Lorentzian manifolds, and its curvature. The main point here
is to codify our notations and conventions for those readers who are already
familiar with those notions. Newcomers will find a complete exposition of the
results presented here in Appendix A.

Consider a Lorentzian manifold (M , g); in a way completely analogous to
the Riemannian case, to any Lorentzian metric one can associate a connection
∇ which is uniquely defined by the requirements that a) ∇ is g compatible,
that is, for all differentiable vector fields X,Y, Z on M we have

X(g(Y, Z)) = g(∇XY, Z) + g(Y,∇XZ) ,
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and b) ∇ is torsion free:

∇XY −∇YX = [X,Y ] .

∇ is called the Levi-Civita connection associated with the metric g. Given any
connection ∇, its Riemann tensor is defined as follows:

R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z . (2.3.1)

Let ∂α ≡ ∂/∂xα be a basis of TM associated with a coordinate system xα, and
let dxα be the associated dual basis:

〈dxα, ∂β〉 = δαβ , (2.3.2)

where 〈·, ·〉 is the duality pairing (〈φ,X〉 := φ(X)) and δαβ is the Kronecker
delta, equal to 1 when α = β, and zero otherwise. One defines

gαβ := g(∂α, ∂β) ⇐⇒ g = gαβdx
α ⊗ dxβ ,

Rαβγδ := 〈dxα, R(∂γ , ∂δ)∂β〉 . (2.3.3)

It would be logical to use the symbol R for the Riemann tensor, however, that
symbol is often used to denote the Ricci scalar defined in (2.3.12) below. For
this reason we will write “Riem” instead for the Riemann tensor, so that (2.3.3)
can be rewritten as

Riem = Rαβγδ∂α ⊗ dxβ ⊗ dxγ ⊗ dxδ . (2.3.4)

There are actually two ways of understanding objects with indices, such as
Rαβγδ, or gβγ , etc. The first refers to a given coordinate system {xµ}, and then
(2.3.3) gives a definition of the collection of numbers {Rαβγδ}, associated with
the tensor Riem. This provides one practical way of computing things, and then
(2.3.4) tells us how to recover Riem out of the {Rαβγδ}’s. The second way, used
throughout this work, is to understand the indices in Rαβγδ or in gβγ as markers
which indicate the tensor type, independently of any coordinate system. Those
markers are very useful when operations on tensors are performed, such as
taking contractions (e.g., Bα

β → Bα
α) or traces (e.g., Aαβ → Aαα := Aαβgαβ),

and is known as Penrose’s abstract index notation [90]. To summarise, the
notation such as Wα

β
γ , when referring to a tensor field W , provides a short-

hand for saying that W is a section of the bundle TM ⊗ T ∗M ⊗ TM (we will
write W ∈ Γ(TM ⊗ T ∗M ⊗ TM), or W ∈ ΓCk(TM ⊗ T ∗M ⊗ TM) to indicate
the Ck differentiability class, etc.). This short-hand is consistent with the local
equations

Wα
β
γ = W (dxα, ∂β , dxγ) ⇐⇒ W = Wα

β
γ∂α ⊗ dxβ ⊗ ∂γ ,

when a local coordinate system {xµ} has been given, but the reader should not
assume that some coordinate system has been singled out.

Returning to the Riemann tensor, it follows from (2.3.1) that Rαβγδ is an-
tisymmetric in its last two indices,

Rαβγδ = −Rαβδγ .



2.3. THE LEVI-CIVITA CONNECTION, CURVATURE 17

As in the Riemannian case we have

Rαβγδ = Rγδαβ ,

here and throughout we use the metric to raise and lower the indices,

Rαβγδ := gαλR
λ
βγδ .

This, and some other identities, are proved in Appendix A. Unless explicitly
indicated otherwise, we use the Einstein summation convention which requires
summing over all matching pairs of sub- and superscripts. We further have the
first Bianchi identity,

Rαβγδ +Rαγδβ +Rαδβγ = 0 . (2.3.5)

We use the convention that adding a subscript “;α” to a tensor field denotes
covariant differentiation in the direction ∂α, e.g.

Rαβγδ;σ := 〈dxα, (∇σR)(∂γ , ∂δ)∂β〉 ,

where
∇σ := ∇∂σ .

In this notation the second Bianchi identity reads

Rαβγδ;σ +Rαβδσ;γ +Rαβσγ;δ = 0 . (2.3.6)

A metric – whether Lorentzian or Riemannian – defines an isomorphism [ :
TM → T ∗M by the formula

X[(Y ) = g(X,Y ) .

If we write X in the coordinate basis ∂α as Xα∂α (hence Xα = 〈dxα, X〉), we
then have

X[ = gαβX
αdxβ =: Xβdx

β .

The operation which takes Xα to Xα is sometimes called “the lowering of in-
dices” in the physics literature, while its inverse is called ”the raising of indices”.

We can use the map [ and its inverse ] to define a metric g] on T ∗M , by
transporting the metric g from TM to T ∗M . If we let gαβ denote the matrix
inverse to gαβ , one easily finds

g](dxα, dxβ) = gαβ . (2.3.7)

In the physics literature it is customary to use the same symbol g both for g,
and g], as well as for extensions of g to tensor fields of any order, and we shall
sometimes do this.

The Christoffel symbols Γαβγ are defined as

Γαβγ ≡ 〈dxα,∇∂β∂γ〉 . (2.3.8)
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It follows that
∇αX = (∂αXβ + ΓβασX

σ)∂β .

We have the classical formulae•2.3.1 •2.3.1: ptc:refer to
where it is worked out
in more detail

Γαβγ = 1
2g
ασ(∂βgσγ + ∂γgσβ − ∂σgβγ) , (2.3.9)

Rαβγδ = ∂γΓαβδ − ∂δΓαβγ + ΓασγΓ
σ
βδ − ΓασδΓ

σ
βγ . (2.3.10)

The Ricci tensor Ric = Rαβdx
α ⊗ dxβ is defined as

Rαβ = Rγαγβ . (2.3.11)

The scalar curvature R defined as

R = gαβRαβ (2.3.12)

is also called the Ricci scalar in the physics literature. The Einstein tensor
G = Gαβdx

α ⊗ dxβ is defined as

Gαβ = Rαβ −
1
2
Rgαβ . (2.3.13)

The interest of this object stems from the divergence identity,

Gα
β

;β = 0 , (2.3.14)

which is obtained as follows: contracting the second Bianchi identity (3.3.3)
over α and σ gives

Rαβγδ;α −Rβδ;γ +Rβγ;δ = 0 . (2.3.15)

Contracting this equation with gβγ yields

−Rαδ;α −Rγδ;γ +R;δ = 0 . (2.3.16)

which is, up to some renaming of indices, Equation (2.3.14).



Chapter 3

An introduction to the physics
of the Einstein equations

This chapter constitutes a short introduction to the physical aspects of the Ein-
stein equations. It is self-contained, and no material from here is needed in the
remaining parts of this work. It can be safely skipped by the mathematically-
minded reader.

3.1 Einstein equations

In 1915 Einstein proposed to describe the gravitational field using a Lorentzian
metric tensor g. He postulated the following set of equations:

Rµν −
1
2
Rgµν + Λgµν = 8π

G

c4
Tµν . (3.1.1)

Here Rµν is the Ricci tensor of the metric g, R is its trace, G is Newton’s
gravitational constant, Λ is a constant called the cosmological constant, Tµν is
the energy-momentum tensor of matter fields, and c is the speed of light. From
now on we shall assume that a system of units has been chosen so that

c = 1 .

We will give examples of energy-momentum tensors in Section 3.2 below. The
simplest case is the vacuum one, where Tµν vanishes identically. If one further
assumes that Λ vanishes as well, then (3.1.1) reads

Rµν −
1
2
Rgµν = 0 . (3.1.2)

Multiplying by gµν and summing over µ and ν one has, in space-time dimension
n+ 1,

0 = gµν
(
Rµν −

1
2
Rgµν

)
= gµνRµν︸ ︷︷ ︸

=R

−1
2
R gµνgµν︸ ︷︷ ︸

=δµµ=n+1

= −n− 1
2

R .

19
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This leads us to the more usual form of the vacuum Einstein equations:

Rµν = 0 . (3.1.3)

Here and throughout we assume that the space-dimension n is strictly larger
than one: this assumption is motivated by the fact that if n = 0 or 1, then
(3.1.2) is identically fulfilled for any metric.

One might try to justify the idea that the gravitational field should be described
by a metric tensor. The argument that is usually put forward in this context goes
as follows: Recall that in Newton’s theory of gravitation the key object is a function
φ satisfying the Laplace equation in a flat space R3,

∆φ = −4πGµ , (3.1.4)

where µ is the density of mass of the matter fields. Equation (3.1.4) does not
seem to be compatible with special relativity in any simple way. Further, the naive
generalization, where ∆ is replaced by the wave operator

2ηφ := ηµν∂µ∂νφ = −4πGµ , (3.1.5)

does not work: By Einstein’s famous formula E = mc2, the mass density can be
identified with the energy density carried by the fields:

ρ = µc2 . (3.1.6)

The simplest description of energy density ρ in special relativity is using vector
fields: in this approach ρ is not a scalar, but the time-component of the momen-
tum four-vector field pµ. But then Equations (3.1.5)-(3.1.6) do not have the right
covariance under Lorentz-transformations. Now, a correct behaviour could be re-
stored if gravitation were described by a vector field. Einstein tried to do that, and
convinced himself that such a theory would not be compatible with experiment.
The next simplest possibility is to consider a theory based on a tensor field, call it
gµν . Since the Minkowski metric ηµν is a tensor field playing a key role in special
relativity, it does not seem absurd to suppose that gµν could be a generalization of
the Minkowski metric. In particular it should be non-degenerate, with Lorentzian
signature.

Having decided that a description of gravity using a tensor field gµν could make
sense, one needs a field equation. Einstein’s idea that matter curves space leads
one to look for equations on the Riemann curvature tensor, or its contractions.
The fact that (3.1.1) is the right combination can be justified a posteriori in many
ways. Probably the simplest justification is the variational character of the operator
appearing there, see Section ?? for details. Another one is the divergence identity,
which we are about to derive. (However, we prefer to think of the divergence
identity (3.3.2) and its consequences as a consequence of Einstein equations, rather
than a justification for those.) Finally, one can adopt the following point of view:
we have the elegant geometric equation (3.1.1), let us study the properties of its
solutions. This leads to many difficult and fascinating mathematical problems,
which provide a sufficient reason to study this equation. As a bonus one obtains
various predictions, which have all turned out to be compatible with experiments
so far.
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3.2 Energy-momentum tensors

3.2.1 Dust, null fluids

The simplest possible energy-momentum tensor is that describing dust : one
considers a swarm of particles moving along a family of curves x(s), with tangent
vector field

uµ :=
dxµ

ds
. (3.2.1)

One assumes that the particles fill a region of space-time, and that their space-
time trajectories do not cross each-other, so that (3.2.1) defines a vector field
uµ on that region. One of the postulates of Einstein’s theory of gravity is
that physical bodies do not move faster than the speed of light. (This is a
requirement independent of the Einstein equations themselves, and one can in
principle consider those equations without imposing this restriction.) From a
purely mathematical point of view, the speed-of-light limit is encoded in the
equation

g(u, u) ≤ 0 . (3.2.2)

The limiting case of equality is only allowed for objects which have zero rest
mass, such as photons. Thus, when modelling a star, or a galaxy, one assumes
that

g(u, u) < 0 . (3.2.3)

If we change the parameterization of the curve x(s) to x(s(τ)) we will obtain

dx

dτ
=
ds

dτ

dx

ds
=⇒ g(

dx

dτ
,
dx

dτ
) =

(
ds

dτ

)2

g(
dx

ds
,
dx

ds
) .

It is very convenient to choose the new parameterization τ to be a solution of
the equation

dτ

ds
=

√∣∣∣∣g(dxds , dxds )
∣∣∣∣ .

Redefining u as dx/dτ we will obtain

g(u, u) = −1 . (3.2.4)

(In the case of a swarm of photons, which have the property that

g(u, u) ≡ 0 , (3.2.5)

the freedom of changing the parameterization is not taken care of by the above,
and there is no canonical way of choosing that normalisation at this stage.) The
energy-momentum tensor for such a physical system is postulated to take the
form

Tµν = ρuµuν . (3.2.6)

We will talk about dust when (3.2.4) holds, and of null fluid when (3.2.5) holds.
In the case of dust the function ρ is called the energy density of the particles
in their rest frame. In the null fluid case the interpretation of ρ as an energy
density requires some care, because of the freedom left in rescaling u, but we
ignore this for the moment.
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3.2.2 Perfect fluids

The perfect fluid is the next simplest physical system. The situation is similar
to that of the previous section: one considers a swarm of particles moving along
space-time trajectories, with a field of tangents u normalized as in (3.2.4). The
fluid description requires the addition of a field p which describes the pressure
within the fluid. The corresponding energy-momentum tensor is•3.2.1•3.2.1: ptc:make a

comment about
enthalpy, refer to
Kijowski Tµν = (ρ+ p)uµuν + pgµν , (3.2.7)

The simple form (3.2.7) is related to the fact that in a fluid the pressures are
the same in all space-directions. Clearly (3.2.6) is a special case of (3.2.7) with
p = 0. To complete the description one needs to add an equation of state,
typically this is done by prescribing p as a function of ρ:

p = p(ρ) .

3.2.3 Field theoretical models

Suppose that we want to describe a theory of matter fields, say ϕA, interacting
with the gravitational field. The fields ϕA will of course satisfy their own set
of equations. In theoretical physics it is usual to consider equations which are
derived from a variational principle, with Lagrangean L . In several cases of
interest the Lagrangean takes the simple form

L = L (ϕA, ∂µϕA, g) .

In such situations one defines the energy-momentum tensor of the fields ϕA as

Tµν := − 2√
|det g|

∂L

∂gµν
. (3.2.8)

This definition is related to the existence of a joint variational principle for the
gravitational field and the ϕA’s, see Section ??. As a simple example, consider
a theory of a scalar field ϕ with Lagrangean

L = −
√
|det g|
16π

(
gαβ∇αϕ∇βϕ− V (ϕ)

)
= −

√
|det g|
16π

(
gαβ∂αϕ∂βϕ− V (ϕ)

)
, (3.2.9)

where V is a given function, called the potential function. One talks about
a massless scalar field when V ≡ 0 and about a a massive scalar field when
V = −mϕ2. Here m is a constant, which is called the rest mass, or the bare rest
mass of the field. Other potentials are often considered, e.g. in the so-called
inflationary cosmological models.

To calculate the corresponding energy-momentum tensor we need to work
out

∂
√
|det g|
∂gµν

,
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this proceeds as follows: Fix an index µ, then the determinant of the matrix
gαβ can be calculated by expanding in the µ’th column:

det gαβ =
∑
ν

gµν∆µν

(no summation over µ), where ∆µν is the matrix of co-factors. Since ∆µν does
not involve the gµν entry of the matrix g, we have

∂(det gαβ)
∂gµν

= ∆µν .

Now, the matrix of co-factors is related to the matrix gµν , inverse to gµν , by
the formula:

∆µν = (det gαβ)gµν ,

so that
∂(det gαβ)
∂gµν

= (det gαβ)gµν . (3.2.10)

It then follows that

∂
√
|det gαβ |
∂gµν

=
1
2

√
|det gαβ |gµν . (3.2.11)

The identity
gαβgβγ = δαγ

leads to the equation
∂

∂gµν
= −gαµgβν

∂

∂gαβ
. (3.2.12)

From (3.2.11) and (3.2.12) we finally obtain

∂
√
|det gαβ |
∂gµν

= −1
2

√
|det gαβ |gµν . (3.2.13)

(The above argument can be somewhat simplified if one considers det gµν to
begin with; we have organized the calculations as above because we will need
(3.2.11) later on.)

Returning to the calculation of Tµν , it immediately follows from Equa-
tions (3.2.8), (3.2.9) and (3.2.11) that the energy-momentum tensor for a scalar
field takes the form

Tµν =
1
8π

{
∇µϕ∇νϕ−

1
2

(
gαβ∇αϕ∇βϕ− V (ϕ)

)
gµν

}
.

3.3 The divergence identity, equations of motion

One of the objects appearing in (3.1.1) is the Einstein tensor Gµν , defined as

Gµν := Rµν −
1
2
Rgµν . (3.3.1)
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This tensor satisfies an important identity, sometimes called the divergence
identity, which reads

∇µG
µν = 0 . (3.3.2)

In order to establish this, recall the second Bianchi identity•3.3.1 •3.3.1: ptc:what about
repetitiveness here?

Rαβγδ;σ +Rαβδσ;γ +Rαβσγ;δ = 0 . (3.3.3)

Contracting (3.3.3) over α and σ gives

Rαβγδ;α −Rβδ;γ +Rβγ;δ = 0 . (3.3.4)

Contracting this equation with gβγ yields

−Rαδ;α −Rγδ;γ +R;δ = 0 . (3.3.5)

This is, up to some renaming and raising of indices, identical with Equa-
tion (2.3.14).

Using the Einstein tensor we can rewrite the Einstein equation (3.1.1) as

Gµν + Λgµν = 8π
G

c4
Tµν (3.3.6)

(here, as everywhere else unless explicitly specified otherwise, the indices have
been raised using the inverse metric tensor gµν). Taking the divergence of both
sides we are led to the identity

∇µT
µν = 0 . (3.3.7)

This equation necessarily holds for all solutions of (3.3.6).
While (3.3.7) appears as a trivial identity at first sight, it turns out to

contain useful information. We shall illustrate this in the case of the energy-
momentum tensor (3.2.6),

Tµν = ρuµuν , (3.3.8)

with
uµuµ = const . (3.3.9)

Indeed, we calculate

0 = ∇µT
µν = ∇µ(ρuµ)uν + ρuµ∇µu

ν . (3.3.10)

Let γµ(s) be the flow lines of uµ,

uµ = γ̇µ :=
dγµ

ds
.

In regions where ρ = 0 the equation (3.3.10) is not interesting, as no matter is
present there. However, at points at which ρ does not vanish (3.3.10) says that

∇γ̇ γ̇ ∼ γ̇ . (3.3.11)
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This means, by definition, that γ is a geodesic of the metric g. We have thus
obtained the conclusion that the flow lines of uµ are geodesics in space-time.
Equivalently, dust particles move on timelike geodesics in space-time; null flu-
ids move on null geodesics in space-time. This is the precise meaning of the
statement that Einstein equations determine the motion of bodies in general
relativity .

When uµuµ = −1, as considered in (3.2.4), we can actually obtain a stronger
conclusion from (3.3.10): first, we note that the normalization condition (3.3.9)
implies

0 = ∇µ(uνuν) = ∇µ(gαβuαuβ) = gαβ(∇µuα)uβ + gαβuα(∇µuβ) = 2uν∇µuν .
(3.3.12)

Multiplying (3.3.10) by uν , the second term there vanishes by (3.3.12) leading
to

∇µ(ρuµ) . (3.3.13)

This equation is often called the continuity equation, and expresses the conser-
vation of the total energy contained in volumes which are comoving with the
fluid.

Inserting (3.3.13) into (3.3.10) we are finally led to

∇uu = 0 , (3.3.14)

which shows that the integral curves of u are affinely parameterized geodesics.

3.3.1 Geometric optics in the Schwarzschild metric

In the case of a null fluid the argument leading to (3.3.14) breaks down because
uµuµ = 0, and the multiplication of (3.3.10) by uµ does not lead to any new in-
formation. This does, however, not affect the conclusion that a null fluid moves
along null geodesics, because the vanishing of uµuµ does not affect the deriva-
tion of (3.3.11). Now, the interest of null fluids arises from the fact that null
fluid energy-momentum tensors occur in the geometric optics limit of the Einstein-
Maxwell equations.1 Thus Equation (3.3.11) shows that, in the geometric optics
limit, light propagates on null geodesics. This leads to various spectacular effects
which can be already seen in spherical symmetry. Recall that one of the simplest
non-trivial solutions of the vacuum Einstein equations is the Schwarzschild metric,
defined on {(t, r, θ, ϕ) ∈ R× (2m,∞)× S2} by the formula•3.3.2 •3.3.2: ptc:refer to

where it is derived

g = −(1− 2m
r

)dt2 +
1

1− 2m
r

dr2 + r2(dθ2 + sin2 θdϕ2) . (3.3.15)

This metric models the external gravitational field of a spherically symmetric body.
The parameter m is a constant which has the interpretation of the active gravita-
tional mass of the body (compare Section 7.1). In Figure 3.1 one can see how the
curvature of space-time affects the image of a picture of Einstein which has been
placed behind, and slightly sideways, of a spherically symmetric star. The curving
of geodesics by the geometry results in the existence of multiple images of a single
object under certain circumstances. Because of the characteristic arc-shaped form,
the resulting images are often called Einstein arcs. In Figure 3.2 one observes that
1An exact mathematical treatment of some of the issues arising here can be found in the

PhD Thesis of Jeanne [?].
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Figure 3.1: Gravitational lensing by a spherically symmetric star: Einstein arcs. The
mass parameter of the metric is M = 1.5 in geometrical units G = c = 1. The
distance of Einstein to the gravitational lens is approximately equal to 25M ; that of
the observer is approximately 70M . The dimensions of the picture are 8M × 12M .
Figures 3.1 and 3.2 have been obtained by Daniel Weisskopf and Hans Ruder at the
University of Tuebingen. The calculation consists of numerically tracing rays along
null geodesics in the Schwarzschild geometry.

Figure 3.2: Gravitational lensing by a spherically symmetric star: an Einstein ring.
The parameters are the same as in Figure 3.1, except that now the picture of Einstein
is directly behing the star.

same image, when placed directly behind the star. If space-time were flat, we would
not see an image at all, because the light rays would propagate along straight lines,
and the image would have been hidden by the star. In curved space-time we can
actually see what happens in a certain region directly behind the star, this results
in the formation of Einstein rings. Spectacular visualizations of how the image is
deformed when the picture is moved from right to left behind the star can be found
on http://www.tat.physik.uni-tuebingen.de/∼tmueller.

The effects observed in Figures 3.1 and 3.2 are an example of a general phe-
nomenon referred to as gravitational lensing, an extensive treatment of the subject
can be found in [?, 92, ?]. One of the important effects that arise here is a magni-
fication of the image, allowing one to see objects which otherwise would have been
much too faint for observations. By now several Einstein arcs have been seen by
astrophysicists, Figure 3.3•3.3.3 provide examples of two such observations made•3.3.3: ptc:The Hubble

image needs
improvement by the Hubble space telescope.

3.4 Weak gravitational fields

3.4.1 Small perturbations of Minkowski space-time

Consider Rn+1 with a metric which in the natural coordinates on Rn+1 takes
the form

gµν = ηµν + hµν , (3.4.1)

and suppose that there exists a small constant ε such that we have

|hµν | , |∂σhµν | , |∂σ∂ρhµν | ≤ ε . (3.4.2)

It is then easy to check that

gµν = ηµν − hµν +O(ε2) . (3.4.3)

Throughout this section we use the metric η to raise and lower indices, e.g.,

hαβ := ηαµhµβ , hαβ := ηαµηβνhµν = ηβνhαν .
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Figure 3.3: Einstein arcs in the Galaxy Cluster Abbel 2218 (from the STScI
Public Archive [?]).

Further,

Γαβγ =
1
2
gασ{∂βgσγ + ∂γgσβ − ∂σgβγ}

=
1
2
gασ{∂βhσγ + ∂γhσβ − ∂σhβγ}

=
1
2
ηασ{∂βhσγ + ∂γhσβ − ∂σhβγ}+O(ε2)

=
1
2
{∂βhαγ + ∂γh

α
β − ∂αhβγ}+O(ε2) = O(ε) . (3.4.4)

The Ricci tensor is easily found from (A.5.3)

Rβδ = ∂αΓαβδ − ∂δΓαβα +O(ε2)

=
1
2

[∂α{∂βhαδ + ∂δh
α
β − ∂αhβδ} − ∂δ{∂βhαα + ∂αh

α
β − ∂αhβα}] +O(ε2)

=
1
2

[∂α{∂βhαδ + ∂δh
α
β − ∂αhβδ} − ∂δ∂βh

α
α] +O(ε2) . (3.4.5)

3.4.2 Coordinate conditions, wave coordinates

The expression (3.4.5) for the Ricci tensor is still more complicated than desired:
we will be interested in solving, e.g., the vacuum equation Rµν = 0, and it is
far from clear how that can be done using (3.4.5). It turns out that one can
obtain considerable simplifications if one imposes a set of coordinate conditions.
Recall that a tensor field g is represented by matrices gµν in many different ways,
depending upon the coordinate system chosen: if a point p has coordinates yµ

in a coordinate system {yµ}, and coordinates xα in a second coordinate system
{xα}, then we have

gp = gµν(yσ)dyµdyν = gµν(yσ(xα))
(
∂yµ

∂xβ
dxβ

)(
∂yν

∂xγ
dxγ
)

= gµν(yσ(xα))
∂yµ

∂xβ
∂yν

∂xγ
dxβdxγ ,

= gβγ(xα)dxβdxγ

so that

gβγ(xα) = gµν(yσ(xα))
∂yµ

∂xβ
∂yν

∂xγ
. (3.4.6)

One can make use of this transformation law to obtain a form of the matrix
gµν which is convenient for the problem at hand. (This property is referred to
as “gauge freedom” in the physics literature.) For example, to show that the
Riemann tensor of the Minkowski metric vanishes it is best to use a coordinate
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system in which all the gµν ’s are constants, hence the Γαβγ ’s vanish, which
obviously implies the result. On the other hand, the same result in spherical
coordinates requires a lengthy calculation.

A choice of coordinate system, which is useful for many purposes, is that
of wave coordinates, sometimes also referred to as harmonic coordinates; physi-
cists also talk of the de Donder gauge in this context: One requires that the
coordinate functions be solutions of the wave equation:

2gx
α = 0 , (3.4.7)

where 2g is the wave operator associated with the metric g; in (any) local
coordinates:

2gf := gµν∇µ∇νf . (3.4.8)

For further purposes it is convenient to rewrite (3.4.8) as

2gf =
1√

|det gµν |
∂ρ

(√
|det gµν |gρσ∂σf

)
. (3.4.9)

In order to show that this formula is indeed correct, we calculate

2gf = gµν
(
∂µ∂νf − Γγ

µν∂γf
)

= gµν
(
∂µ∂νf −

1
2
gγσ(∂µgσν + ∂νgσµ − ∂σgµν)∂γf

)
= gµν

(
∂µ∂νf −

1
2
gγσ(2∂µgσν − ∂σgµν)∂γf

)
= gσγ∂σ∂γf −

(
gµνgγσ∂µgσν︸ ︷︷ ︸

a

−1
2
gγσ gµν∂σgµν︸ ︷︷ ︸

b

)
∂γf . (3.4.10)

Differentiating the identity
gγσgσν = δγ

ν

we obtain
gγσ∂µgσν = −gσν∂µg

γσ . (3.4.11)

It follows that the function a of (3.4.10) equals

a = −gµνgσν∂µg
γσ = −∂σg

γσ . (3.4.12)

Further, (3.2.11) gives

b = gµν∂σgµν =
2√

|det gαβ |
∂σ

(√
|det gαβ |

)
. (3.4.13)

Inserting all this into (3.4.10) we obtain

2gf = gσγ∂σ∂γf +
(
∂σg

γσ + gγσ 1√
|det gαβ |

∂σ

(√
|det gαβ |

))
∂γf

=
1√

|det gµν |
∂ρ

(√
|det gµν |gρσ∂σf

)
, (3.4.14)

as claimed.
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(Local) solutions of (3.4.8) are easily constructed as follows: one chooses any
spacelike hypersurface S ⊂ M — by definition, this means that the metric γ
induced on S from g is Riemannian; the explicit formula for γ reads

∀ X,Y ∈ TS γ(X,Y ) := g(X,Y ) .

As g is Lorentzian, equation (3.4.8) is a second order hyperbolic equation.
The standard theory of hyperbolic PDE’s (cf., e.g. [103]) asserts that for any
functions k, h : S → R and any vector field X defined along S and transverse
to S there exists a neighborhood of S and a unique solution of the wave
equation 2gf = 0 satisfying

f |S = k , X(f)|S = h .

So, in order to construct wave coordinates around a point p one chooses any
spacelike S passing through p, together with a coordinate patch U on S with
coordinates {yi}. Replacing S by U one can without loss of generality assume
that S = U . Then one solves the Cauchy problem

x0|S = 0 , n(x0)|S = 1 , (3.4.15a)
xi|S = yi , n(xi)|S = 0 , (3.4.15b)

where n is the field of unit-normals to S . Let O ⊂ M denote the neigbhour-
hood of S on which the solution exists: (3.4.15) shows that for any coordinate
system yα around p the matrix ∂xµ/∂yα will be non-degenerate on S . It fol-
lows that, passing to a subset of O if necessary, the xµ’s will form a coordinate
system on O.

3.4.3 Linearized Einstein equations in wave coordinates

Let us return to metrics of the form (3.4.1) satisfying (3.4.2). As explained
in the previous section we can choose a coordinate system in which the coor-
dinate functions will satisfy the wave equation (3.4.7). We wish to show that
the expression (3.4.5) for the Ricci tensor simplifies considerably when wave
coordinates are chosen. Indeed, it then follows from (3.4.9) that we have

0 = 2gx
α

=
1√

|det gµν |
∂ρ

(√
|det gµν |gρσ ∂σxα︸ ︷︷ ︸

δασ

)
=

1√
|det gµν |

∂ρ

(√
|det gµν |gρα

)
. (3.4.16)

We need to calculate this expression up terms of order ε2. In order to do this,
we first use (3.2.11) to obtain√

|det gµν | =
√
|det gµν |

∣∣∣
g=η

+
∂
√
|det gµν |
∂gαβ

∣∣∣
g=η

hαβ +O(ε2)

= 1 +
1
2
ηαβhαβ +O(ε2)

= 1 +
1
2
hαα +O(ε2) .
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This, together with (3.4.3) allows us to write

0 = ∂ρ

(√
|det gµν |gρα

)
= ∂ρ

(
(1 +

1
2
hββ)(ηρα − hρα)

)
+O(ε2)

=
1
2
∂αhββ − ∂ρh

ρα +O(ε2) . (3.4.17)

Equivalently,

∂ρh
ρ
α =

1
2
∂αh

β
β +O(ε2) . (3.4.18)

This allows us to rewrite (3.4.5) as

Rβδ =
1
2

[∂α{∂βhαδ + ∂δh
α
β − ∂αhβδ} − ∂δ∂βh

α
α] +O(ε2)

=
1
2

[
∂β ∂αh

α
δ︸ ︷︷ ︸

=−∂δhαα/2

+∂δ ∂αh
α
β︸ ︷︷ ︸

=−∂βhαα/2

−∂α∂αhβδ − ∂δ∂βh
α
α

]
+O(ε2)

= −1
2
∂α∂

αhβδ +O(ε2)

= −1
2
2ηhβδ +O(ε2) . (3.4.19)

It follows that — up to higher order terms and a constant multiplicative factor
— the Ricci tensor is the Minkowski wave operator acting on h:

Rαβ = −1
22ηhαβ +O(ε2) . (3.4.20)

3.4.4 Gravitational radiation?

•3.4.1•3.4.1: ptc:include some
photographs of
detectors It is well know that solutions of the scalar wave equation on Minkowski space-time

carry away energy. For instance, one can show [?, 105] (see also Section ??) that a
solution φ of the wave equation on Minkowski space-time with smooth initial data
which are compactly supported at t = 0 will behave as, for r ≥ 1, t ≥ 0,

φ =
c(t− r, θ, ϕ)

r
+O(r−2) , (3.4.21)

with O(r−2) here being understood as follows:

f(t, r, θ, ϕ) = O(r−2) ⇐⇒ sup
r,θ,ϕ

(1 + r)2|f(t+ r, r, θ, ϕ)| <∞ . (3.4.22)

The behaviour (3.4.22) is further preserved under differentiation in the obvious
way. We emphasize that the time variable t is shifted by r when increasing r in the
right-hand-side of (3.4.22) — this corresponds to moving along outgoing light cones
{t = u + r, r > 0} in Minkowski space-time with u fixed. Standard field-theoretic
considerations (cf., e.g. [34]) show then that the system radiates away energy along
those cones at a rate

dE

dt
(u) =

1
8π

∫
S2

(
∂c

∂u
(u, θ, ϕ)

)2

sin θdθdϕ .
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Basing on this behaviour, one expects that there should exist a large class of solu-
tions of the vacuum Einstein equation which will be going to zero at large distances
as 1/r when tending with r to infinity along light cones. Then the small parameter
ε in (3.4.1) can be thought of as 1/r, and the terms O(ε2) in (3.4.19) being thus
O(r−2). This suggests that the approximation done by neglecting the nonlinear
terms in (3.4.22) should be better and better when one moves away from the gravi-
tating system along light cones, so that the approximation of the gravitational field
as simply solving

2ηhαβ
= 0

should be a very good one at large distances. One then expects that isolated systems
radiate energy in the form of gravitational waves in a way roughly analogous to that
for scalar fields, or to Maxwell fields.

•3.4.2 One can develop approximation schemes which take into account the•3.4.2: ptc:side material

quadratic and higher terms in h, obtaining approximate solutions of the Einstein
equations describing, e.g., a system of two stars orbiting each other. Such a program
has been already undertaken by Einstein, and is still being pursued by several
researchers [?, ?]. The mathematical status of the calculations which are done in
this context is far from satisfactory. Nevertheless the calculations along those lines
of Damour [?] have found a beautiful experimental confirmation in the observations
by Taylor and Hulse of the millisecond pulsar PSR 1913+16, rewarded by a Nobel
price in 1993.2

The above heuristic discussion has a lot of ifs attached to it: First, it is easy to
construct initial data which satisfy the smallness hypotheses (3.4.2) on compact sets,
in which case (3.4.20) is perfectly justified. However, to obtain the wave behavior
described by (3.4.21) one needs to take limits r → ∞, and it is not clear whether
there will be large classes of solutions which do satisfy (3.4.20) on the relevant
regions. Next, to obtain (3.4.27)-(3.4.22) we have assumed that the initial data for
the scalar field have compact support. This assumption is not compatible with the
relativistic constraint equations, discussed in detail in Chapter 6.7, at least if one
assumes that there are no singularities in the initial data set3. It is clear that there
will be large classes of initial data for the scalar field on the hypersurface {t = 0}
for which the asymptotic behavior (3.4.21)-(3.4.22) will be correct, but there are no
rigorous general results of this kind available in the literature for fields which are
not compactly supported. Further, the behavior of light-cones in a curved space-
time is different from that of cones in Minkowski space-time. This might imply
that the replacement of the wave operator by a flat one, which has been effectively
done in (3.4.20), is too drastic to be correct. Finally, one needs to show that
the non-linearities do indeed lead to lower order terms from a dynamical point of
view, assuming the light-cone problem has been appropriately taken care of. The
work of Friedrich [46], of Christodoulou and Klainerman [24], and of Klainerman
and Nicolo [71] shows that the naive linearized picture is close to being correct.
However, our understanding of all the mathematical issues that arise here is far from
being complete, and there is considerable ongoing effort in trying to understand the
properties of the gravitational field in the radiation regime, see [35, 47, ?, ?, 48] and
references therein.

2An excellent elementary description of the PSR 1913+16 pulsar and of the Taylor-
Hulse observations can be found at http://astrosun.tn.cornell.edu/courses/astro201/

psr1913.htm.
3It follows from the positive energy theorem in Chapter 7 that the evolution of non-singular

initial data with fall-off faster than 1/r will — under the hypotheses of that theorem — be a
subset of Minkowski space-time.
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3.4.5 Newton’s equations of motion, and why 8πG is 8πG

Einstein’s theory is supposed to be a theory of gravitation. We already have
one such theory, due to Newton, which works pretty well in several situations.
It would thus be desirable if Einstein’s theory contained Newton’s theory in
some limit. This is indeed the case, and can be easily established using the
calculations done so far.

There are a few conditions which should obviously hold when trying to re-
cover Newton’s theory: since that last theory is a linear one, and Einstein’s is
not, the gravitational field should be sufficiently weak in order that the non-
linearities do not matter. This is taken care of by the parameter ε in (3.4.1).
Next, the wave operator arising in equation (3.4.21) leads to radiation phenom-
ena when systems with bodies with large relative velocities are considered. On
the other hand, Newton’s equation

∆δφ = −4πGµ , (3.4.23)

does not exhibit any wave behaviour. In (3.4.23) µ is the matter density, φ is the
Newtonian potential, ∆δ is the Euclidean Laplace operator, and G is Newton’s
constant. This suggests that a regime in which approximate agreement can be
obtained is one where time derivatives are small:

∂thµν = O(ε) , ∂t∂αhµν = O(ε) . (3.4.24)

We consider thus a space-time containing a body made of dust with small
energy-density,

Tµν = ρuµuν , ρ = O(ε) .

The body is assumed to be moving slowly,

uµdx
µ = u0dt+O(ε) ⇐⇒ ui = O(ε) . (3.4.25)

We assume Einstein’s equation describing the equivalence of active gravitational
mass density — by definition, this is the function µ which appears in (3.4.23)
— and of the energy density:

ρ = µc2 = µ (3.4.26)

(recall that we are using units in which the speed of light c equals one). We
note that in the calculations below it would suffice that (3.4.26) holds up to
terms O(ε2). Systematically neglecting all ε2’s one has, from (3.4.20),

Rµν −
1
2
Rgµν = −1

2
2η

(
hµν −

1
2
hααηµν

)
= −1

2

(
−∂2

t + ∆δ︸ ︷︷ ︸
reduces to ∆δ by (3.4.24)

)(
hµν −

1
2
hααηµν

)

= −1
2
∆δ

(
hµν −

1
2
hααηµν

)
= λρuµuν . (3.4.27)
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Here we have written the Einstein equations as

Rµν −
1
2
Rgµν = λTµν , (3.4.28)

and one of the goals of our calculation will be to determine the constant λ.
Multiplying (3.4.27) by 2ηµν we find (recall that uµuµ = −1+O(ε) and ηµνηµν =
δµµ = 4)

−ηµν∆δ

(
hµν −

1
2
hααηµν

)
= ∆δh

α
α = −2λρ . (3.4.29)

If we consider a bounded body, so that ρ is compactly supported, then there ex-
ists a unique solution hαα of that equation which approaches 0 at large distance,
which is proportional to the Newtonian potential of ρ:

hαα =
2λ

4πG
φ . (3.4.30)

Note that for compatibility we should have φ of order O(ε).
Next, since ui = O(ε) we have

∆δh0i = 0 , ∆δ

(
hij −

1
2
hααδij

)
= 0 ,

and if we consider only solutions hµν which approach zero as r goes to infinity,
then the maximum principle gives

h0i = 0 , hij =
1
2
hααδij =

λ

4πG
φδij . (3.4.31)

Summing over i and j gives

3∑
i=1

hii =
3λ

4πG
φ ,

so that

hαα = −h00 +
3∑
i=1

hii = −h00 +
3λ

4πG
φ .

Comparing with (3.4.30) leads to

h00 =
λ

4πG
φ , (3.4.32)

which together with (3.4.31) completes the solution of our problem. To be
consistent, in all the equations above the zeros should be replaced by O(ε2).

When the configuration of the system is bounded in space and has finite
total mass M we have•3.4.3 •3.4.3: ptc:this looks

strange, because it is
conformally flat

φ =
GM

r
+O(r−2)
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in the vacuum region, which leads to the following asymptotic form of the
gravitational field

g00 = −1 +
λM

4πr
+O

((
M

r

)2
)
, g0i = O

((
M

r

)2
)
,

gij =
(
1− λM

4πr

)
δij +O

((
M

r

)2
)
. (3.4.33)

At this stage one should redo the whole calculation using (3.4.33) as a start-
ing point, to make sure that the final result is consistent with the remaining
calculations and hypotheses — this turns out to be the case.

We note that for static vacuum gravitational fields one can obtain complete asymp-
totic expansions by a recursive use of the Einstein equations, the reader is referred
to [18] for details.

3.4.6 Determining the coupling constant: the geodesic equation

In Section 3.3 we have shown that the integral curves xµ(s) of the vector field
uµ appearing in (3.4.25) are affinely parameterized timelike geodesics:

dxα

ds
= uα ,

d2xµ

ds2
= −Γµαβ

dxα

ds

dxβ

ds
. (3.4.34)

We wish to use this fact to derive the equations of motion of the dust particles
considered in the last section. In order to do that we calculate

dxα

ds
= uα = gαβuβ = ηαβuβ +O(ε) = ηα0u0 +O(ε) ,

leading to
dx0

ds
= 1 +O(ε) ,

dxi

ds
= O(ε) .

This implies that

Γµαβ
dxα

ds

dxβ

ds
= Γµ00

dx0

ds

dx0

ds
+O(ε) = Γµ00 +O(ε) .

In order to calculate the space-acceleration d2xi/ds2 of the particles it remains
to calculate Γi00:

Γi00 =
1
2
giσ (2∂0gσ0 − ∂σg00) = −1

2
∂ih00 +O(ε) .

From (3.4.32) we thus obtain

Γi00 = − λ

8πG
∂iφ .

It follows that
d2xi

ds2
=

λ

8πG
∂iφ , (3.4.35)
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which is identical with Newton’s equations of motion,

d2xi

ds2
= ∂iφ , (3.4.36)

if and only if
λ = 8πG . (3.4.37)

We have thus shown that the choice (3.4.37) of the constant appearing in
(3.4.28) leads to a theory which reproduces Newtonian’s theory of gravitation,
in the limit of weak fields, for slowly moving low density bodies made of dust.

It should be borne in mind that all our arguments above have been carried
through at a somewhat heuristic level. The problem is that we have considered
metrics defined on a neighborhood of the hypersurface {t = 0} in R4. As already
pointed out in the gravitational radiation context, hypotheses (3.4.2) on non-
compact subsets of space-time need justification. A rigourous treatment would
require careful estimates, to show that the terms which we have neglected can
indeed be neglected. This can be done in some situations.

We close this section by noting the elegant framework of J. Ehlers [?] which
geometrizes the Newtonian limit of Einstein’s theory. This approach has been used
by Heilig [60] to construct general relativistic axially-symmetric stationary star
models, using the implicit function theorem in a neighborhood of the corresponding
Newtonian solutions of Lichtenstein. See also Rendall [?].
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Chapter 4

Causality

•4.0.4 •4.0.4: ptc:do
something about
manifolds with
boundary????

4.1 Time orientation

•4.1.1 Recall that at each point p ∈ M the set of timelike vectors in TpM •4.1.1: ptc:check
Seifert’s approach to
causality; compare
defs; see if he can go
along with continuous
metrics?

has precisely two components. A time-orientation of TpM is the assignment
of the name “future pointing vectors” and “past pointing vectors” to each of
those components. The set of future pointing timelike, or causal, vectors, is
stable under addition and multiplication by positive numbers; similarly for past
pointing ones. (In particular this implies convexity.) In order to see this,
suppose that X = (X0, ~X) and Y = (Y 0, ~Y ) are timelike future pointing, in an
ON-frame this is equivalent to

| ~X| < X0 , |~Y | < Y 0 ,

and the inequality
| ~X + ~Y | ≤ | ~X|+ |~Y | < X0 + Y 0

follows. Two timelike vectors X and Y have the same time orientation if and
only if

g(X,Y ) < 0 ; (4.1.1)

this follows immediately from (2.2.1) in an ON frame in which X is proportional
to e0.

A time-orientation of TpM can always be propagated to a neighborhood of
p by choosing any continuous vector field X defined around p which is timelike
and future pointing at p. By continuity of the metric and of X, the vector
field X will be timelike in a sufficiently small neighborhood Op of p, and for
q ∈ Op one can define future pointing vectors at q as those lying in the same
component of the set of timelike vectors asX(q): for q ∈ Op the vector Y ∈ TqM
will be said to be timelike future pointing if and only if g(Y,X(q)) < 0. A
Lorentzian manifold is said to be time orientable if such locally defined time-
orientations can be defined globally in a consistent way; that is, we can cover
M by coordinate neighborhoods Op, each equipped with a vector field XOp ,
such that g(XOp , XOq) < 0 on Op ∩ Oq.

37
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Figure 4.1: The Möbius strip, with the flat metric is −dt2 + dx2 (so that the
light cones are at 45o) provides an example of a two dimensional Lorentzian
manifold which is not time orientable.

Some manifolds will not be time orientable, as is shown by the flat metric1

on the Möbius strip, cf. Figure 4.1. On a time-orientable manifold there are
precisely two choices of time-orientation possible, and (M , g) will be said time
oriented when such a choice has been done. This leads us to the fundamental
definition:

Definition 4.1.1 A couple (M , g) will be called a space-time if (M , g) is a
time-oriented Lorentzian manifold.

A Lorentzian manifold which is not time orientable has a double cover which
is, cf., e.g. [16]•4.1.2 for a proof.•4.1.2: do the proof

On any space-time there always exists a globally defined future directed
timelike vector field — to show this, consider the locally defined timelike vector
fields XOp defined on neighborhoods Op as described above. One can choose a
locally finite covering of M by such neighborhoods Opi , i ∈ N, and construct a
globally defined vector field X on M by setting

X =
∑
i

φiXOpi
,

where the functions φi form a partition of unity associated to the covering
{Opi}i∈N. The resulting vector field will be timelike future pointing everywhere,
as follows from the fact that the sum of an arbitrary number of future pointing
timelike vectors is a future pointing timelike vector.

Now, non-compact manifolds always admit a nowhere vanishing vector field.
However, compact manifolds possess a nowhere vanishing vector field if and
only if [80]•4.1.3 they have vanishing Euler characteristic χ, which provides a•4.1.3: ptc:there are

some absurd
statements there 1In two dimensions −g is a Lorentzian metric whenever g is, and the operation g → −g

has the effect of interchanging the role of space and of time. The reader will notice that
while the Möbius strip with the flat metric g of Figure 4.1 is not time-orientable, it becomes
time-orientable when equipped with −g.
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necessary condition of topological nature for a Lorentzian manifold to be time-
orientable. We actually have the following:

Proposition 4.1.2 A manifold M admits a space-time structure if and only if
there exists a nowhere vanishing vector field on M .

Proof: The necessity of the existence of a nowhere vanishing vector field on
M has already been established. Conversely, suppose that such a vector field
X exists, and let h be any Riemannian metric on M . Then the formula

g(Y, Z) = h(Y, Z)− h(Y,X)h(Z,X)
h(X,X)

(4.1.2)

defines a Lorentzian metric on M . Finally, the existence of a globally de-
fined timelike vector field X on a Lorentzian manifold (M , g) implies time-
orientability of M in the obvious way – choose Op = M and XOp = X. 2

We note that simply connected four dimensional manifolds have, by Poincaré
duality, Euler characteristic larger than or equal to 2, and therefore do not admit
a space-time structure.

4.2 Normal coordinates

For p ∈ M the exponential map

expp : TpM → M

is defined as follows; if X is a vector in the tangent space TpM , then expp(X) ∈
M is the point reached by following a geodesic with initial point p and initial
tangent vector X ∈ TpM for an affine distance one, provided that the geodesic
in question can be continued that far. Now an affinely parameterized geodesic
solves the equation

∇ẋẋ = 0 ⇐⇒ d2xµ

ds2
= −Γµαβ

dxα

ds

dxβ

ds
, (4.2.1)

where the Γµαβ ’s are the Christoffel symbols of the metric g, defined as

Γµαβ :=
1
2
gµσ

(
∂gσα
∂xβ

+
∂gσβ
∂xα

−
∂gαβ
∂xσ

)
, (4.2.2)

gµσ := g#(dxµ, dxσ) , gαβ := g(∂α, ∂β) . (4.2.3)

We use sometimes use the symbol g# to denote the “contravariant metric”,•4.2.1

that is, the metric on T ∗M constructed out from g in the canonical way (see•4.2.1: ptc:watch out
for repetitivity here;
also M or M?Section 6; the matrix gαβ is thus the matrix inverse to gαβ). However, it is usual

in the literature to use the same symbol g for the metric g#, as well as for all
other metrics on Equations (4.2.2)-(4.2.3) show that when the metric is of C1,1

differentiability class, then the Christoffel symbols are Lipschitz continuous,
which guarantees local existence and uniqueness of solutions of (4.2.1). Due
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to the lack of uniqueness2 of the Cauchy problem for (4.2.1) for metrics which
are not C1,1, it appears•4.2.2 to be difficult to do causality theory on manifolds•4.2.2: is this correct?

note Woolgar Sorkin
ref, and also Keye
Martin gr-qc/0408068

with a metric with less regularity3 than C1,1.
The domain Up of expp is always the largest subset of TpM on which the

exponential map is defined. By construction, and by homogeneity properties of
solutions of (4.2.1) under a linear change of parameterization (see (4.2.10)), the
set Up is star-shaped with respect to the origin (this means that if X ∈ Up then
we also have λX ∈ Up for all λ ∈ [0, 1]). When the metric is C1,1, continuity of
solutions of ODE’s upon initial values shows that Up is an open neighborhood
of the origin of TpM .

The exponential map is neither surjective nor injective in general. For ex-
ample, on R × S1 with the flat metric −dt2 + dx2, the “left-directed” null
geodesics Γ−(s) = (s,−s mod 2π) and the “right-directed” null geodesics
Γ+(s) = (s, s mod 2π) meet again after going each “half of the way around
S1”, and injectivity fails. In anti-de-Sitter•4.2.3 space-time all timelike geodesics•4.2.3: de Sitter? ref?

more detail? meet again at an “antipodal point”, which leads to lack of surjectivity of the
exponential map.

A Lorentzian manifold is said to be geodesically complete if all geodesics
can be defined for all real values of affine parameter; this is equivalent to the
requirement that for all p ∈ M the domain of the exponential map is TpM .
One also talks about timelike geodesically complete space-times, future timelike
geodesically complete space-times, etc., with those notions defined in an obvious
way.

The fundamental Hopf-Rinow theorem4 asserts that compact Riemannian mani-
folds are geodesically complete. There is no Lorentzian analogue of this, the standard
counter-example proceeds as follows:

Example 4.2.1 Consider the following symmetric tensor field on R2:

g =
2dxdy
x2 + y2

. (4.2.4)

We have

gµν =
1

x2 + y2

[
0 1
1 0

]
=⇒ det gµν = − 1

(x2 + y2)2
, (4.2.5)

which shows that g is indeed a Lorentzian metric. Note the for all λ ∈ R∗ the maps

R2 3 (x, y) → φλ(x, y) := (λx, λy)

2Examples of C1,α metrics with non-unique geodesics for 0 < α < 1 can be found in,
e.g., [28, Appendix F]. Here Ck,α is the space of k times differentiable functions (or maps,
or sections — whichever is the case should be clear from the context), the k’th derivatives
of which satisfy, locally, a Hölder condition of order α; no uniformity conditions are imposed
unless explicitly indicated otherwise.

3We will see in Section ?? that one can construct large classes of solutions to the Cauchy
problem for the vacuum Einstein equations which are not of C1,1 differentiability class; see
also [9, 72, 73, 102]. This leads to an unfortunate mismatch in differentiability between the
Cauchy problem and causality theory. It would be of interest to find how low one can go with
regularity of the metric, while retaining a reasonable theory of causality.

4There are various related theorems known under this name [62, 81], this statement is one
of several versions thereof.
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are isometries of g:

φ∗λg =
2d(λx)d(λy)
(λx)2 + (λy)2

=
2dxdy
x2 + y2

= g .

It follows that for any 1 6= λ > 0 the metric g passes to the quotient space{
R2 \ {0}

}
/φλ = {(x, y) ∼ (λx, λy)} ≈ S1 × S1 = T2 .

(Clearly the quotient spaces with λ and 1/λ are the same, so without loss of gen-
erality one can assume λ > 1.) In order to show geodesic incompletess of g we will
use the following result:

Proposition 4.2.2 Let f be a function such that g(∇f,∇f) is a constant. Then
the integral curves of ∇f are affinely parameterized geodesics.

Proof: Let X := ∇f , we have

(∇XX)j = ∇if∇i∇jf = ∇if∇j∇if

=
1
2
∇j(∇if∇if) =

1
2
∇j(g(∇f,∇f)) = 0 .

2

Returning to the metric (4.2.4), let f = x, by (4.2.5) we have

gµν = (gµν)−1 = (x2 + y2)
[

0 1
1 0

]
,

so that
∇f = (x2 + y2)∂y =⇒ g(∇f,∇f) = 0 .

Proposition 4.2.2 shows that the integral curves of∇f are null affinely parameterized
geodesics. Let γ(s) = (xµ(s)) be any such integral curve, thus

dxµ

ds
= ∇µf =⇒ dx

ds
= 0 ,

dy

ds
= (x2 + y2) .

It follows that x(s) = x(0) for all s. The equation for y is easily integrated; for
our purposes it is sufficient to consider that integral curve which passes through
(0, y0) ∈ R2 \ {0}, y0 > 0 — we then have x(s) = 0 for all s and

dy

ds
= y2 =⇒ y(s) =

y0
1− y0s

. (4.2.6)

This shows that y(s) runs away to infinity as s approaches

s∞ :=
1
y0

.

It follows that γ is indeed incomplete on R2 \ {0}. To see that it is also incomplete
on the quotient torus

{
R2 \ {0}

}
/φλ, λ > 1, note that the image of γ(s) = (0, y(s))

under the equivalence relation ∼ is a circle, and there exists a sequence sj → s∞
such that γ(sj) passes again and again through its starting point:

y(sj) = λjy0 =⇒ (0, y(sj)) ∼ (0, y0) in
{
R2 \ {0}

}
/φλ .

By (4.2.6) we have

dy

ds
(sj) = (y(sj))

2 = (λjy0)2 −→sj→s∞ ∞ ,

which shows that the sequence of tangents (dy/ds)(sj) at (0, y0) blows up as j tends
to infinity. This clearly implies that γ cannot be extended beyond s∞ as a C1 curve.
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When the metric is C2, •4.2.4 the inverse function theorem shows that there•4.2.4: can one use
Clarke for C1,1?exists a neighborhood Vp ⊂ Up of the origin in R dim M on which the exponential

map is a diffeomorphism between Vp and its image

Op := expp(Vp) ⊂ M .

This allows one to define normal coordinates centred at p:

Proposition 4.2.3 Let (M , g) be a C3 Lorentzian manifold with C2 metric g.
For every p ∈ M there exists an open coordinate neighborhood Op of p, in which
p is mapped to the origin of Rn+1, such that the coordinate rays s → sxµ are
affinely parameterized geodesics. If the metric g is expressed in the resulting
coordinates (xµ) = (x0, ~x) ∈ Vp, then

gµν(0) = ηµν , ∂σgµν(0) = 0 , (4.2.7)

Further, if the function σp : Op → R is defined by the formula

σp(expp(xµ)) := ηµνx
µxν ≡ −(x0)2 + (~x)2 , (4.2.8)

then

∇σp is


timelike

{
past directed on {q |σp(q) < 0 , x0(q) < 0},
future directed on {q |σp(q) < 0 , x0(q) > 0},

null
{

past directed on {q |σp(q) = 0 , x0(q) < 0},
future directed on {q |σp(q) = 0 , x0(q) > 0},

spacelike on {q |σp(q) > 0} .

(4.2.9)

Remark 4.2.4 The coefficients of a Taylor expansion of gµν in normal coor-
dinates can be expressed in terms of the Riemann tensor and its covariant
derivatives (cf., e.g. [84]).•4.2.5•4.2.5: ptc:add ref to

appendix

Proof: Let us start by justifying that the implicit function theorem can indeed
be applied: Let xµ be any coordinate system around p, and let ea = ea

µ∂µ be
any ON frame at p. Let

X = Xaea = Xaea
µ∂µ ∈ TpM

and let xµ(s,X) denote the affinely parameterized geodesic passing by p at
s = 0, with tangent vector

ẋµ(0, X) :=
dxµ(s,X)

ds

∣∣∣
s=0

= Xaea
µ .

Homogeneity properties of the ODE (4.2.1) under the change of parameter
s → λs together with uniqueness of solutions of ODE’s show that for any
constant a 6= 0 we have

xµ(as,X/a) = xµ(s,X) .
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This, in turn, implies that there exist functions γµ such that

xµ(s,X) = γµ(sX) . (4.2.10)

From (4.2.1) and (4.2.10) we have

xµ(s,X) = xµ0 + sXaea
µ +O((s|X|)2) .

Here xµ0 are the coordinates of p, |X| denotes the norm of X with respect to
some auxiliary Riemannian metric on M , while the O((s|X|)2) term is justified
by (4.2.10). The usual considerations of the proof that solutions of ODE’s are
differentiable functions of their initial conditions show that

∂xµ(s,X)
∂Xa

=
∂(xµ0 + sXaea

µ)
∂Xa

+O(s2)|X|

= sea
µ +O(s2)|X| .

At s = 1 one thus obtains

∂xµ(1, X)
∂Xa

= ea
µ +O(|X|) . (4.2.11)

This shows that ∂xµ/∂Xa will be bijective at X = 0 provided that det eaµ 6=
0. But this last inequality can be obtained by taking the determinant of the
equation

g(ea, eb) = gµνea
µeνb =⇒ −1 = (det gµν)(det eaµ)2 . (4.2.12)

This justifies the use of the implicit function theorem to obtain existence of the
neighborhood Op announced in the statement of the proposition. Clearly Op

can be chosen to be star-shaped with respect to p. Equation (4.2.11) and the
fact that eµa is an ON-frame show that

g(∂a, ∂b)
∣∣∣
Xa=0

= gµνea
µeνb

∣∣∣
Xa=0

= ηab ,

which establishes the first claim in (4.2.7).
By construction the rays

s→ γa(s) := sXa

are affinely parameterized geodesics with tangent γ̇ = Xa∂a, which gives

0 = (∇γ̇ γ̇)
a =

d2(sXa)
ds2︸ ︷︷ ︸
=0

+Γabc(sXd)XbXc

= Γabc(sXd)XbXc .

Differentiating this equation twice with respect to Xd and Xe, and setting
X = 0 one obtains

Γade(0) = 0 .
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The equation
0 = ∇agbc = ∂agbc − Γdbagdc − Γdcagbd

evaluated at X = 0 gives the second equality in (4.2.7).
Let us pass now to the proof of the main point here, namely (4.2.9). From

now on we will denote by xµ the normal coordinates obtained so far, and which
were denoted by Xa in the arguments just done. For x ∈ Op define

f(x) := ηµνx
µxν , (4.2.13)

and let Hτ ⊂ Op \ {p} be the level sets of f :

Hτ := {x : f(x) = τ , x 6= 0} . (4.2.14)

We will show that

the vector field xµ∂µ is normal to the Hτ ’s. (4.2.15)

Now, xµ∂µ is tangent to the geodesic rays s → γµ(s) := sxµ. As the causal
character of the field of tangents to a geodesic5 is point-independent along the
geodesic, we have

xµ∂µ is timelike at γ(s) ⇐⇒ f(x) < 0 ,
xµ∂µ is null at γ(s) ⇐⇒ f(x) = 0 , x 6= 0 ,

xµ∂µ is spacelike at γ(s) ⇐⇒ f(x) > 0 .
(4.2.16)

This follows from the fact that the right-hand-side is precisely the condition
that the geodesic be timelike, spacelike, or null, at γ(0). Since ∇f is always
normal to the level sets of f , when (4.2.15) holds we will have

xµ∂µ is proportional to ∇µf . (4.2.17)

This shows that (4.2.9) will follow from (4.2.16) when (4.2.15) holds.
It remains to establish (4.2.15). In order to do that, consider any curve

xµ(λ) lying on Hτ :

ηµνx
µ(λ)xµ(λ) = τ =⇒ ηµνx

µ(λ)∂λxµ(λ) = 0 . (4.2.18)

Let γµ(λ, s) be the following one-parameter family of geodesic rays:

γµ(λ, s) := sxµ(λ) .

For any function f set

T (f) = ∂s (f ◦ γ(s, λ)) , X(f) = ∂λ (f ◦ γ(s, λ)) ,

so that

T (λ, s) :=
(
∂sγ

µ(λ, s)
)
∂µ = xµ(λ, s)∂µ , X :=

(
∂λγ

µ(λ, s)
)
∂µ .

5Without loss of generality an affine parameterization of a geodesic γ can be chosen, the
result follows then from the calculation d(g(γ̇, γ̇))/ds = 2g(∇γ̇ γ̇, γ̇) = 0.
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For any fixed value of λ the curves s→ γµ(λ, s) are geodesics, which shows that

∇TT = 0 .

This gives
d(g(T, T ))

ds
= 2g(∇TT, T ) = 0 ,

hence
g(T, T )(s) = g(T, T )(0) = ηµνx

µ(λ)xν(λ) = τ

by (4.2.18), in particular g(T, T ) is λ-independent.
Next, for any twice-differentiable function g we have

[T,X](g) := T (X(g))−X(T (g)) = ∂s∂λ(g(γµ(s, λ))− ∂λ∂s(g(γµ(s, λ)) = 0 ,

because of the symmetry of the matrix of second partial derivatives. It follows
that

[T,X] = ∇TX −∇XT = 0 .

Finally,

d(g(T,X))
ds

= g(∇TT︸ ︷︷ ︸
0

, X) + g(T,∇TX︸ ︷︷ ︸
=∇XT

)

= g(T,∇XT ) =
1
2
X(g(T, T )) =

1
2
∂λ(g(T, T )) = 0 .

This yields

g(T,X)(s, λ) = g(T,X)(0, λ) = ηµνx
µ(λ)∂λxµ(λ) = 0

again by (4.2.18). Thus T is normal to the level sets of f , which had to be
established. 2

It should be pointed out that some regularity of the metric is lost when
going to normal coordinates; this can be avoided using coordinates which are
only approximately normal up to a required order (compare Proposition A.5.2)
— this is often sufficient for several purposes.

•4.2.6 •4.2.6: ptc:add remark
about the section about
normal coordinates

It is sometimes useful to have a geodesic convexity property at our disposal. This
is made precise by the following proposition:

Proposition 4.2.5 Let O be the domain of definition of a coordinate system {xµ}.
Let p ∈ O and let Bp(r) ⊂ O denote an open coordinate ball of radius r centred at
p. There exists r0 > 0 such that every geodesic segment γ : [a, b] → Bp(r0) ⊂ O
satisfying

γ(a), γ(b) ∈ Bp(r) , r < r0

is entirely contained in Bp(r).
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Proof: Let xµ(s) be the coordinate representation of γ, set

f(s) :=
∑

µ

(xµ − xµ
0 )2 ,

where xµ
0 is the coordinate representation of p. We have

df

ds
= 2

∑
µ

(xµ − xµ
0 )
dxµ

ds
,

d2f

ds2
= 2

∑
µ

(
dxµ

ds

)2

+ 2
∑

µ

(xµ − xµ
0 )
d2xµ

ds2

= 2
∑

µ

(
dxµ

ds

)2

− 2
∑

µ

(xµ − xµ
0 )Γµ

αβ

dxα

ds

dxβ

ds
.

Compactness of Bp(r0) implies that there exists a constant C such that we have∣∣∣∣∣∑
µ

(xµ − xµ
0 )Γµ

αβ

dxα

ds

dxβ

ds

∣∣∣∣∣ ≤ Cr0
∑

µ

(
dxµ

ds

)2

.

It follows that d2f/ds2 ≥ 0 for r0 small enough. This shows that f has no interior
maximum if r0 is small enough, whence the result. 2

It is convenient to introduce the following notion:

Definition 4.2.6 An elementary region is an open coordinate ball O within
the domain of a normal coordinate neighborhood Up such that

1. O has compact closure O in Up, and

2. ∇t and ∂t are timelike on U . •4.2.7•4.2.7: add geodesic
convexity if needed?

Note that ∂t is timelike if and only if

gtt = g(∂t, ∂t < 0) ,

while ∇t is timelike if and only if

gtt = g#(dt, dt) < 0 .

Existence of elementary regions containing some point p ∈ M follows immedi-
ately from Proposition 4.2.3: In normal coordinates centred at p one chooses O
be an open coordinate ball of sufficiently small radius. It follows from Propo-
sition 4.2.5 that, by choosing the radius even smaller if necessary, we can also
require that every two points in p, q ∈ O can be joined by a geodesic Γpq con-
tained in O. Further, Γpq may be required to be unique within the class of
geodesics entirely contained in O. •4.2.8•4.2.8: ptc:might need

elaborating upon
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4.3 Causal paths

•4.3.1•4.3.1: ptc:All that
follows has never been
globally proof-read Let (M , g) be a space-time. The basic objects in causality theory are paths.

We shall always use parameterized paths: by definition, this are continuous maps
from some interval to M .•4.3.2 We will use interchangedly the terms “path”,•4.3.2: ptc:should one

ask for injectivity? “parameterized path”, or “curve”.
Let γ : I → M and let U ⊂ M , we will write

γ ⊂ U

whenever the image γ(I) of I by γ is a subset of U .•4.3.3 If γ(I)∩U is connected,•4.3.3: ptc:added,
cross-check for
repetitiveness laterwe will write

γ ∩U

for the path obtained by removing from I those parameters s for which γ(s) 6∈
U . If γ(I) ∩ U is not connected, then γ ∩ U denotes the collection of the
connected components of γ(I) ∩U .

Some authors define a path in M as the image of a parameterized path; in this
approach one forgets about the parameterization of γ, and identifies two paths
which have the same image and differ only by a reparameterization. This leads to
various difficulties when considering end points of causal paths — cf. Section 4.5,
or limits of sequences of paths — cf. Section 4.6, and therefore we do not adopt
this approach.

If γ : I → M where I = [a, b) or I = [a, b], then γ(a) is called the starting
point of the path γ, or of its image γ(I). If I = (a, b] or I = [a, b], then γ(b)
is called the end point. (This definition will be extended in Section 4.5, but it
is sufficient for the purposes here.) We shall say that γ : [a, b] → M is a path
from p to q if γ(a) = p and γ(b) = q.

In the standard approach [16, 53, 58, 87, 89, 105] to causality theory one defines•4.3.4

future directed timelike paths as those paths γ which are piecewise differentiable,•4.3.4: ptc:give a more
detailed discussionwith γ̇ timelike and future directed wherever defined; at break points one further

assumes that both the left-sided and right-sided derivatives are timelike. This defi-
nition turns out to be quite inconvenient for several purposes. For instance, when
studying the global causal structure of space-times one needs to take limits of time-
like curves, obtaining thus — by definition — causal future directed paths. Such
limits will not be piecewise differentiable most of the time, which leads one to the
necessity of considering paths with poorer differentiability properties. One then
faces the unhandy situation in which timelike and causal paths have completely
different properties. In several theorems separate proofs have then to be given.
The approach we present avoids this, leading — we believe — to a considerable
simplification of the conceptual structure of the theory.

It is convenient to choose once and for all some auxiliary Riemannian metric
h on M , such that (M , h) is complete — such a metric always exists•4.3.5 ; let•4.3.5: give construction

disth denote the associated distance function. A parameterized path γ : I → M
from an interval I ⊂ R to M is called locally Lipschitzian if for every compact
subset K of I there exists a constant C(K) such that

∀ s1, s2 ∈ K disth(γ(s1), γ(s2)) ≤ C(K)|s1 − s2| .
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It is of interest to enquire whether the class of paths so defined depends upon the
background metric h:•4.3.6•4.3.6: ptc:new result

and proof, reread

Proposition 4.3.1 Let h1 and h2 be two complete Riemannian metrics on M .
Then a path γ : I → M is locally Lipschitzian with respect to h1 if and only if it is
locally Lipschitzian with respect to h2.

Proof: Let K ⊂ I be a compact set, then γ(K) is compact. Let La, a = 1, 2
denote the ha-length of γ, set

Ka := ∪s∈IBha
(γ(s), La) ,

where Bha
(p, r) denotes a geodesic ball, with respect to the metric ha, centred at

p, of radius r. Then the Ka’s are compact. Likewise the sets

K̂ a ⊂ TM ,

defined as the sets of ha-unit vectors over Ka, are compact. This implies that there
exists a constant CK such that for all X ∈ TpM , p ∈ Ka, we have

C−1
K h1(X,X) ≤ h2(X,X) ≤ CKh1(X,X) .

Let γa,s1,s2 denote any minimising ha-geodesic between γ(s1) and γ(s2), then

∀ s1, s2 ∈ I γa,s1,s2 ⊂ Ka .

This implies

disth2(γ(s1), γ(s2)) =
∫

σ=γ2,s1,s2

√
h2(σ̇, σ̇)

≥ C−1
K

∫
σ=γ2,s1,s2

√
h1(σ̇, σ̇)

≥ C−1
K inf

σ

∫
σ

√
h1(σ̇, σ̇)

= C−1
K

∫
σ=γ1,s1,s2

√
h1(σ̇, σ̇)

= C−1
K disth1(γ(s1), γ(s2)) .

From symmetry with respect to the interchange of h1 with h2 we conclude that

∀ s1, s2 ∈ K C−1
K disth1(γ(s1), γ(s2)) ≤ disth2(γ(s1), γ(s2)) ≤ CKdisth1(γ(s1), γ(s2)) ,

and the result easily follows. 2

More generally, if (N, k) and (M,h) are Riemannian manifolds, then a map
φ is called locally Lipschitzian, or locally Lipschitz, if for every compact subset
K of N there exists a constant C(K) such that

∀ p, q ∈ K disth(φ(p), φ(q)) ≤ C(K)distk(p, q) .

A map is called Lipschitzian if the constant C(K) above can be chosen inde-
pendently of K.

The following important theorem of Rademacher will play a key role in our
considerations:
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Theorem 4.3.2 (Rademacher) Let φ : M → N be a locally Lipschitz map from
a manifold M to a manifold N . Then:

1. φ is classically differentiable almost everywhere, with “almost everywhere”
understood in the sense of the Lebesgue measure in local coordinates on
M .

2. The distributional derivatives of φ are in L∞loc and are equal to the classical
ones almost everywhere.

3. Suppose that M is an open subset of R and N is an open subset of Rn.
Then φ is the integral of its distributional derivative,

φ(x)− φ(y) =
∫ x

y

dφ

dt
dt . (4.3.1)

Proof: Point 1. is actually the classical statement of Rademacher, the proof
can be found in [44, Theorem 2, p. 235]. Point 2. is Theorem 5 in [44, p. 131]
and Theorem 1 of [44, p. 235]. (In that last theorem the classical differentiability
a.e. is actually established for all W 1,p

loc functions with p > n). Point 3. can be
established by approximating φ by C1 functions as in [44, Theorem 1, p. 251],
and passing to the limit. 2

Point 2. shows that the usual properties of the derivatives of continuously
differentiable functions — such as the Leibniz rule, or the chain rule — hold
almost everywhere for the derivatives of locally Lipschitzian functions. By point
3. those properties can be used freely whenever integration is involved.

•4.3.7 •4.3.7: ptc:a comment
on integration on
non-compact sets
commented out

We will use the symbol
γ̇

to denote the classical•4.3.8 derivative of a path γ, wherever defined. A param-•4.3.8: ptc:classical
added, but maybe this
is a bad ideaeterized path γ will be called causal future directed if γ is locally Lipschitzian,

with γ̇ — causal and future directed almost everywhere6. Thus, γ̇ is defined
almost everywhere; and it is causal future directed almost everywhere on the
set on which it is defined. A parameterized path γ will be called timelike future
directed if γ is locally Lipschitzian, with γ̇ — timelike future directed almost ev-
erywhere. Past directed parameterized paths are defined by changing “future”
to “past” in the definitions above.

•4.3.9 A useful property of locally Lischitzian paths is that they can be•4.3.9: ptc:make a
formal statement; show
that this leads to
equivalence of the
notion of image and of
the notion of
parameterized path, so
that this is the same as
what geometers have
been doing, except for
a choice of origin on
the path

parameterized by h-distance. Let γ : [a, b) → M be a path, and suppose that
γ̇ is non-zero almost everywhere — this is certainly the case for causal paths.
By Rademacher’s theorem the integral

s(t) =
∫ t

a
|γ̇|h(u)du

6Some authors allow constant paths to be causal, in which case the sets J±(U ; O) defined
below automatically contain U . This leads to unnecessary discussions when concatenating
causal paths, so that we find it convenient not to allow such paths in our definition.
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is well defined. Clearly s(t) is a continuous strictly increasing function of t,
so that the map t → s(t) is a bijection from [a, b) to its image. The new
path γ̂ := γ ◦ s−1 differs from γ only by a reparametrization, so it has the same
image in M . The reader will easily check that | ˙̂γ|h = 1 almost everywhere.•4.3.10

Further, γ̂ is Lipschitz continuous with Lipschitz constant smaller than or equal•4.3.10: ptc:prove

to 1. In order to seee that, let disth be the associated distance function, we
then have

disth(γ(s), γ(s′)) ≤ |s− s′| . (4.3.2)

In order to see that, we calculate, for s > s′:

s− s′ =
∫ s

s′
dt

=
∫ s

s′

√
h(γ̇, γ̇)(t)︸ ︷︷ ︸

=1

dt

≥ inf
γ̃

∫
γ̃

√
h( ˙̃γ, ˙̃γ)(t)dt = disth(γ(s), γ(s′)) , (4.3.3)

where the infimum is taken over γ̃’s which start at γ(s′) and finish at γ(s).

4.4 Futures, pasts

Let U ⊂ O ⊂ M . One sets

I+(U ;O) := {q ∈ O : there exists a timelike future directed path
from U to q contained in O} ,

J+(U ;O) := {q ∈ O : there exists a causal future directed path
from U to q contained in O} ∪U .

I−(U ;O) and J−(U ;O) are defined by replacing “future” by “past” in the
definitions above. The set I+(U ;O) is called the timelike future of U in O,
while J+(U ;O) is called the causal future of U in O, with similar terminology
for the timelike past and the causal past. We will write I±(U ) for I±(U ;M ),
similarly for J±(U ), and one then omits the qualification “in M ” when talking
about the causal or timelike futures and pasts of U . We will write I±(p;O) for
I±({p};O), I±(p) for I±({p};M ), etc.

Although our definition of causal curves does not coincide with the usual ones [16,
58, 89, 105], it is equivalent to those. It immediately follows that our definition of
J± is identical to the standard one. On the other hand, the class of timelike curves
as defined here is quite wider then the standard one; nevertheless, the resulting sets
I± are again identical to the usual ones (compare Proposition 4.4.11).

It is legitimate to raise the question, why is it interesting to consider sets
such as J+(O). The answer is two-fold: From a mathematical point of view,
those sets appear naturally when describing the finite speed of propagation prop-
erty of wave-type equations, such as Einstein’s equations, see Section ??•4.4.1

for details. From a physical point of view, such constructs are related to the•4.4.1: ptc:where?
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fundamental postulate of general relativity, that no signal can travel faster than
the speed of light. This is equivalent to the statement that the only events of
space-times that are influenced by an event p ∈ M are those which belong to
J+(M ).

Example 4.4.1 Let M = S1 × S1 with the flat metric g = −dt2 + dϕ2.
Geodesics of g through (0, 0) are of the form

γ(s) = (αs mod2π, βs mod2π) , (4.4.1)

where α and β are constants; the remaining geodesics are obtained by a rigid
translation of (4.4.1). Clearly any two points of M can be joined by a timelike
geodesic, which shows that for all p ∈ M we have

I+(p) = J+(p) = M .

It is of some interest to point out that for irrational β/α in (4.4.1) the corre-
sponding geodesic is dense in M .

There is an obvious meta-rule in the theory of causality that whenever a
property involving I+ or J+ holds, then an identical property will be true with
I+ replaced by I−, and with J+ replaced by J−, or both. This is proved by
changing the time-orientation of the manifold. Thus we will only make formal
statements for the futures.

Another useful meta-rule is the following: suppose that a property involving
I+(U ) holds, and let V be an open subset of M containing U . Then one can
apply the result to the new space-time (V , g|V ), where gV is the restriction of
g to V , obtaining an identical claim for I+(U ;V ).

Example 4.4.1 shows that in causally pathological space-times the notions of
futures and pasts need not to carry interesting information. On the other hand
those objects are useful tools to study the global structure of those space-times
which possess reasonable causal properties.

We start with some elementary properties of futures and pasts:

Proposition 4.4.2

1. I+(U ) ⊂ J+(U ).

2. p ∈ I+(q) ⇐⇒ q ∈ I−(p).

3. V ⊂ I+(U ) =⇒ I+(V ) ⊂ I+(U ).

Similar properties hold with I+ replaced by J+.

Proof: 1. A timelike curve is a causal curve.
2. If [0, 1] 3 s → γ(s) is a future directed causal curve from q to p, then

[0, 1] 3 s→ γ(1− s) is a past directed causal curve from p to q.
3. Let us start by introducing some notation: consider γa : [0, 1] → M ,

a = 1, 2, two causal curves such that γ1(1) = γ2(0). We define the concatenation
operation γ1 ∪ γ2 as follows:

(γ1 ∪ γ2)(s) =
{
γ1(s) , s ∈ [0, 1] ,
γ2(s− 1) , s ∈ [1, 2] .

(4.4.2)
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There is an obvious extension of this definition when the ranges of parameters
of the γa’s are not [0, 1], or when a finite number i ≥ 3 of paths is considered,
we leave the formal definition to the reader.

Let, now, r ∈ I+(V ), then there exists q ∈ V and a future directed timelike
curve γ2 from q to r. Since V ⊂ I+(U ) there exists a future directed timelike
curve γ1 from some point p ∈ U to q. Then the curve γ1∪γ2 is a future directed
timelike curve from U to r. 2

We have the following, intuitively obvious, description of futures and pasts
of points in Minkowski space-time; in Proposition 4.4.5 below we will shortly
prove a similar local result in general space-times, with a considerably more
complicated proof.

Proposition 4.4.3 Let (M , g) be the (n + 1)-dimensional Minkowski space-
time R1,n := (R1+n, η), with Minkowskian coordinates (xµ) = (x0, ~x) so that

η(∂µ, ∂ν) = diag(−1,+1, . . . ,+1) .

Then

1. I+(0) = {xµ : ηµνxµxν < 0, x0 > 0},

2. J+(0) = {xµ : ηµνxµxν ≤ 0, x0 ≥ 0},

3. in particular the boundary J̇+(0) of J+(0) is the union of {0} together
with all null future directed geodesics with initial point at the origin.

Proof: Let γ(s) = (xµ(s)) be a parameterized causal path in R1,n with γ(0) =
0. At points at which γ is differentiable we have

η(γ̇, γ̇) = −
(
dx0

ds

)2

+
∣∣∣∣d~xds

∣∣∣∣2
δ

≤ 0 ,
dx0

ds
≥
∣∣∣∣d~xds

∣∣∣∣2
δ

≥ 0 .

Now, similarly to a differentiable function, a locally Lipschitzian function is the
integral of its distributional derivative (see Theorem 4.3.2) hence

x0(s) =
∫ s

0

dx0

ds
(u)du (4.4.3a)

≥
∫ s

0

∣∣∣∣d~xds
∣∣∣∣
δ

(u)du =: `(γs) . (4.4.3b)

Here `(γs) is the length, with respect to the flat Riemannian metric δ, of the
path γs, defined as

[0, s] 3 u→ ~x(u) ∈ Rn .

Let distδ denote the distance function of the metric δ, thus

distδ(~x, ~y) = |~x− ~y|δ ,

it is well known that

`s ≥ distδ(~x(s), ~x(0)) = |~x(s)− ~x(0)|δ = |~x(s)|δ .
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Therefore
x0(s) ≥ |~x(s)|δ ,

and point 2. follows. For timelike curves the same proof applies, with all
inequalities becoming strict, establishing point 1. Point 3. is a straightforward
consequence of point 2. 2

•4.4.2 There is a natural generalisation of Proposition 4.4.3 to the following class•4.4.2: ptc:added, to be
proofreadof metrics on R×S :

g = −ϕdt2 + h , ∂tϕ = ∂th = 0 , (4.4.4)

where h is a Riemannian metric on S . (Such metrics are sometimes called warped-
products, with warping function ϕ.)

Proposition 4.4.4 Let M = R×S with the metric (4.4.4), and let p ∈ S . Then
J+((0, p)) is the graph over S of the distance function distĥ(p, ·) of the optical
metric

ĥ := ϕ−1h ,

while I+((0, p)) is the epigraph of distĥ(p, ·),

I+((0, p)) = {(t, q) : t > distĥ(p, q)} .

Proof: Since the causal character of a curve is invariant under conformal transfor-
mations, the causal and timelike futures with respect to the metric g coincide with
those with respect to the metric

ϕ−1g = −dt2 + ĥ .

Arguing as in the the proof of Proposition 4.4.3, (4.4.3) becomes

x0(s) =
∫ s

0

dx0

ds
(u)du (4.4.5a)

≥
∫ s

0

∣∣∣∣d~xds
∣∣∣∣
ĥ

(u)du =: `ĥ(γs) , (4.4.5b)

where `ĥ(γs) denotes the length of γs with respect to ĥ, and one concludes as before.
2

The next result shows that, locally, causal behaviour is identical to that
of Minkowski space-time. The proof of this “obvious” fact turns out to be
surprisingly involved:

Proposition 4.4.5 Let Op be a domain of normal coordinates xµ centered at
p ∈ M as in Proposition 4.2.3. Let

O ⊂ Op

be any normal–coordinate ball such that ∇x0 is timelike on O. Recall (compare
(4.2.8)) that the function σp : Op → R has been defined by the formula

σp(expp(x
µ)) := ηµνx

µxν . (4.4.6)
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Then

O 3 q = expp(x
µ) ∈


I+(p;O) ⇐⇒ σp(q) < 0 , x0 > 0 ,
J+(p;O) ⇐⇒ σp(q) ≤ 0 , x0 ≥ 0 ,
J̇+(p;O) ⇐⇒ σp(q) = 0 , x0 ≥ 0 ,

(4.4.7)

with the obvious analogues for pasts. In particular, a point q = expp(xµ) ∈
J̇+(p;Op) if and only if q lies on the null geodesic segment [0, 1] 3 s→ γ(s) =
expp(sxµ) ∈ J̇+(p;Op).

Remark 4.4.6 Example 4.4.1 shows that I±(p;O), etc., cannot be replaced
by I±(p), because causal paths through p can exit Op and reenter it; this can
actually happen again and again.

Before proving Proposition 4.4.5, we note the following straightforward im-
plication thereof:

Proposition 4.4.7 Let O be as in Proposition 4.4.5, then I+(p;O) is open.

2

Proof of Proposition 4.4.5: As the coordinate rays are geodesics, the
implications “⇐” in (4.4.7) are obvious. It remains to prove “⇒”. We start
with a lemma:

Lemma 4.4.8 Let τ be a time function, i.e., a differentiable•4.4.3 function with•4.4.3: ptc:do not
impose past pointing
gradient timelike past-pointing gradient. For any τ0, a future directed causal path γ

cannot leave the set {q : τ(q) > τ0}; the same holds for sets of the form {q :
τ(q) ≥ τ0}. In fact, τ is non-decreasing along γ, strictly increasing if γ is
timelike.

Proof: Let γ : I → M be a future directed parameterized causal path, then
τ ◦γ is a locally Lipschitzian function, hence equals the integral of its derivative
on any compact subset of its domain of definition, so that

τ(γ(s2))− τ(γ(s1)) =
∫ s2

s1

d(τ ◦ γ)
du

(u)du

=
∫ s2

s1

〈dτ, γ̇〉(u)du

=
∫ s2

s1

g(∇τ, γ̇)(u)du ≥ 0 , (4.4.8)

since ∇τ is timelike past directed, while γ̇ is causal future directed or zero wher-
ever defined. The function s→ τ(γ(s)) is strictly increasing when γ is timelike,
since then the integrand in (4.4.8) is strictly positive almost everywhere. 2

Applying Lemma 4.4.8 to the time function x0 we obtain the claim about
x0 in (4.4.7). To justify the remaining claims of Proposition 4.4.5, we recall
Equation (4.2.9)

∇σp is
{

timelike future directed on {q : σp(q) < 0 , x0(q) > 0} ,
null future directed on {q : σp(q) = 0 , x0(q) > 0} .

(4.4.9)
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Let γ = (γµ) : I → O be a parameterized future directed causal path with
γ(0) = p, then σp ◦ γ is a locally Lipschitzian function, hence

σp ◦ γ(t) =
∫ t

0

d(σp ◦ γ)(s)
ds

ds

=
∫ t

0
g(∇σp, γ̇)(s)ds . (4.4.10)

We note the following:

Lemma 4.4.9 A future directed causal path γ ⊂ Op cannot leave the set {q :
x0(q) > 0, σp(q) < 0}.

Proof: The time function x0 remains positive along γ by Lemma 4.4.8. If −σp
were also a time function we would be done by the same argument. The problem
is that −σp is a time function only on the set where σp is negative, so some care
is needed; we proceed as follows: The vector field ∇σp is causal future directed
on {x0 > 0, ηµνxµxν ≤ 0}, while γ̇ is causal future directed or zero wherever
defined, hence g(∇σp, γ̇) ≤ 0 as long as γ stays in {x0 > 0, ηµνxµxν ≤ 0}. By
Equation (4.4.9) the function σp is non-increasing along γ as long as γ stays in
{x0 > 0, ηµνxµxν ≤ 0}. Suppose that σp(γ(s1)) < 0 and let

s∗ = sup{u ∈ I : σp(γ(s)) < 0 on [s1, u]} .

If s∗ ∈ I, then σp ◦ γ(s∗) = 0 and σp ◦ γ is not non-increasing on [s1, s∗), which
is not possible since γ(s) ∈ {x0 > 0, ηµνxµxν ≤ 0} for s ∈ [s1, s∗). It follows
that σp ◦ γ < 0, as desired. 2

Proposition 4.4.5 immediately follows for those future direct causal paths
through p which do enter the set {ηµνxµxν < 0}. This is the case for γ’s such
that γ̇(0) = (γ̇µ(0)) exists and is timelike: We then have

γµ(s) = sγ̇µ(0) + o(s) ,

hence
ηµνγ

µ(s)γν(s) = s2ηµν γ̇
µ(0)γ̇ν(0) + o(s2) < 0

for s small enough. It follows that γ enters the set {ηµνxµxν < 0} ≡ {q : σp(q) <
0}, and remains there for |s| small enough. We conclude using Lemma 4.4.9.

We continue with arbitrary parameterized future directed timelike paths
γ : [0, b) → M , with γ(0) = p, thus γ̇ exists and is timelike future directed for
almost all s ∈ [0, b). In particular there exists a sequence si →i→∞ 0 such that
γ̇(si) exists and is timelike.

Standard properties of solutions of ODE’s show that for each q ∈ Op there
exists a neighborhood Wp,q of p such that the function

Wp,q 3 r → σr(q)

is defined, continuous in r. For i large enough we will have γ(si) ∈ Wp,γ(s); for
such i’s we have just shown that

σγ(si)(γ(s)) < 0 .
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Passing to the limit i→∞, by continuity one obtains

σp(γ(s)) ≤ 0 , (4.4.11)

thus
γ ⊂ {x0 ≥ 0, ηµνxµxν ≤ 0} . (4.4.12)

Since γ̇ is timelike future directed wherever defined, and ∇σp is causal future
directed on {x0 > 0, ηµνxµxν ≤ 0}, Equations (4.4.10) and (4.4.12) show that
the inequality in (4.4.11) must be strict.

To finish the proof, we reduce the general case to the last one by considering
perturbed metrics, as follows: let e0 be any unit timelike vector field on O (e0
can, e.g., be chosen as ∇x0/

√
−g(∇x0,∇x0)), for ε > 0 define a family of

Lorentzian metrics gε on O by the formula

gε(X,Y ) = g(X,Y )− εg(e0, X)g(e0, Y ) .

Consider any vector X which is causal for g, then

gε(X,X) = g(X,X)− ε(g(e0, X))2

≤ −ε(g(e0, X))2 < 0 ,

so that X is timelike for gε. Let σ(gε)p be the associated functions defined as
in Equation (4.4.6), where the exponential map there is the one associated to
the metric gε. Standard properties of solutions of ODE’s imply that for any
compact subset K of Op there exists an εK > 0 and a neighborhood Op,K of K
such that for all ε ∈ [0, εK ] the functions

Op,K 3 q → σ(gε)p(q)

are defined, and depend continuously upon ε. We take K to be γ([0, s]), where
s is such that [0, s] ⊂ I, and consider any ε in (0, εγ([0,s])). Since γ is timelike
for gε, the results already established show that we have

σ(gε)p(γ(s)) < 0 .

Continuity in ε implies
σp(γ(s)) ≤ 0 .

Since s is arbitrary in I, Proposition 4.4.5 is established. 2

For certain considerations it is useful to have the following:

Corollary 4.4.10 Under the hypotheses of Proposition 4.4.5, let γ ⊂ O be a causal
curve from p to

q = expp(x
µ) ∈ J̇+(p;O) .

Then there exists a reparameterization s→ r(s) of γ so that

[0, 1] 3 s→ γ(r(s)) = expp(sx
µ) .



4.4. FUTURES, PASTS 57

Proof: Proposition 4.4.5 shows that σp(q) = 0. It follows that

0 = σp ◦ γ(t) =
∫ t

0

g(∇σp, γ̇)(s)ds . (4.4.13)

Since ∇σp and γ̇ are causal oppositely directed we have g(∇σp, γ̇) ≥ 0 almost
everywhere. It thus follows from (4.4.13) that

g(∇σp, γ̇) = 0

almost everywhere. This is only possible if

∇σp ∼ γ̇

almost everywhere (see Proposition 2.2.2), which gives the result.•4.4.4 2 •4.4.4: ptc:needs a
better justification

Penrose’s approach [89]•4.4.5 to the theory of causality is based on the notion of•4.4.5: ptc:move near
the definition of
timelike curve; make a
summary of all
definitions: Wald,
Seifert (look it up),
HE, Ge-
rochDoD,BeemEhrlich

timelike or causal trips: by definition, a causal trip is a piecewise broken causal
geodesic. The following result can be used to show equivalence of the definitions of
I+, etc., given here, to those of Penrose:

Corollary 4.4.11 If q ∈ I+(p), then there exists a future directed piecewise broken
future directed timelike geodesic from p to q. Similarly, if q ∈ J+(p), then there
exists a future directed piecewise broken future directed causal geodesic from p to q.

Proof: Let γ : [0, 1] → M be a parameterized future directed causal path with
γ(0) = p and γ(1) = q. Continuity of γ implies that for every s ∈ [0, 1] there exists
εs > 0 such that

γ(u) ∈ Oγ(s)

for all

u ∈ (s− 2ε2, s+ 2ε2) ∩ [0, 1] = [max(0, s− 2εs),min(1, s+ 2εs)] ,

where Or is a normal-coordinates ball centred at r, and satisfying the require-
ments of Proposition 4.4.5. Compactness of [0, 1] implies that from the cover-
ing {(s− εs, s+ εs)}s∈[0,1] a finite covering {(si − εsi

, si + εsi
)}i=0,...,N can be ex-

tracted, with s0 = 0, sN = 1. Reordering the si’s if necessary we may assume that
si < si + 1. By definition we have

γ|[si,si+1] ⊂ Oγ(si) ,

and by Proposition 4.4.5 there exists a causal future directed geodesic segment from
γ(si) to γ(si+1): if γ(si+1) = expγ(si)(x

µ), then the required geodesic segment is
given by

[0, 1] 3 s→ expγ(si)(sx
µ) .

If γ is timelike, then all the segments are timelike. Concatenating the segments
together provides the claimed piecewise broken geodesic. 2

Proposition 4.4.3 shows that the sets I±(p) are open in Minkowski space-
time. Similarly it follows from Proposition 4.4.5 that the sets I±(p;Op) are
open. This turns out to be true in general:

Proposition 4.4.12 For all U ⊂ M the sets I±(U ) are open.
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Proof: Let q ∈ I+(U ), and let, as in the proof of Corollary 4.4.11, sN−1 be
such that q ∈ Oγ(sN−1). Then

Oγ(sN−1) ∩ I+(γ(sN−1);O)

is an open neighborhood of q by Corollary 4.4.7. Clearly

I+(γ(sN−1);O) ⊂ I+(γ(sN−1)) .

Since γ(sN−1) ∈ I+(U ) we have

I+(γ(sN−1)) ⊂ I+(U )

(see point 3. of Proposition 4.4.2). It follows that

Oγ(sN−1) ∩ I+(γ(sN−1);O) ⊂ I+(U ) ,

which implies our claim. 2

In Minkowski space-time the sets J±(p) are closed, with

I±(p) = J±(p) . (4.4.14)

We will show below (see Corollary 4.4.17) that we always have

I±(p) ⊃ J±(p) , (4.4.15)

but this requires some work. Before proving (4.4.15), let us point out that
(4.4.14) does not need to be true in general:

Example 4.4.13 Let (M , g) be the two-dimensional Minkowski space-time R1,1

from which the set {x0 = 1, x1 ≤ −1} has been removed. Then

J+(0;M ) = J+(0,R1,1) \ {x0 = −x1 , x1 ∈ (−∞, 1]} ,

cf. Figure 4.2, hence J+(0;M ) is neither open nor closed, and Equation (4.4.14)
does not hold.

We have the following:

Lemma 4.4.14 (“Push-up Lemma 1”) For any Ω ⊂ M we have

I+(J+(Ω)) = I+(Ω) . (4.4.16)

Proof: The obvious property

U ⊂ V =⇒ I+(U ) ⊂ I+(V )

provides inclusion of the right-hand-side of (4.4.16) into the left-hand-side. It
remains to prove that

I+(J+(Ω)) ⊂ I+(Ω) .
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Figure 4.2: J+(p) is not closed unless some global causal regularity conditions
are fulfilled by (M , g).

Let r ∈ I+(J+(Ω)), thus there exists a past-directed timelike curve γ0 from r
to a point q ∈ J+(Ω). Since q ∈ J+(Ω), then either q ∈ Ω, and there is nothing
to prove, or there exists a past-directed causal curve γ : I → M from q to some
point p ∈ Ω. We want to show that there exists a past-directed timelike curve
γ̂ starting at r and ending at p. The curve γ̂ can be obtained by “pushing-
up” γ slightly, to make it timelike, the construction proceeds as follows: Using
compactness, we cover γ by a finite collection Ui, i = 0, · · · , N , of elementary
regions Ui centered at pi ∈ γ(I), with

p0 = q , pi ∈ Ui ∩Ui+1 , pi+1 ⊂ J−(pi) , pN = p .

Let γ0 : [0, s0] → M be the already mentioned causal curve from r to q ∈ U1; let
s1 be close enough to s0 so that γ0(s1) ∈ U1. By Proposition 4.2.3 together with
the definition of elementary regions there exists a past directed timelike curve
γ1 : [0, 1] → U1 from γ0(s1) to p1 ∈ U1 ∩U2. For s close enough to 1 the curve
γ1 enters U2, choose an s2 such that γ1(s2) ∈ U2, again by Proposition 4.2.3
there exists a a past directed timelike curve γ2; [0, 1] → U2 from γ1(s2) to p2.
One repeats that construction iteratively obtaining a (finite) sequence of past-
directed timelike curves γi ⊂ I+(γ) ∩ O such that the end point γi(si+1) of
γi|[0,si+1] coincides with the starting point of γi+1. Concatenating those curves
together gives the desired path γ̂. 2

We have the following, slightly stronger, version of Lemma 4.4.14, which
gives a sufficient condition to be able to deform a causal curve to a timelike
one, keeping the deformation as small as desired:

Corollary 4.4.15 Consider a causal future directed curve γ : [0, 1] → M from
p to q. If there exist s1 < s2 ∈ [0, 1] such that γ|[s1,s2] is timelike, then in any
neighborhood O of γ there exists a timelike future directed curve γ̂ from p to q.

Remark 4.4.16 The so-called maximizing causal geodesics can not be deformed
as above to timelike curves, whether locally or globally. For example, any causal
geodesic in Minkowski space-time has this property.
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Proof: : If s2 = 1, then Corollary 4.4.15 is essentially a special case of
Lemma 4.4.14: the only difference is the statement about the neighborhood
O. This last requirement can be satisfied by choosing the sets Ui in the proof
of Lemma 4.4.14 so that Ui ⊂ O. If s1 = 0 (and regardless of the value of s2)
the result is obtained by changing time-orientation, applying the result already
established to the path γ′(s) = γ(1 − s), and changing-time orientation again.
The general case is reduced to the ones already covered by first deforming the
curve γ|[0,s2] to a new timelike curve γ̃ from p to γ(s2), and then applying the
result again to the curve γ̃ ∪ γ|[s2,1]. 2

As another straightforward corollary of Lemma 4.4.14 one obtains:

Corollary 4.4.17 For any p ∈ M we have

J+(p) ⊂ I+(p) .

Proof: Let q ∈ J+(p), and let ri ∈ I+(q) be any sequence of points accumu-
lating at q, then ri ∈ I+(p) by Lemma 4.4.14, hence q ∈ I+(p). 2

4.5 Extendible and inextendible paths

A useful concept, when studying causality, is that of a causal path with cannot
be extended any further. Recall that, from a physical point of view, the image
in space-time of a timelike path is supposed to represent the history of some
observer, and it is sometimes useful to have at hand idealised observers which
do never stop to exist. Here it is important to have in mind the geometrical
picture in mind, where all that matters is the image in space-time of the path,
independently of any paramaterisation: if that image “stops”, then one can
sometimes continue the path by concatenating with a further one; continuing
in this way one hopes to be able to obtain paths which are inextendible.

In order to make things precise, let γ : [a, b) → M , be a parameterized,
causal, future directed path. A point p is called a future end point of γ if
lims→b γ(s) = p. Past end points are defined in the obvious analogous way. An
end point is a point which is either a past end point or a future end point.

Given γ as above, together with an end point p, one is tempted to extend
γ to a new path γ̂ : [a, b] → M defined as

γ̂(s) =
{
γ(s), s ∈ [a, b) ,
p, s = b .

(4.5.1)

The first problem with this procedure is that the resulting curve might fail to be
locally Lipschitz in general. An example is given by the timelike future-directed
path

[0, 1) 3→ γ1(s) = (−(1− s)1/2, 0) ∈ R1,1 ,

which is locally Lipschitzian on [0, 1), but is not on [0, 1]. (This follows from
the fact that the difference quotient (f(s)− f(s′))/(s− s′) blows up as s and s′

tend to one when f(s) = (1 − s)1/2). Recall that in our definition of a causal
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curve γ, a prerequisite condition is the locally Lipschitz character, so that the
extension γ̂1 fails to be causal even though γ1 is.

The problem is even worse if b = ∞: consider the timelike future-directed
curve

[1,∞) 3 s→ γ3(s) = (−1/s, 0) ∈ R1,1 .

Here there is no way to extend the curve to the future, as an application from
a subset of R to M , because the range of parameters already covers all s ≥ 1.
Now, the image of both γ1 and γ2 is simply the interval [−1, 0)×R, which can
be extended to a longer causal curve in R1,1 in many ways if one thinks in terms
of images rather than of maps.

Both problems above can be taken care of by requiring that the parameter s
be the proper distance parameter of some auxiliary Riemannian metric h.•4.5.1

(At this stage h is not required to be complete). This might require reparame-•4.5.1: ptc:wrong, since
you can move the
parameterization by
shifting it

terizing the path. From the point of view of our definition this means that we are
passing to a different path, but the image in space-time of the new path coincides
with the previous one. If one thinks of timelike paths as describing observers,
the new observer will thus have experienced identical events, even though he
will be experiencing those events at different times on his time-measuring de-
vice. We note, moreover, that (locally Lipschitz) reparameterizations do not
change the timelike or causal character of paths.

We have already shown in Section 4.3 that a locally Lipschitzian path can always
be reparameterized by h-distance, leading to a uniformly Lipschitzian path, with
Lipschitz constant one. It should be clear from the examples given above, as well
as from the examples discussed at the beginning of Section 4.6, that it is sensible
to use such a parameterization, and it is tempting to build this requirement into
the definition of a causal path. One reason for not doing that is the existence of
affine parameterization for geodesics, which is geometrically significant, and which
is convenient for several purposes. Another reason is the arbitrariness related to the
choice of h. Last but not least, a limit curve for a sequence of disth-parameterized
curves does not have to be disth-parameterized. Therefore we will not assume a
priori an h-distance parameterization, but such a reparameterization will often be
used in the proofs.•4.5.2 •4.5.2: ptc:added

VIII.2004, to reread

Returning to (4.5.1), we want to show that γ̂ will be uniformly Lipschitz if
disth-parameterization is used for γ. More generally, suppose that γ is uniformly
Lipschitz with Lipschitz with constant L,

disth(γ(s), γ(s′)) ≤ L|s− s′| . (4.5.2)

Passing with s′ to b in that equation we obtain

disth(γ(s), p) ≤ L|s− b| ,

and the Lipschitzian character of γ̂ easily follows. We have therefore proved:

Lemma 4.5.1 Let γ : [a, b) → M , b < ∞, be a uniformly Lipschitzian path
with an end point p. Then γ can be extended to a uniformly Lipschitzian path
γ̂ : [a, b] → M , with γ̂(b) = p.
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Let γ : [a, b) → M , b ∈ R ∪ {∞} be a path, then p is said to be an ω-limit
point of γ if there exists a sequence sk → b such that γ(sk) → p. An end point
is always an ω-limit point, but the inverse does not need to be true in general
(consider γ(s) = exp(is) ∈ C, then every point exp (ix) ∈ S1 ⊂ C1 is an ω-limit
point of γ — set sk = x+ 2πk). For b < ∞ and for uniformly Lipschitz paths
the notions of end point and of ω-limit point coincide:

Lemma 4.5.2 Let γ : [a, b) → M , b < ∞, be a uniformly Lipschitzian path.
Then every ω-limit point of γ is an end point of γ. In particular, γ has at most
one ω-limit point.

Proof: By (4.5.2) we have

disth(γ(si), γ(s)) ≤ L|si − s| ,

and since disth is a continuous function of its arguments we obtain, passing to
the limit i→∞

disth(p, γ(s)) ≤ L|b− s| .

Thus p is an end point of γ. Since there can be at most one end point, the
result follows. 2

A future directed causal curve γ : [a, b) → M will be said to be future
extendible if there exists b < c ∈ R ∪ {∞} and a causal curve γ̃ : [a, c) → M
such that

γ̃|[a,b) = γ . (4.5.3)

The path γ̃ is then said to be an extension of γ. The curve γ will be said future
inextendible if it is not future extendible. The notions of past extendibility, or
of extendibility, are defined in the obvious way.

Extendibility in the class of causal paths forces a causal γ : [a, b) → M to
be uniformly Lipschitzian: This follows from the fact that [a, b] is a compact
subset of the domain of definition of any extension γ̃, so that γ̃|[a,b] is uniformly
Lipschitzian there. But then γ̃|[a,b) is also uniformly Lipschitzian, and the result
follows from (4.5.3).

Whenever a uniformly Lipschitzian path can be extended by adding an end
point, it can also be extended as a strictly longer path:

Lemma 4.5.3 A uniformly Lipschitzian causal path γ : [a, b) → M , b < ∞ is
extendible if and only if it has an end point.

Proof: Let γ̂ be given by Proposition 4.5.1, and let γ̃ : [0, d) be any maximally
extended to the future, future directed causal geodesic starting at p, for an
appropriate d ∈ (0,∞). Then γ̂ ∪ γ̃ is an extension of γ. 2

It turns out that the paths considered in Lemma 4.5.3 are always extendible:

Theorem 4.5.4 Let γ : [a, b) → M , b ∈ R ∪ {∞}, be a future directed causal
path parameterized by h-distance, where h is any complete auxiliary Riemannian
metric. Then γ is future inextendible if and only if b = ∞.
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Proof: Suppose that b < ∞. Let Bh(p, r) denote the open h-distance ball,
with respect to the metric h, of radius r, centred at p. Since γ is parameterized
by h-distance we have, by (4.3.2),

γ([a, b)) ⊂ Bh(γ(a), b− a) .

The Hopf-Rinow theorem4 asserts that Bh(γ(a), b− a) is compact, therefore
there exists p ∈ Bh(γ(a), b− a) and a sequence si such that

[a, b) 3 si →i→∞ b and γ(si) → p .

Thus p is an ω-limit point of γ. Clearly γ is uniformly Lipschitzian (with
Lipschitz modulus one), and Lemma 4.5.2 shows that p is an end point of γ.
The result follows now from Lemma 4.5.3. 2

4.5.1 Maximally extended geodesics

Consider the Cauchy problem for an affinely-parameterized geodesic γ:

∇γ̇ γ̇ = 0 , γ(0) = p , γ̇(0) = X . (4.5.4)

This is a second-order ODE which, by the standard theory [?], for C1,1 metrics,
has unique solutions defined on a maximal interval I = I(p,X) 3 0. I is maxi-
mal in the sense that if I ′ is another interval containing 0 on which a solution
of (4.5.4) is defined, then I ′ ⊂ I. When I is maximal the geodesic will be called
maximally extended. Now, it is not immediately obvious that a maximally ex-
tended geodesic is inextendible in the sense just defined: To start with, the
notion of inextendibility involves only the pointwise properties of a path, while
the notion of maximally extended geodesic involves the ODE (4.5.4), which
involves both the first and second derivatives of γ. Next, the inextendibility
criteria given above have been formulated in terms of uniformly Lipschitzian
parameterizations. While an affinely parameterized geodesic is certainly locally
Lipschitzian, there is no a priori reason why it should be uniformly so, when
maximally extended. All these issues turn out to be irrelevant, and we have the
following:

Proposition 4.5.5 A geodesic γ : I → M is maximally extended as a geodesic
if and only if γ is inextendible as a causal path.

Proof: Suppose, for contradiction, that γ is a maximally extended geodesic
which is extendible as a path, thus γ can be extended to a path γ̂ by adding
its end point p as in (4.5.1). Working in a normal coordinate neighborhood Op

around p, γ̂ ∩Op has a last component which is a geodesic segment which ends
at p. By construction of normal coordinates the component of γ̂ in question is
simply a half-ray through the origin, which can be clearly be continued through
p as a geodesic. This contradicts maximality of γ as a geodesic. It follows that
a maximally extended geodesic is inextendible. Now, if γ is inextendible as a
path, then γ can clearly not be extended as a geodesic, which establishes the
reverse implication. 2

A result often used in causality theory is the following:
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Theorem 4.5.6 Let γ, be a future directed causal, respectively timelike, path.
Then there exists an inextendible causal, respectively timelike, extension of γ.

Proof: If γ : [a, b) → M is inextendible there is nothing to prove; otherwise
the path γ̂ ∪ γ̃, where γ̂ is given by Proposition 4.5.1, and γ̃ is any maximally
extended future directed causal geodesic as in the proof of Proposition 4.5.3,
provides an extension. This extension is inextendible by Proposition 4.5.5. 2
•4.5.3

•4.5.3: ptc:Note that
this does not work for
rough metrics, so
another argument has
to be given 4.6 Limits of curves

A key tool in the analysis of global properties of space-times is the analysis of
sequences of curves. One typically wants to obtain a limiting curve, and study
its properties. The object of this section is to establish the existence of such
limiting curves.

We wish, first, to find the ingredients needed for a useful notion of a limit
of curves. It is enlightening to start with several examples. The first question
that arises is whether to consider a sequence of curves γn defined on a common
interval I, or whether one should allow different domains In for each γn. To
illustrate that this last option is very unpractical, consider the family of curves

(−1/n, 1/n) 3 s→ γn(s) = (s, 0) ∈ R1,1 . (4.6.1)

The only sensible geometric object to which the γn(s) converge is the constant
map

{0} 3 s→ γ∞(s) = 0 ∈ R1,1 , (4.6.2)

which is quite reasonable, except that it takes us away from the class of causal
curves. To avoid such behavior we will therefore assume that all the curves γn
have a common domain of definition I.

Next, there are various reasons why a sequence of curves might fail to have
an “accumulation curve”. First, the whole sequence might simply run to infinity.
(Consider, for example, the sequence

R 3 s→ γn(s) = (s, n) ∈ R1,1 .)

This is avoided when one considers curves such that γn(0) converges to some
point p ∈ M .

Further, there might be a problem with the way the curves are parameter-
ized. As an example, let γn be defined as

(−1, 1) 3 s→ γn(s) = (s/n, 0) ∈ R1,1 .

As in (4.6.1), the γn(s) converge to the constant map

(−1, 1) 3 s→ γ∞(s) = 0 ∈ R1,1 , (4.6.3)

again not a causal curve. Another example of pathological parameterizations
is given by the family of curves

R 3 s→ γn(s) = (ns, 0) ∈ R1,1 .
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In this case one is tempted to say that the γn’s accumulate at the path, say γ1,
if parameterization is not taken into account. However, such a convergence is
extremely awkward to deal with when attempting to actually prove something.
This last behavior can be avoided by assuming that all the curves are uniformly
Lipschitz continuous, with the same Lipschitz constant. The simplest way of
ensuring this is to parameterize all the curves by a length parameter with respect
to our auxiliary complete Riemannian metric h.

Yet another problem arises when considering the family of Euclidean-distance-
parameterized causal curves

R 3 s→ γn(s) = (s+ n, 0) ∈ R1,1 .

This can be gotten rid of by shifting the distance parameter so that the sequence
γn(s0) stays in a compact set, or converges, for some s0 in the domain I.

The above discussion motivates the hypotheses of the following result:

Proposition 4.6.1 Let γn : I → M be a sequence of uniformly Lipschitz future
directed causal curves, and suppose that there exist p ∈ M such that

γn(0) → p . (4.6.4)

Then there exists a future directed causal curve γ : I → M and a subsequence
γni converging to γ in the topology of uniform convergence of compact subsets
of I.

Proposition 4.6.1 provides the justification for the following definition:

Definition 4.6.2 Let γn : I → M be a sequence of paths. We shall say that
γ : I → M is an accumulation curve of the γn’s, or that the γn’s accumulate at
γ, if there exists a subsequence γni that converges to γ, uniformly on compact
subsets of I.•4.6.1 •4.6.1: ptc:definition

changed, should be
checked for consistency

In their treatment of causal theory, Hawking and Ellis [58] introduce a notion of
limit curve for paths, regardless of parameterization, which we find very awkward
to work with. A related but slightly more convenient notion of cluster curve is
considered in [75], where the name of “limit curve” is used for yet another notion of
convergence. As discussed in [16, 75], those definitions lead to pathological behavior
in some situations. We have found the above notion of “accumulation curve” the
most convenient to work with from several points of view.

A sensible terminology, in the context of Definition 4.6.2, could be “C0
loc-limits

of curves”, but we prefer not to use the term “limit” in this context, as limits are
usually unique, while Definition 4.6.2 allows for more than one accumulation curve.

Proof of Proposition 4.6.1: The hypothesis that all the γn’s are uniformly
Lipschitz reads

disth(γn(s), γn(s′)) ≤ L|s− s′| , (4.6.5)

for some constant L. This shows that the family {γn} is equicontinuous, and
(4.6.4) together with the Arzela-Ascoli theorem implies that for every compact
set K ⊂ I there exists a curve γK : K → M and a subsequence γni which
converges uniformly to γK on K. One can obtain a K-independent curve γ by
a so-called diagonalisation procedure.
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The diagonalisation procedure goes as follows: For ease of notation we consider
I = R, the same argument applies on any interval with obvious modifications.
Let γn(i,1) be the sequence which converges to γ[−1,1]; applying Arzela-Ascoli to
this sequence one can extract a subsequence γn(i,2) of γn(i,1) which converges uni-
formly to some curve γ[−2,2] on [−2, 2]. Since γn(i,2) is a subsequence of γn(i,1),
and since γn(i,1) converges to γ[−1,1] on [−1, 1], one finds that γ[−2,2] restricted to
[−1, 1] equals γ[−1,1]. One continues iteratively: suppose that {γn(i,k)}i∈N has been
defined for some k, and converges to a curve γ[−k,k] on [−k, k], then the sequence
{γn(i,k+1)}i∈N is defined as a subsequence of {γn(i,k)}i∈N which converges to some
curve γ[−(k+1),k+1] on [−(k + 1), k + 1]. The curve γ is finally defined as

γ(s) = γ[−k,k](s) ,

where k is any number such that s ≤ k. The construction guarantees that γ[−k,k](s)
does not depend upon k as long as s ≤ k.

It remains to show that γ is causal. Passing to the limit n → ∞ in (4.6.5)
one finds

disth(γ(s), γ(s′)) ≤ L|s− s′| . (4.6.6)

For q ∈ M let Oq be an elementary neighborhood of q as in Proposition 4.4.5,
and let σq be the associated function defined by (4.4.6). Let s ∈ R and consider
any point γ(s) ∈ M . Now, the size of the sets Oq can be controlled uniformly
when q varies over compact subsets of M . It follows that for all s′ close enough
to s and for all n large enough we have γn(s′) ∈ Oγn(s). Since the γn’s are
causal, Proposition 4.4.5 shows that we have

σγn(s)(γn(s
′)) ≤ 0 . (4.6.7)

Since σq(p) depends continuously upon q and p, passing to the limit in (4.6.7)
gives

σγn(s)(γ(s
′)) ≤ 0 . (4.6.8)

This is only possible if γ is causal, which can be seen as follows: Suppose that
γ is differentiable at s. In normal coordinates on Oγ(s) we have, by definition
of a derivative,

γµ(s′) = γµ(s)︸ ︷︷ ︸
=0

+γ̇µ(s)(s′ − s) + o(s′ − s) ,

hence
0 ≥ σγn(s)(s

′) = ηµν γ̇
µ(s)γ̇ν(s)(s′ − s)2 + o((s′ − s)2) .

For s′ − s small enough this is only possible if

ηµν γ̇
µ(s)γ̇ν(s) ≤ 0 ,

and γ̇ is causal, as we desired to show. 2

Let us address now the question of inextendibility of accumulation curves.
We note the following lemma:



4.6. LIMITS OF CURVES 67

Lemma 4.6.3 Let γn be a sequence of disth-parameterized inextendible causal
curves converging to γ uniformly on compact subsets of R, then γ is inextendible.•4.6.2

•4.6.2: ptc:new result,
to be proved, this is
claimed both in Beem
Ehrlich page 76 and
Kriele and HE

Proof: Note that the parameter range of γ is R, and the result would follow
from Theorem 4.5.4 if γ were disth-parameterized, but this might fail to be
the case (consider a sequence of null geodesics in R1,1 = (R2, g = −dt2 +
dx2) threading back and forth a space-distance 1/n around the {x = 0} axis,
with h = dt2 + dx2 the limit curve is γ(s) = (s/

√
2, 0) which is not disth-

parameterized). •4.6.3 •4.6.3: ptc:I am not
sure that this is true,
and how to state it not
to make it trivial, and
whether this is needed
at all

2

In summary, it follows from Lemmata 4.5.3 and 4.6.3 together with Propo-
sition 4.6.1 that:

Theorem 4.6.4 Every sequence of future directed, inextendible, causal curves
which converges at one point accumulates at some future directed, inextendible,
causal curve. 2

One is sometimes interested in sequences of maximally extended geodesics:

Proposition 4.6.5 Let γn be a sequence of maximally extended geodesics ac-
cumulating at γ. Then γ is a maximally extended geodesic.•4.6.4 •4.6.4: ptc:new result,

to be crosschecked

Proof: If we use a disth-parameterization of the γn’s such that γn(0) → γ(0),
then by Proposition 4.6.1 (passing to a subsequence if necessary) the γn’s con-
verge to γ, uniformly on compact subsets of R. Let K be a compact neigh-
borhood of γ(0), compactness of ∪p∈K UpM , where UpM ⊂ TpM is the set of
h-unit vectors tangent to M , implies that there exists a subsequence such that
γ̇n(0) converges to some vector X ∈ Uγ(0)M ⊂ Tγ(0)M . Let σ : (a, b) → M ,
a ∈ R∪ {−∞}, b ∈ R∪ {∞}, be an affinely parameterised maximally extended
geodesic through γ(0) with initial tangent vector X. By continuous dependence
of ODE’s upon initial values it follows that 1) for any a < α < β < b all the
γn’s, except perhaps for a finite number, are defined on [α, β] when affinely pa-
rameterized, and 2) they converge to σ|[α,β] in uniform C1([α, β],M ) topology.
Thus γ̇n(s) → σ̇(s) uniformly on compact subsets of (a, b), which implies that a
disth-parameterization is preserved under taking limits. Hence the γn’s, when
disth-parameterized, converge uniformly to a disth-reparameterization of σ on
compact subsets of R, call it µ. It follows that γ = µ, and γ is a maximally
extended geodesic. 2

4.6.1 Achronal causal curves

•4.6.5 A curve γ : I → M is called achronal if •4.6.5: ptc:new section,
needs a global reread

∀ s, s′ γ(s) 6∈ I+(γ(s′)) .

Any spacelike geodesic in Minkowski space-time is achronal. More interestingly,
it follows from Proposition 4.4.3 that this is also true for null geodesics. How-
ever, null geodesics do not have to be achronal in general: consider, e.g., the
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two-dimensional space-time R× S1 with the flat metric −dt2 + dx2, where x is
an angle-type coordinate along S1 with periodicity, say, 2π. Then the points
(0, 0) and (2π, 0) both lie on the null geodesic

s→ (s, s mod2π) ,

and are clearly timelike related to each other.
In this section we will be interested in causal curves that are achronal. We

start with the following:

Proposition 4.6.6 Let γ be an achronal causal curve, then γ is a null geodesic.

Proof: Let O be any elementary neighborhood, then any connected component
of γ ∩ O is a null geodesic by Corollary 4.4.10. 2

Theorem 4.6.7 Let γn : I → M be a sequence of achronal causal curves accu-
mulating at γ, then γ is achronal.

Remark 4.6.8 It follows from Propositions 4.6.6 and 4.6.5 that γ is inex-
tendible if the γn’s are.

Proof: Changing time-orientation if necessary we can without loss of generality
assume that all the γn’s are future directed, for n large enough. It follows
from Proposition 4.6.1 that passing to a subsequence and reparameterizing if
necessary, the γn’s converge to γ uniformly on compact subsets of R. Suppose
γ is not achronal, then there exist s1, s2 ∈ I such that γ(s2) ∈ I+(γ(s1)), thus
there exists a timelike curve γ̂ : [s1, s2] → M from γ(s1) to γ(s2). Choose
some ŝ ∈ (s1, s2). We have γ(s2) ∈ I+(γ̂(ŝ)), and since I+(γ̂(ŝ)) is open there
exists an open neighborhood O2 of γ(s2) such that O2 ⊂ I+(γ̂(ŝ)). Similarly
there exists an open neighborhood O1 of γ(s1) such that O1 ⊂ I−(γ̂(ŝ)). This
shows that any point p2 ∈ O2 lies in the timelike future of any point p1 ∈ O1:
indeed, one can go from p1 along some timelike path to γ̂(ŝ), and continue along
another timelike path from γ̂(ŝ) to p2.

By Proposition 4.6.1, passing to a subsequence if necessary, γn(s1) converges
to γ(s1) and γn(s2) converges to γ(s2). Then γn(s1) ∈ O1 and γn(s2) ∈ O2 for
n large enough, leading to γn(s2) ∈ I+(γn(s1)), contradicting achronality of γn.
2

•4.6.6•4.6.6: ptc:prove that γ
is achronal if the γn’s
were maximising
timelike; show that arc
length is upper
semicontinuous and
that lorentzian distance
is lower
semicontinuous

4.7 Causality conditions

Space-times can exhibit various causal pathologies, most of which are undesir-
able from a physical point of view. The simplest example of unwanted causal
behaviour is the existence of closed timelike curves. A space-time is said to be
chronological if no such curves exist. An example of a space-time which is not
chronological is provided by S1 ×R with the flat metric −dt2 + dx2, where t is
a local coordinate defined modulo 2π on S1. Then every circle x = const is a
closed timelike curve.
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The class of compact manifolds is a very convenient one from the point of view of
Riemannian geometry. The following result of Geroch shows that such manifolds
are always pathological from a Lorentzian perspective:

Proposition 4.7.1 (Geroch [?]) Every compact space-time (M , g) contains a closed
timelike curve.

Proof: Consider the covering of M by the collection of open sets {I−(p)}p∈M ,
by compactness a finite covering {I−(pi)}i=1,...,I can be chosen. The possibility
p1 ∈ I−(p1) yields immediately a closed timelike curve through p1, otherwise there
exists pi(1) such that p1 ∈ I−(pi(1)). Again if pi(1) ∈ I−(pi(1)) we are done, otherwise
there exists pi(2) such that pi(1) ∈ I−(pi(2)). Continuing in this way we obtain a —
finite or infinite — sequence of points pi(j) such that

pi(j) ∈ I−(pi(j+1)) . (4.7.1)

If the sequence is finite we are done. Now, we have only a finite number of pi’s at
our disposal, therefore if the sequence is finite it has to contain repetitions:

pi(j+`) = pi(j)

for some j, and some ` > 0. It should be clear from (4.7.1) that there exists a closed
timelike curve through pi(j). 2

Remark 4.7.2 Galloway [?] has shown that in compact space-times (M , g) there
exist closed timelike curves through any two points p and q, under the supplementary
condition that the Ricci tensor Ric satisfies the following energy condition:

Ric(X,X) > 0 for all causal vectors X. (4.7.2)

The chronology condition excludes closed timelike curves, but it just fails
to exclude the possibility of occurrence of closed causal curves. A space-time is
said to be causal if no such curves can be found. The existence of space-times
which are chronological but not causal requires a little work:

Example 4.7.3 Let M = R× S1 with the metric

g = 2dt dx+ f(t)dx2 ,

where f is any function satisfying

f ≥ 0 , with f(t) = 0 iff t = 0 .

(The function f(t) = t2 will do.) Here t runs over the R factor of M , while x
is a coordinate defined modulo 2π on S1. In matrix notation we have

[gµν ] =
[

0 1
1 f

]
,

which leads to the following inverse metric

[gµν ] =
[
−f 1
1 0

]
.
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It follows that

g(∇t,∇t) = −f ≤ 0 ,with g(∇t,∇t) = 0 iff t = 0 . (4.7.3)

Recall, now, that a function τ is called a time function if ∇τ is timelike,
past-pointing. Equation (4.7.3) shows that t is a time function on the set
{t 6= 0}. Since a time-function is strictly increasing on any causal curve (see
Lemma 4.4.8), one easily concludes that no closed causal curve in M can in-
tersect the set {t 6= 0}. In other words, closed causal curves — if they do exist
— must be entirely contained in the set {t = 0}. Now, any curve γ contained
in this last set is of the form

γ(s) = (0, x(s)) ,

with tangent vector

γ̇ = ẋ∂x =⇒ g(γ̇, γ̇) = (ẋ)2g(∂x, ∂x) = (ẋ)2gxx = 0 .

This shows in particular that

• M does contain closed causal curves: an example is given by x(s) =
s mod2π.

• All closed causal curves are null.

It follows that (M , g) is indeed chronological, but not causal, as claimed.

It is desirable to have a condition of causality which is stable under small
changes of the metric. By way of example, consider a space-time which contains
a family of causal curves γn with both γn(0) and γn(1) converging to p. Such
curves can be thought of as being “almost closed”. Further, it is clear that
one can produce an arbitrarily small deformation of the metric which will allow
one to obtain a closed causal curve in the deformed space-time. The object of
our next causality condition is to exclude this behaviour. A space-time will be
said to be strongly causal if every neighborhood O of a point p ∈ M contains
a neighborhood U such that for every causal curve γ : I → M the set

{s ∈ I : γ(s) ∈ U } ⊂ I

is a connected subset of I. In other words, γ does not re-enter U once it has
left it.

Clearly, a strongly causal space-time is necessarily causal. However, the
inverse does not always hold. An example is given in Figure 4.7

The definition of strong causality appears, at first sight, somewhat unwieldy
to verify, so simpler conditions are desirable. The following provides a useful
criterion: A space-time (M , g) is said to be stably causal if there exists a time
function t globally defined on M . Recall — see Lemma 4.4.8 — that time
functions are strictly increasing on causal curves. It then easily follows that
stable causality implies strong causality :

Proposition 4.7.4 If (M , g) is stably causal, then it is strongly causal.
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Figure 4.3: A causal space-time which is not strongly causal. Here the metric
is the flat one −dt2 + dx2, so that the light cones are at 45o. It should be clear
that no matter how small the neighborhood U of p is, there will exist a causal
curve as drawn in the figure which will intersect this neighborhood twice. In
order to show that (M , g) is causal one can proceed as follows: suppose that
γ is any closed causal curve in M , then γ has to intersect the hypersurfaces
{t = ±1} at some points x±, with x− > 1 and x+ < −1. If we parameterize γ
so that γ(s) = (s, x(s)) we obtain −2 > x+−x− =

∫ 1
−1

dx
dsds , hence there must

exist s∗ ∈ [−1, 1] such that dx/ds < −1, contradicting causality of γ.

Proof: Let O be a connected open neighborhood of p ∈ M , and let ϕ be
a nonegative smooth function such that ϕ(p) 6= 0 and such that the support
suppϕ of ϕ is a compact set contained in O. Let τ be a time function on M ,
for a ∈ R set

τa := τ + aϕ .

As ∇τ is timelike, the function g(∇τ,∇τ) is bounded away from zero on the
compact set suppϕ, which implies that there exists ε > 0 small enough so that
τ±ε are time functions on suppϕ. Now, τ±ε coincides with τ away from suppϕ,
so that the τ±ε’s are actually time functions on M as well. We set

U := {q : τ−ε(q) < τ(p) < τ+ε(q)} .

We have:

• p ∈ U , therefore U is not empty;

• U is open because the τa’s are continuous;

• U ⊂ O because ϕ vanishes outside of O.

Consider any causal curve γ the image of which intersects U , γ can enter or
leave U only through

∂U ⊂ {q : τ−ε(q) = τ(p)} ∪ {q : τ(p) = τ+ε(q)} . (4.7.4)
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At a point s− at which γ(s−) ∈ {q : τ−ε(q) = τ(p)} we have

τ(p) = τ−ε(γ(s−)) = τ(γ(s−))− εϕ(γ(s−)) =⇒ τ(γ(s−)) > τ(p) .

Similarly at a point s+ at which γ(s+) ∈ {q : τ+ε(q) = τ(p)} we have

τ(p) = τ+ε(γ(s+)) = τ(γ(s+)) + εϕ(γ(s+)) =⇒ τ(γ(s+)) < τ(p) .

As τ is increasing along γ, we conclude that γ can enter U only through
{q : τ+ε(q) = τ(p)}, and leave U only through {q : τ−ε(q) = τ(p)}. Lemma 4.4.8
shows that γ can intersect each of the two sets at the right-hand-side of (4.7.4)
at most once. Those facts obviously imply connectedness of the intersection of
(the image of) γ with U . 2

The strongest causality condition is that of global hyperbolicity, considered
in the next section.

4.8 Global hyperbolicity

A space-time (M , g) said to be globally hyperbolic if it is strongly causal, and if
for every p, q ∈M the sets J+(p) ∩ J−(q) are compact.

It is sometimes useful to consider space-times with boundary — i.e., M is a
manifold with boundary, with g extending differentiably to ∂M . We will allow
such space-times throughout this section.•4.8.1•4.8.1: ptc:this should

be said already well
before here, and all
results cross-checked
against this hypothesis

It is not too difficult to show that Minkowski space-time R1,n is globally
hyperbolic: first, the Minkowski time x0 provides a time-function on Rn,1 —
this implies strong causality. Compactness of J+(p)∩J−(q) for all p’s and q’s is
easily checked by drawing pictures; it is also easy to write a formal proof using
Proposition 4.4.3, this is left as an exercise to the reader.

The notion of globally hyperbolicity provides excellent control over causal
properties of (M , g). This will be made clear at several other places in this
work. Anticipating, let us list a few of those:

1. Let (M , g) be globally hyperbolic. If J+(p)∩J−(q) 6= ∅, then there exists
a causal geodesic from p to q. Similarly if I+(p) ∩ I−(q) 6= ∅, then there
exists a timelike geodesic from p to q.

2. The Cauchy problem for linear wave equations is globally solvable on
globally hyperbolic space-times.

3. A key theorem of Choquet-Bruhat and Geroch asserts that maximal glob-
ally hyperbolic solutions of the Cauchy problem for Einstein’s equations
are unique up to diffeomorphism.

We start our study of globally hyperbolic space-times with the following
property:

Proposition 4.8.1 Let (M , g) be globally hyperbolic, and let γn be a family of
causal curves accumulating both at p and q. Then there exists a causal curve
γ, accumulation curve of the (perhaps reparameterized) γn’s, which passes both
through p and q.
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Remark 4.8.2 The stably-causal space-time in Figure ?? shows that the result
is wrong without the hypothesis of global hyperbolicity.

Proof: Extending the γn’s to inextendible curves, and reparameterizing if
necessary, we can assume that the γn’s are disth-parameterized, with common
domain of definition I = R, and with γn(0) converging to p. If p = q the result
has already been established in Proposition 4.6.1, so we assume that p 6= q.
Consider the compact set

K :=
(
J+(p) ∩ J−(q)

)
∪
(
J+(q) ∩ J−(p)

)
(4.8.1)

(since a globally hyperbolic space-time is causal, one of those sets is, of course,
necessarily empty). K can be covered by a finite number of elementary domains
Ui, i = 1, · · · , N . Strong causality allows us to choose the Ui’s small enough so
that for every n the image of γn is a connected subset in Ui. We can choose a
parameterization of the γn’s by h–length so that, passing to a subsequence of
the γn’s if necessary, we have γn(0) → p. Extending the γn’s if necessary we
can assume that all the γn’s are defined on R. We note the following:

Lemma 4.8.3 Let U be an elementary neighborhood, as defined in Definition 4.2.6.
There exists a constant ` such that for any causal curve γ : I → U the h–length
|γ|h of γ is bounded by `.

To prove Lemma 4.8.3 we need the following variation of the inverse Cauchy-
Schwarz inequality (compare Proposition 2.2.2):

Lemma 4.8.4 Let K be a compact set and let X be a continuous timelike vector
field defined there, then there exists a strictly positive constant C such that for
all q ∈ K and for all causal vectors Y ∈ TqM we have

|g(X,Y )| ≥ C|Y |h . (4.8.2)

Proof: By homogeneity it is sufficient to establish (4.8.2) for causal Y ∈ TqM
such that |Y |h = 1; let us denote by U(h)q this last set. The result follows then
by continuity of the strictly positive function

∪q∈KU(h)q 3 Y → |g(X,Y )|

on the compact set ∪q∈KU(h)q. 2

Returning to the proof of Lemma 4.8.3, let x0 be the local time coordinate
on U , since ∇x0 is timelike we can use Lemma 4.8.4 with K = U to conclude
that there exists a constant C such that for any causal curve γ ⊂ U we have

|g(X, γ̇)| ≥ C > 0

at all points at which γ is differentiable. This implies, for s2 ≥ s1,

|x0(s2)− x0(s1)| ≥
∫ s2

s1

|g(∇x0, γ̇)|ds

≥ C

∫ s2

s1

ds = C|s2 − s1| .



74 CHAPTER 4. CAUSALITY

It follows that

|γ|h ≤ ` :=
2
C

sup
U
|x0| <∞ , (4.8.3)

as desired. 2

Returning to the proof of Proposition 4.8.1, Lemma 4.8.3 shows that there
exists a constant Li — independent of n — such that the h–length |γn ∩Ui|h
is bounded by Li. Consequently the h–length |γn ∩K |h, with K as in (4.8.1),
is bounded by

|γn ∩K |h ≤ L := L1 + L2 + . . .+ LI . (4.8.4)

By hypothesis the γn’s accumulate at q, therefore there exists a sequence sn
(passing again to a subsequence if necessary) such that

γn(sn) → q .

Equation (4.8.4) shows that the sequence sn is bounded, hence — perhaps
passing to a subsequence — we have sn → s∗ for some s∗ ∈ R.

At this stage we could use Proposition 4.6.1, but one might as well argue
directly: by our choice of parametrization we have

disth(γn(s), γn(s′)) ≤ |s− s′| (4.8.5)

(see (4.3.2)-(4.3.3)). This shows that the family {γn} is equicontinuous, and
(4.8.5) together with the Arzela-Ascoli theorem (on the compact set [−L,L])
implies existence of a curve γ : [−L,L] → M and a subsequence γni which
converges uniformly to γ on [−L,L]. As γni(sni) converges both to γ(s∗) and
to q we have

γ(s∗) = q .

This shows that γ is the desired causal curve joining p with q. 2

As a straightforward corollary of Proposition 4.8.1 we obtain:

Corollary 4.8.5 Let (M , g) be globally hyperbolic, then

I±(p) = J±(p) .

Proof: Let qn ∈ I+(p) be a sequence of points accumulating at q, thus there
exists a sequence γn of causal curves from p to q, then q ∈ J+(p) by Proposi-
tion 4.8.1. 2

As already mentioned, global hyperbolicity gives us control over causal
geodesics (see Section 4.12 for a proof):

Theorem 4.8.6 Let (M , g) be globally hyperbolic, if q ∈ I+(p), respectively q ∈
J+(p), then there exists a timelike, respectively causal, future directed geodesic
from p to q.•4.8.2•4.8.2: ptc:watch out if

with boundary
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4.9 Domains of dependence

A set U ⊂ M is said to be achronal if

I+(U ) ∩ I−(U ) = ∅ .

There is an obvious analogous definition of an acausal set

J+(U ) ∩ J−(U ) = ∅ .

Let S be an achronal topological hypersurface in a space-time (M , g).
(By a hypersurface we mean an embedded submanifold of codimension one.)
The future domain of dependence D+(S ) of S is defined as the set of points
p ∈ M with the property that every past-directed past-inextendible timelike
curve starting at p meets S precisely once. The past domain of dependence
D−(S ) is defined by changing past-directed past-inextendible to future-directed
future-inextendible above. Finally one sets

D(S ) := D+(S ) ∪D−(S ) . (4.9.1)

The “precisely” in “precisely once” above follows of course already from achronal-
ity of S — the repetitiveness in our definition is deliberate, to emphasize this
property. We always have

S ⊂ D±(S ) .

We have found it useful to build in the fact that S is a topological hypersurface
in the definition of D+(S ). Some authors do not impose this restriction [53], which
can lead to various pathologies. From the point of view of differential equations the
only interesting case is that of a hypersurface anyway.

Hawking and Ellis [58] define the domain of dependence using causal curves
instead of timelike ones (on the other hand timelike curves are used by Geroch [53]
and by Penrose [89]). The definition with causal curves has the advantage that
the resulting D(S ) is an open set when S is an acausal topological hypersurface.
However, this excludes piecewise null hypersurfaces as Cauchy surfaces, and this is
the reason why we prefer the definition above.

The following examples are instructive; they are left as exercices to the
reader:

Example 4.9.1 Let S = {x0 = 0} in Minkowski space-time R1,n, where x0 is
the usual time coordinate on R1,n. Then D(S ) = R1,n. Thus both D+(S )
and D−(S ) are non-trivial, and their union covers the whole space-time.

Example 4.9.2 Let S = {x0 − x1 = 0} in Minkowski space-time, where the
xµ’s are the usual Minkowskian coordinates on R1,n. Then D+(S ) = D−(S ) =
D(S ) = S , which makes the objects uninteresting.

Example 4.9.3 Let S = {x0 = |x1|} in Minkowski space-time. Then D−(S ) =
S , D+(S ) = {x0 ≥ |x1|}. Thus D−(S ) = S , which is not very useful. On
the other hand D+(S ) covers the whole future of S .
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Example 4.9.4 Let S = {ηµνxµxν = −1 , x0 > 0} be the upper connected
component of the unit spacelike hyperboloid in Minkowski space-time. Then
D(S ) = J+(0) . Thus both D−(S ) and D+(S ) are non-trivial, however
D−(S ) does not cover the whole past of S .

As a warm-up, let us prove the following elementary property of domains
of dependence:

Proposition 4.9.5 Let p ∈ D+(S ), then

I−(p) ∩ J+(S ) ⊂ D+(S ) .

Proof: Let q ∈ I−(p)∩J+(S ), thus there exists a past-directed timelike curve
γ0 from p to q. Let γ1 be a past-inextendible timelike curve γ1 starting at q. The
curve γ := γ0∪γ1 is a past-inextendible past-directed timelike curve starting at
p, thus it meets S precisely once at some point r ∈ S . Suppose that γ passes
through r before passing through q, as q ∈ J+(S ) Lemma 4.4.14 shows that
r ∈ I+(S ), contradicting achronality of S . This shows that γ must meet S
after passing through q, hence γ1 meets S precisely once. 2

Let S be achronal, we shall say that a set O forms a one-sided future
neighborhood of p ∈ S if there exists an open set U ⊂ M such that U
contains p and

U ∩ J+(S ) ⊂ O .

As I−(p) is open, Proposition 4.9.5 immediately implies:

Corollary 4.9.6 Suppose that D+(S ) 6= S , consider any point p ∈ D+(S )\
S . For any q ∈ S∩I−(p) the set D+(S ) forms a one-sided future neighborhood
of q. 2

Local coordinate considerations near S should make it clear that D(S )
forms a neighborhood of S , for S ’s — achronal, smooth, spacelike hypersurfaces.•4.9.1

Example 4.9.2 shows that this will not be the case for more general S ’s. Let•4.9.1: ptc:this should
be done us show that things are well behaved for acausal topological hypersurfaces S ,

regardless of their differentiability properties:

Proposition 4.9.7 If S is an acausal topological hypersurface, then D(S )
forms a neighborhood of S .

Proof: •4.9.2 2•4.9.2: Warning: I am
not sure this is correct;
proof missing anyway The next theorem shows that achronal topological hypersurfaces can be used

to produce globally hyperbolic space-times:

Theorem 4.9.8 Let S be an achronal hypersurface in (M , g), and suppose
that the interior D̊(S ) of the domain of dependence D(S ) of S is not empty.
Then D̊(S ) equipped with the metric obtained by restriction from g is globally
hyperbolic.
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Proof: We need first to show that a causal curve can be pushed-up by an
amount as small as desired to yield a timelike curve:

Lemma 4.9.9 (“Push-up lemma”) Let γ be a past-inextendible past-directed causal
curve starting at p,•4.9.3 and let O be a neighborhood of (the image of) γ. Then•4.9.3: ptc:q here is

probably the end point
of gamma?????? for every r ∈ I+(q) ∩ O there exists a past-inextendible past-directed timelike

curve γ̂ starting at r such that

γ̂ ⊂ I+(γ) ∩ O .

Proof: The construction is essentially identical to that of the proof of Lemma 4.4.14,
except that we will have to deal with a countable collection of curves, rather
than a finite one. One also needs to make sure that the final curve is inex-
tendible. As always, we parameterize γ by h–distance as measured from p.
Using an exhaustion of [0,∞) by compact intervals [m,m+ 1] we cover γ by a
countable collection Ui ⊂ O, i ∈ N of elementary regions Ui centered at

pi = γ(ri)

with
p1 = p , pi ∈ Ui ∩Ui+1 , pi+1 ⊂ J−(pi) .

We can further require impose the following condition on the Ui’s: if ri ∈ [j, j+
1), then the corresponding Ui is contained in a h-distance ball Bh(pi, 1/(j+1)).
Let γ0 : [0, s0] → M be a past directed causal curve from r to p ∈ U1 ∩U2; let
s1 be close enough to s0 so that

γ0(s1) ∈ U2 .

Proposition 4.2.3 together with the definition of elementary regions shows that
there exists a past directed timelike curve γ1 : [0, 1] → U1 ⊂ O from q to p2.
(In particular γ1 \ {p} ⊂ I+(p) ⊂ I+(γ)). Similarly, for any s ∈ [0, 1] there
exists a a past directed timelike curve γ2,s : [0, 1] → U2 ⊂ O from γ1(s) to p2.
We choose s =: s2 small enough so that

γ1(s2) ∈ U3 .

One repeats that construction iteratively, obtaining a sequence of past-directed
timelike curves γi ⊂ I+(γ)∩Ui ⊂ I+(γ)∩O such that the end point of γi lies in
Ui+1 and coincides with the starting point of γi+1. Concatenating those curves
together gives the desired path γ̂. Since every path γi lies in I+(γ)∩O, so does
their union.

Since γi ⊂ Ui ⊂ Bh(pi, 1/(j + 1)) when ri ∈ [j, j + 1) we obtain, for
r ∈ [j, j + 1),

disth(γ(r), γ̂) ≤ disth(γ(r), γ(ri)) + disth(γ(ri), γi) ≤
2

j + 1
,

where we have ensured that disth(γ(r), γ(ri)) < 1/(j+1) by choosing ri appro-
priately. It follows that

disth(γ(r), γ̂) ≤
2
r
. (4.9.2)
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To finish the proof, suppose that γ̂ : [0, s∗) → M is extendible, call p̂ be the
end point of γ̂. By (4.9.2)

lim
r→∞

disth(γ(r), p̂) = 0 .

Thus p̂ is an end point of γ, which together withTheorem 4.5.4, contradicts
inextendibility of γ. 2

By the definition of domains of dependence, inextendible timelike curves
through p ∈ D+(S ) intersect all the sets S , I+(S ), and I−(S ). This is wrong
in general for inextendible causal curves through points in D+(S ) \ D̊+(S ),
as shown on Figure ??.•4.9.4 Nevertheless we have:•4.9.4: Figure missing

Lemma 4.9.10 If p ∈ D̊(S ), then every inextendible causal curve γ through p
intersects S , I−(S ) and I+(S ).

Remark 4.9.11 In contradistinction with the timelike case, for causal curves
the intersection of γ with S does not have to be a point. An example is given
by the hypersurface S of Figure ??.

Proof: Changing time-orientation if necessary we may suppose that p ∈ D+(S ).
Let γ : I → M be any past-directed inextendible causal curve through p. Since
p is an interior point of D+(S ) there exists q ∈ I+(p)∩D+(S ). By the push-
up Lemma 4.9.9 (with O = M ) there exists a past-inextendible past-directed
timelike curve γ̂ starting at q which lies to the future of γ. Since q ∈ D+(S )
the curve γ̂ enters I−(S ), and since γ lies to the past of γ̂ it must enter I−(S )
as well.

Suppose, first, that p ∈ S , then we can repeat the argument above with
the time-orientation changed, showing that γ enters I+(S ) as well, and we are
done.

Consider, finally, the possibility that p 6∈ S , then p is necessarily in I+(S ),
hence γ meets I+(S ). Now, each of the two disjoint sets

I± := {s ∈ I : γ(s) ∈ I±(S )} ⊂ R

is open in the connected interval I. They cover I if γ does not meet S , which
implies that either I+ or I− must be empty when γ ∩ S = ∅. But we have
shown that both I+ and I− are not empty, which implies that γ has to meet
S , as desired. 2

Returning to the proof of Theorem 4.9.8, suppose that D̊(S ) is not strongly
causal. Then there exists p ∈ D̊(S ) and a sequence γn : R → D̊(S ) of
inextendible past directed causal curves which exit the h-distance geodesic ball
Bh(p, 1/n) (centred at p and of radius 1/n) and renter Bh(p, 1/n) again. (As
usual we assume that the γn’s are parameterized by h–distance, with γn(0) ∈
Bh(p, 1/n)). Thus there exists a strictly increasing sequence sn > 0 such that
γn(sn) ∈ Bh(p, 1/n), with each point γn(sn) lying on a different connected
component of γ ∩ Bh(p, ε) for some ε > 0.•4.9.5 Changing time-orientation if•4.9.5: Warning: one

should add the (easy)
justification that the
sn’s are strictly
separated away from
zero

necessary, without loss of generality we may assume that p ∈ D̊+(S ) ∪ S .



4.9. DOMAINS OF DEPENDENCE 79

Let γ be an accumulation curve of the γn’s passing through p. The curve γ
is causal and p is either in the interior of D+(S ) or on S , we can therefore
use Lemma 4.9.10 to conclude that γ enters I−(S ). Since I−(S ) is open, and
since the γn’s accumulate at γ, the γn’s have to enter I−(S ) for n large enough
(passing again to a subsequence if necessary).

Suppose that sn is bounded, then (passing to a subsequence if necessary) we
have sn → s∗, γn(s∗) → p, which shows that γ is a closed causal curve through
p when restricted to [0, s∗]. We have s∗ > 0 so that γ is non-trivial. We can
obtain an inextendible (periodic) causal curve by circling γ|[0,s∗] over and over
again. By Lemma 4.9.10 the curve so obtained meets periodically I+(S ) and
I−(S ), so there exist points q± ∈ γ ∩ I±(S ). We then have q+ ∈ J−(p), with
I−(q+) ∩ S 6= ∅, and Lemma 4.4.14 implies that I−(p) ∩ S 6= ∅. Following
γ backwards we find q− ∈ J+(p), with I−(q−) ∩ S 6= ∅, and Lemma 4.4.14
implies that I+(p) ∩S 6= ∅. This contradicts achronality of S .

It follows that sn →∞. Let s∗ be such that γ(s∗) ∈ I−(S ), since the γn’s
accumulate at γ we will have that γn(s∗) ∈ I−(S ) for n large enough. Since
sn → ∞ for n large enough we will have sn > s∗, which shows that γn has
visited I−(S ) at s = s∗ before meeting Bh(p, 1/n) ⊂ D̊+(S ) at s = sn. If
p ∈ I+(S ), this contradicts again achronality of S .

The only case left therefore is that in which p ∈ S and sn → ∞. In that
case we will obtain a violation of strong causality at γ(s∗) ∈ I−(S ) by following
γn from 0 to sn, and then following a causal curve which remains close to γ ...
•4.9.6 ... This establishes strong causality of D̊+(S ). •4.9.6: Warning: this

isn’t complete, there is
a gap in the proof here,
to be filled in

To finish the proof we need to prove compactness of all the sets of the form

J+(p) ∩ J−(q) , p, q ∈ D̊(S ) .

If p and q are such that this is set is empty there is nothing to prove; otherwise,
consider a sequence rn ∈ J+(p) ∩ J−(q), thus there exists a future directed
causal curve γ̂n from p to q which passes through rn,

γn(sn) = rn . (4.9.3)

Changing time-orientation and passing to a subsequence if necessary we may
without loss of generality assume that p ∈ I−(S ) ∪ S . Replacing p by q
and passing again to a subsequence if necessary we may further assume that
rn ∈ I−(S )∪S . Let γn be any disth-parameterized, inextendible causal curve
extending γ̂n, with γn(0) = p. Let γ be an inextendible accumulation curve of
the γn’s, then γ is a future inextendible causal curve through p ∈ D−(S )∪S ,
so that by Lemma 4.9.10 there exists s+ such that γ(s+) ∈ I+(S ). Passing to
a subsequence, the γn’s converge uniformly to γ on [0, s+], which implies that
for n large enough the γn’s do have to enter I+(S ) at some time s < s+. This,
together with achronality of S , shows that the sequence sn defined by (4.9.3)
is bounded; eventually passing to a subsequence we thus have sn → s∞. This
implies

rn → γ(s∞) ∈ J+(p) ∩ J−(q) ,

which had to be established. 2
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We have the following characterisation of interiors of domains of depen-
dence:

Theorem 4.9.12 A point p ∈ M is in D̊+(S ) if and only if

the set I−(p) ∩S is non-empty, and compact as a subset of S . (4.9.4)

•4.9.7•4.9.7: Warning: I
have not done that in
class; the proof is
incomplete and needs
finishing Remark 4.9.13 The reader is warned that condition (4.9.4) cannot be replaced

by the requirement that J−(p) ....

Proof: For p ∈ D̊+(S ) compactness of I−(p) ∩S can be established by an ar-
gument very similar to that given in the last part of the proof of Theorem 4.9.8,
the details are left to the reader.

In order to prove the reverse implication assume that (4.9.4) holds, then
there exists a future directed causal curve γ : [0, 1] → M from some point
q ∈ S to p. Set

I := {t ∈ [0, 1] : γ(s) ∈ D̊+(S ) for all s ≤ t} ⊂ [0, 1] .

Then I is not empty, as the fact that S is a topological hypersurface implies
that D̊+(S ) contains a neighborhood of S . Clearly I is open in [0, 1], in order
to show that it equals [0, 1] set

t∗ := sup I .

Consider any past-inextendible past-directed causal curve γ̂ starting at γ(t∗).
For t < t∗ let γ̂t be a family of past-inextendible causal push-downs of γ̂ which
start at γ(t), and which have the property that

disth(γt(s), γ(s) ≤ 1/(t− t∗)for0 ≤ s ≤ 1/(t− t∗) .

Then γ̂t intersects S at some point qt ∈ J−(p). Compactness of J−(p) ∩ S
implies that the curve t → qt ∈ S accumulates at some point q∗ ∈ S , which
clearly is the point of intersection of γ with S . This shows that every causal
curve γ through γ(t∗) meets S , in particular γ(t∗) ∈ D+(S ). 2

4.10 Cauchy surfaces

A topological hypersurface S is said to be a Cauchy surface if

D+(S ) = M .

Theorem 4.9.8 shows that a necessary condition for this equality is that M be
globally hyperbolic. A celebrated theorem due independently to Geroch and
Seifert shows that this condition is also sufficient:
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Theorem 4.10.1 (Geroch [53], Seifert [97]) A space-time (M , g) is globally hy-
perbolic if and only if there exists on M a time function τ with the property
that all its level sets are Cauchy surfaces. τ can be chosen to be smooth if g is
smooth.•4.10.1•4.10.1: ptc:What is the

differentiability
threshold for τ here?

Proof: The proof uses volume functions, defined as follows: let ϕi, i ∈ N, be
any partition of unity on M , set

Vi :=
∫

M
ϕidµ ,

where dµ is, say, the Riemannian measure associated to the auxiliary Rieman-
nian metric h on M . Define

ν :=
∑
i∈N

1
2iVi

ϕi .

Then ν is smooth, positive, nowhere vanishing, with∫
M
ν dµ = 1 .

Following Geroch, we define

V±(p) :=
∫
J±(p)

ν dµ .

We clearly have
∀p ∈ M 0 < V±(p) < 1 .

The functions V± may fail to be continuous in general, an example is given
in Figure ??. It turns out that such behavior cannot occur under the current
conditions:

Lemma 4.10.2 On globally hyperbolic space-times the functions V± are contin-
uous.

Proof: Let pi be any sequence converging to p, and let the symbol ϕΩ denote
the characteristic function of a set Ω. Let q be any point such that q ∈ I−(p) ⇔
p ∈ I+(q), since I+(q) forms a neighborhood of p we have pi ∈ I+(q) ⇔ q ∈
I−(pi) for i large enough. Equivalently,

∀i ≥ i0 ϕI−(pi)(q) = 1 = ϕI−(p)(q) . (4.10.1)

Since the right-hand-side of (4.10.1) is zero for q 6∈ I−(p) we obtain

∀q lim inf
i→∞

ϕI−(pi)(q) ≥ ϕI−(p)(q) . (4.10.2)

By Corollary 4.8.5 J−(p) differs from I−(p) by a topological hypersurface•4.10.2

, so that •4.10.2: ptc:this needs
justificationlim inf

i→∞
ϕJ−(pi) ≥ ϕJ−(p) a.e. (4.10.3)
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To obtain the inverse inequality, let q be such that

lim sup
i→∞

ϕJ−(pi)(q) = 1 ,

hence there exists a sequence γj of future directed, disth-parameterised•4.10.3

causal curves from q to pij . By Proposition 4.8.1 there exists a future directed•4.10.3: ptc:added
because of change of
definitions, checkaccumulation curve of the γj ’s from q to p. We have thus shown the implication

lim sup
i→∞

ϕJ−(pi)(q) = 1 =⇒ ϕJ−(p)(q) = 1 .

Since the function appearing at the left-hand-side of the implication above can
only take values zero or one, it follows that

lim sup
i→∞

ϕJ−(pi) ≤ ϕJ−(p) . (4.10.4)

Equations (4.10.1)-(4.10.4) show that

lim
i→∞

ϕJ−(pi) exists a.e., and equals ϕJ−(p) a.e.

Since
0 ≤ ϕJ−(p) ≤ 1 ∈ L 1(ν dµ) ,

the Lebesgue dominated convergence theorem gives

V−(p) =
∫

M
ϕJ−(p)ν dµ = lim

i→∞

∫
M
ϕJ−(pi)ν dµ = lim

i→∞
V−(pi) .

Changing time orientation one also obtains continuity of V+. 2

We continue with the following observation:

Lemma 4.10.3 V− tends to zero along any past-inextendible causal curve γ :
[a, b) → M .

Proof: Let Xi be any partition of M by sets with compact closure, the dom-
inated convergence theorem shows that

lim
k→∞

∑
i≥k

∫
Xi

ν dµ = 0 . (4.10.5)

Suppose that there exists k <∞ such that

∀s J−(γ(s)) ∩
(
∪ki=1Xi

)
6= ∅ .

Equivalently, there exists a sequence si → b such that

γ(si) ∈ K := ∪ki=1Xi .

Compactness of K implies that there exists (passing to a subsequence if nec-
essary) a point q∞ ∈ K such that γ(si) → q∞. Strong causality of M implies
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that there exists an elementary neighborhood O of q∞ such that γ ∩ O is con-
nected, and Lemma 4.8.3 shows that γ∩O has finite h-length, which contradicts
inextendibility of γ (compare Theorem 4.5.4). This implies that for any k we
have

J−(γ(s)) ∩
(
∪ki=1Xi

)
= ∅

for s large enough, say s ≥ sk. In particular

s ≥ sk =⇒
∫
J−(γ(s))∩(∪ki=1Xi)

ν dµ = 0 .

This implies

∀s ≥ sk V−(γ(s)) =
∫
J−(γ(s))∩(∪∞i=k+1Xi)

ν dµ ≤
∑
i≥k+1

∫
Xi

ν dµ ,

which, in view of (4.10.5), can be made as small as desired by choosing k
sufficiently large. 2

We are ready now to pass to the proof of Theorem 4.10.1. Set

τ :=
V−
V+

.

Then τ is continuous by Lemma 4.10.2. Let γ : (a, b) → M be any inextendible
future-directed causal curve. By Lemma 4.10.3

lim
s→b

τ(γ(s)) = ∞ , lim
s→a

τ(γ(s)) = 0 .

Thus τ runs from 0 to ∞ on any such curves, in particular γ intersects every
level set of τ at least once. •4.10.4 From the definition of the measure ν dµ it•4.10.4: ptc:needs better

justificationshould be clear that τ is actually strictly increasing on any causal curve, hence
the level sets of τ are met by causal curves precisely once.

The differentiability properties of τ constructed above are not completely
clear. It thus remains to show that for smooth metrics τ can be modified,
if necessary, so that it is actually smooth. This is done by a localisation-
convolution procedure, as follows:•4.10.5 2•4.10.5: Warning: to

be finished

An important corollary of Theorem 4.10.1 is:

Corollary 4.10.4 A globally hyperbolic space-time is necessarily diffeomor-
phic to R×S , with the coordinate along the R factor having timelike gradient.

Proof: LetX by any smooth timelike vector field onX — if the time function τ
of Theorem 4.10.1 is smooth then∇τ will do, but any other choice works equally
well. Choose any number τ0 in the range of τ . Define a bijection ϕ : M → RS
as follows: for p ∈M let q(p) be the point on the level set S0 = {r ∈ M : τ(r) =
τ0} which lies on the integral curve of X through p. Such a point exists because
any inextendible timelike curve in M meets S0; it is unique by achronality of
S0. The map ϕ is continuous by continuous dependence of ODE’s upon initial
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values. If τ is merely continuous, one can invoque the invariance of domain
theorem•4.10.6 to prove that ϕ is a homeomorphism; if τ is differentiable, its•4.10.6: ptc:give ref

level sets are differentiable, X meets those level sets transversely, and the fact
that ϕ is a diffeomorphism follows from the implicit function theorem. 2

It is not easy to decide whether or not a hypersurface S is a Cauchy hy-
persurface, except in spatially compact space-times:

Theorem 4.10.5 (Budič et al. [?, ?] Galloway [52]) Let (M , g) be globally hy-
perbolic and suppose that M contains a smooth, compact, connected spacelike
hypersurface S . Then S is a Cauchy surface for M .•4.10.7•4.10.7: ptc:give proof

Remark 4.10.6 Some further results concerning Cauchy surface criteria can be
found in [52, 57].

•4.10.8•4.10.8: ptc:add the
new guys reference,
with their Cauchy
surface criterion, and
smoothing argument

Theorem 4.10.7 Let S be a spacelike hypersurface in a space-time (M , g).
Then the Cauchy problem for the wave equation has a unique globally defined
solution for all smooth initial data if and only if S is a Cauchy surface for
S .•4.10.9•4.10.9: ptc:This result

certainly needs a proof,
if true

4.11 Some applications

Any formalism is only useful to something if it leads to interesting applications.
In this section we will list some of those.

•4.11.1•4.11.1: ptc:start with
Choquet-Bruhat
Geroch We say that (M , g) satisfies the timelike focussing condition, or timelike

convergence condition, if the Ricci tensor satisfies

Rµνn
µnν ≥ 0 for all timelike vectors nµ . (4.11.1)

By continuity, the inequality in (4.11.1) will also hold for causal vectors. Con-
dition (4.11.1) can of course be rewritten as a condition on the matter fields
using the Einstein equation, and is satisfied in many cases of interest, includ-
ing vacuum general relativity, or the Einstein-Maxwell theory, or the Einstein-
Yang-Mills theory. This last two examples actually have the property that the
corresponding energy-momentum tensor is trace-free; whenever this happens,
(4.11.1) is simply the requirement that the energy density of the matter fields
is non-negative for all observers:

8πTµνnµnν = (Rµν −
1
2

R︸︷︷︸
=0 if gαβTαβ=0

gµν)nµnν = Rµνn
µnν . (4.11.2)

We say that (M , g) satisfies the null energy condition if

Rµνn
µnν ≥ 0 for all null vectors nµ . (4.11.3)

Clearly, the timelike focussing condition implies the null energy condition. Be-
cause gµνnµnν = 0 for all null vectors, the R term in the calculation (4.11.2)
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drops out regardless of whether or not Tµν is traceless, so the null energy con-
dition is equivalent to positivity of energy density of matter fields without any
provisos.

The simplest geodesic incompleteness theorem is:•4.11.2 •4.11.2: ptc:Hawking
has a claim on this
theorem too?

Theorem 4.11.1 (Geroch’s geodesic incompleteness theorem [?]) Let (M , g) be
a globally hyperbolic satisfying the timelike focussing condition, and suppose that
M contains a Cauchy surface S with strictly negative mean curvature:

trhK < 0 ,

where (h,K) are the usual Cauchy data induced on S by g. Then (M , g) is
future timelike geodesically incomplete.

Let S be a spacelike hypersurface in (M , g), and a consider a surface S ⊂
S . We shall also assume that S is two-sided in S , this means that there exists
a globally defined field m of unit normals to S within S . There are actually two
such fields, m and −m, we arbitrarily choose one and way call it outer pointing.
In situations where S does actually bound a compact region, the outer-pointing
one should of course be chosen to point away from the compact region. We let
H denote the mean extrinsic curvature of S within S :

H := Dim
i , (4.11.4)

where D is the covariant extrinsic of the metric h induced on S . We say that
S is outer-future-trapped if•4.11.3 •4.11.3: ptc:crosscheck

sign

θ+ := H +KABm
AmB ≤ 0 , (4.11.5)

with an obvious symmetric definition for inner-future-trapped :

θ− := −H +KABm
AmB ≥ 0 , (4.11.6)

(One also has the obvious past version thereof, where the sign in front of the
K term should be changed.) A celebrated theorem of Penrose7 reads:

Theorem 4.11.2 (Penrose’s geodesic incompleteness theorem [?]) Let (M , g) be
a globally hyperbolic space-time satisfying the null energy condition, and suppose
that M contains a non-compact Cauchy surface S . If there exists a compact
trapped surface within S which is both inner-future-trapped and outer-future-
trapped, then (M , g) is geodesically incomplete.

Future-trapped surfaces signal the existence of black holes — a formal state-
ment requires the introduction of the notion of a black hole, as well as several
global regularity conditions, and will therefore not be given here.•4.11.4 •4.11.4: ptc:should be

done in the black holes
sectionAnother example of application of the causality theory developed so far is

the area theorem:
7Penrose’s theorem is slightly more general; this requires a definition of θ± which involves

a discussion of null geometry which we prefer to avoid here. This is the reason why we have
stated this theorem in the current form.
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Theorem 4.11.3 ([30, 58]) Let E be a future geodesically complete acausal null
hypersurface, and let S1, S2 be two spacelike acausal hypersurfaces. If

E ∩S1 ⊂ J−(E ∩S2) ,

then
Area(E ∩S1) ≤ Area(E ∩S2) .

•4.11.5•4.11.5: ptc:show
existence of
maximising geodesics
in globally hyperbolic
space-times
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4.12 The Lorentzian length functional

Let γ be a causal path, we define the Lorentzian length of γ with respect to the
metric g as

`g(γ) =
∫
γ

√
−g(γ̇, γ̇) . (4.12.1)

We will write `(γ) when no ambiguities concerning the metric can arise.

A key property is the upper semi-continuity of ` with respect to uniform conver-
gence on compact sets:•4.12.1 •4.12.1: ptc:I probably

don’t need that, do I?
remove the coco
environment if
eventually needed

Proposition 4.12.1 (Penrose [89], Eschenburg and Galloway [43]) Let a sequence
of causal curves γn : I → M converge to γ : I → M , uniformly on compact subsets
of I. Then

`(γ) ≥ lim sup `(γn) .

Proof: Suppose, first, that (M , g) is strongly causal, and that I is compact.
Then..... •4.12.2 •4.12.2: ptc:to be

proved, this is in
Penrose’s notesIn general, we can partition I using a countable sequence ti ∈ I, ti < ti+1,

i ∈ Z, such that γ|[ti,ti+1] is contained in an elementary neighborhood Oi. Each of
the Oi’s with the induced metric g is strongly causal (since x0 is a time function
there). By uniform convergence we have γn|[ti,ti+1] ⊂ Oi for i large enough, so that
we can use the result already established to show that

`(γ|[ti,ti+1]) ≥ lim sup `(γn|[ti,ti+1]) .

Summing over i proves the proposition. 2

4.13 The Lorentzian distance function

Let Ω(p, q) be the set of all future directed causal curves from p to q. We define
the Lorentzian distance function d : M ×M → [0,∞] as follows:

d(p, q) =
{

sup{`(γ) : γ ∈ Ω(p, q)}, q ∈ J+(p),
0, otherwise,

(4.13.1)

where sup is understood in R ∪ {∞}. We shall sometimes write dg for d when
the need to indicate explicitly the metric arises.

It is tempting to define d(p, q) = −∞ for q 6∈ J+(p), but this leads to a function
d which is never continuous (compare Proposition 4.13.12), which is the reason for
using (4.13.1).

It is legitimate to ask the question, what would happen if one took the infi-
mum rather than the supremum in (4.13.1). The result is not very interesting,
the reader should easily convince himself that one can approach a C0 curve γ
as close as desired by threading back and forth near γ along null geodesics, each
of which has zero Lorentzian length. So taking the infimum in (4.13.1) always
gives zero.

In any case the calculation of σ in Minkowski space-time, which we are about
to do, should make it clear that the right thing to do is to take the supremum:
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Example 4.13.1 Let q = (xµ) = (x0, ~x) ∈ R1,n be in the timelike future of
the origin, thus x0 > |~x|δ by Proposition 4.4.3. Let us make a Gram-Schmidt
orthonormalization starting from (xµ), viewed as a vector tangent to R1,n at

0, thus xµeµ =
√

(x0)2 − |~x|2δe0. Using normal coordinates based on the new

basis eµ one obtains a Minkowskian coordinate system in which q = (t,~0), with

t =
√

(x0)2 − |~x|2δ . (4.13.2)

Consider, now any causal curve γ(s) = (γ0(s), ~γ(s)), from the origin to q,
causality gives

|γ̇0| ≥ |~̇γ|δ ,

with |γ̇0| without zeros (since the inequality is strict for timelike vectors, and if
it is an equality than neither side can vanish, otherwise γ̇ would vanish, which
is not allowed for causal vectors). This shows that we can reparameterize γ so
that

γ0(s) = s , s ∈ [0, t] .

In this parameterization we have

`(γ) =
∫ t

0

√
1− |~̇γ|2δ ,

and this formula makes it clear that the supremum is attained on the path

γ(s) = (s,~0) =⇒ `(γ) = t .

It follows that

dη(p, q) =
{ √

(x0)2 −
∑

i(xi)2 , q ∈ J+(p),
0, otherwise.

(4.13.3)

We note that (4.13.3) follows also from Proposition 4.13.9 below.

Example 4.13.2 The two-dimensional space-time M = S1 × S1 with the flat
metric −dt2 + dx2, where t is a mod 2π–coordinate on the first S1 factor,
and x is a similar coordinate on the second factor, provides an example where
d(p, q) = ∞ for all p, q ∈ M . This is seen by noting that if γ is a timelike curve
from p = (t0, x0) to q, then one can obtain a causal curve of length 2πn+ `(γ)
be going n times around the timelike circle x = x0, and then following γ from
p to q.

It follows immediately from its definition that the Lorentzian distance func-
tion obeys the reverse triangle inequality: for p ∈ J−(q) and q ∈ J−(r) it holds
that

d(p, r) ≥ d(p, q) + d(q, r) . (4.13.4)

Indeed, if p ∈ J−(q) and q ∈ J−(r), then the class Ω(p, r) of future directed
causal curves from p to r contains the class Ω(p, q)∪Ω(q, r), where the union ∪
is understood as the concatenation operation on paths. It follows that the sup
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Figure 4.4: The space-time of Example 4.13.3.

of ` over Ω(p, q) is greater than or equal to the sup of ` over Ω(p, q) ∪ Ω(p, r),
which implies (4.13.4)

The function d needs not to be continuous in general, as seen in the following
example:

Example 4.13.3 ([16, p. 141]) Let M be

{(t, x) : 0 ≤ t ≤ 2} \ {(1, x) : −1 ≤ x ≤ 1} ,

with the identifications (x, 0) ∼ (x, 2) (see Figure 4.4)•4.13.1 , equipped with•4.13.1: ptc:make figure

the flat metric g = −dt2 + dx2. Let p be the origin and let q = (0, 1/2), set
pn = (0, 1/n) → p. Clearly pn ∈ I+(pn) which implies d(pn, pn) = ∞, and also
d(pn, q) = ∞ for n > 2. By Proposition 4.13.9 we have d(p, q) = 1/2, so that
the function d(·, q) is not continuous at p.

Let us show that d is lower semi-continuous:

Proposition 4.13.4 If pn → p and qn → q then

d(p, q) ≤ lim inf d(pn, qn) . (4.13.5)

(This implies in particular that d is continuous on d−1({∞}).)

Proof: If d(p, q) = 0 there is nothing to prove. Otherwise let γ : [0, 1] → M
be any causal curve from p to q with non-zero Lorentzian length. Let us start
by showing that we can always deform γ to a new causal curve γ̃, which is
timelike near p and q, reducing the length by less than ε/2 (if at all). Indeed,
let s∗ > 0 be the last point on γ such that γ(s) 6∈ I+(p), then s < 1, and
by Proposition 4.6.6 γ|[0,s∗] is a null geodesic, in particular `(γ|[0,s∗]) = 0. By
definition of s∗ there exists a sequence si ↘ s∗ such that γ(si) ∈ I+(γ(s∗)).
Since

`(γ) = `(γ|[s∗,1]) ,

by choosing i large enough we will have `(γ|[si,1]) ≥ `(γ)− ε/4. One can use the
path constructed in the proof of Lemma 4.4.14 to replace γ|[0,si] by a timelike
curve from p to γ(si), leading to a new curve from p to q which is timelike near
p and which has length not less than `(γ)− ε/4. A similar construction near q
leads to a causal path γ̃ : [0, 1] → M from p to q, timelike near p and q, such
that

`(γ̃) ≥ `(γ)− ε/2 .

Let, now, s− > 0 be small enough so that

`(γ̃|[0,s−]) < ε/4 .

Since γ̃ is timelike near p the set I−(γ(s−)) is an open neighborhood of p and
therefore, for n large enough, there exists a timelike curve from pn to γ(s−).
Similarly we can find s+ close to q so that

`(γ̃|[s+,1]) < ε/4 ,
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and there exists a timelike curve from γ(s+) to qn for n large enough. Concate-
nating those curves results in a causal curve from pn to qn with length not less
than `(γ)− ε. Taking a supremum over γ’s proves (4.13.5) except for −ε at the
left-hand-side. However, as ε is arbitrary, (4.13.5) follows.

If d(p, q) = ∞, then (4.13.5) gives lim inf d(pn, qn) = ∞, which clearly
implies lim d(pn, qn) = ∞, as desired. 2

We shall say that a future directed causal path γ : I → M is maximising if

∀ s, s′ ∈ I , s < s′ d(γ(s), γ(s′)) = `(γ|[s,s′]) . (4.13.6)

We have the following simple observation:

Proposition 4.13.5 d(p, q) is attained on γ : [0, 1] → M if and only if γ is
maximising.

Proof: The triangle inequality gives

d(p, q) ≥ d(p, γ(s1)) + d(γ(s1), γ(s2)) + d(γ(s2), q) . (4.13.7)

Since d(p, q) is attained on γ we have

d(p, q) =
∫ 1

0

√
g(γ̇, γ̇)(s)ds

=
∫ s1

0

√
g(γ̇, γ̇)(s)ds+

∫ s2

s1

√
g(γ̇, γ̇)(s)ds︸ ︷︷ ︸

=`(γ|[s1,s2])

+
∫ 1

s2

√
g(γ̇, γ̇)(s)ds .

If γ were not maximising, then there would exist s1, s2 ∈ [0, 1] and a causal
curve σ from γ(s1) to γ(s2) with Lorentzian length larger than `(γ|[s1,s2]). One
would then obtain a causal path longer than γ by following γ from p to γ(s1),
then following σ, and then following γ from γ(s2) to q. This contradicts the
fact that d(p, q) is attained on γ. It follows that `(γ|[s1,s2]) = d(γ(s1), γ(s2)) for
all s1, s2 ∈ [0, 1]. 2

We also note:

Proposition 4.13.6 A null geodesic γ is maximising if and only if it is achronal.

Proof: =⇒: From the definition of d we have d(γ(s1), γ(s2)) > 0 whenever
γ(s2) ∈ I+(γ(s1)), therefore all the terms at the right-hand-side of (4.13.7) are
zero if d(p, q) vanishes. It follows that γ is achronal, and the fact that γ is a
null geodesic follows from Proposition 4.6.6.

⇐=: Since γ is achronal the inequality in (4.13.7) is an inequality, with all
terms vanishing. 2

A Jacobi field along a geodesic γ is a solution of Jacobi equation:

D2Z

ds2
(s) = R(γ̇, Z)γ̇ . (4.13.8)

The point γ(s2) is said to be conjugate to γ(s1) if there exists a non-trivial
solution of (4.13.8) which vanishes at both points.

A key result concerning maximising curves is:
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Theorem 4.13.7 If γ is maximising, then γ is a geodesic without conjugate
points. •4.13.2•4.13.2: ptc:the proof of

the theorem to be
finished

Proof: Proposition 4.13.5 reduces the problem to showing that if d(p, q) is
attained on γ, then γ is a geodesic without conjugate points. This is proved by
variational arguments, as follows. We start with a Lemma:•4.13.3 •4.13.3: ptc:watch out

for differentiability of
the metric, here we
assume that it is C1,1,
say it:

Lemma 4.13.8 Let q ∈ I+(p), and let ΩC1,1(p, q) denote the class of C1,1 time-
like paths from p to q. Then

sup
γ∈Ω(p,q)

`(γ) = sup
γ∈ΩC1,1 (p,q)

`(γ) .

2

It follows from Proposition A.5.14 in Appendix A.5.5 that the exponential
map ceases to be a local diffeomorphism at conjugate points. This implies,
by definition, that there are no points conjugate to the origin in elementary
neighborhoods, leading to:•4.13.4 •4.13.4: ptc:this does

not need the conjugate
points story and can be
proved using Gauss
coordinates on a
normal neighborhood
so it could be used in
the proof of the
previous theorem

Proposition 4.13.9 Let O be an elementary neighborhood centred at p. For
q ∈ O the geodesic segment from p to q is the longest causal curve from p to q
entirely contained in O. Equivalently, the distance function σ(p, ·) within the
space-time (O, g|O) coincides with

√−σp on J+(p,O), and vanishes elsewhere.
2

Let us show that accumulation curves of maximising paths are maximising:

Proposition 4.13.10 Let γn be a sequence of maximising curves accumulating
at γ, then γ is a maximising geodesic.

Proof: By Theorem 4.13.7 the γn’s are geodesics, so that γ is a geodesic
by Proposition 4.6.5. Reparameterizing if necessary, we can assume that the
γn’s are affinely parameterised and defined on a common compact interval I.
Passing to a subsequence if necessary, the γn’s converge to γ in C1(I,M ), so
that `(γn) → `(γ). Suppose that γ is not maximising between p = lim γn(s1)
and q = lim γn(s2), then there exists a causal curve γ̃ from p to q with

r := `(γ̃)− `(γ|[s1,s2]) > 0 ,

in particular q ∈ I+(p). Since `(γn) → `(γ) we have `(γn) < `(γ) − r/2 for
n large enough. However, the construction in the proof of Proposition 4.13.4
provides, for n large enough, a causal curve from γn(s1) to γn(s2) strictly longer
than `(γ) − r/2 if we choose ε there to be smaller than r/2, contradicting the
maximising property of γn. 2

We are almost ready to show that d is continuous on globally hyperbolic
space-times. We start with the proof of a slightly stronger version of Theo-
rem 4.8.6:
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Theorem 4.13.11 Let (M , g) be globally hyperbolic, if q ∈ I+(p), respectively
q ∈ J+(p), then there exists a timelike, respectively causal, future directed,
maximising geodesic from p to q, on which d(p, q) is attained.•4.13.5 •4.13.5: ptc:watch out

if with boundary

Proof: Let γn be any sequence of disth-parameterized causal paths from p to
q such that `(γn) → distg(p, q). By Proposition 4.8.1 there exists a causal curve
γ through p and q which is an accumulation curve of the γn’s. With some work
one shows that γ has to be a geodesic — this uses the fact that γ is the longest
causal curve from p to q. If q ∈ I+(p) then distg(p, q) > 0 and the resulting
geodesic has to be timelike.•4.13.6 2•4.13.6: ptc:the details

of this should be filled
in

Proposition 4.13.12 On globally hyperbolic space-times d is continuous, ev-
erywhere finite.

Proof: Let qn ∈ I+(pn) and suppose that (pn, qn) converge to (p, q). Let γn
be any maximising geodesic from pn to qn, then (passing to a subsequence if
necessary), by Proposition 4.13.10, γn converges to a maximising geodesic from
p to q in C2 topology. This implies that `(γn) → `(γ), proving the result. 2



Chapter 5

Splitting theorems

5.1 The geometry of C2 null hypersurfaces

Null hypersurfaces, which we will define shortly, provide an important tool in
the study of Lorentzian manifolds. Generic null hypersurfaces arising naturally
in general relativity will typically not be C2; however, it is convenient to start
the analysis with Ck surfaces, with k ≥ 2. Our exposition follows that in [50],
as expanded in [30].

It is convenient to start with some elementary algebra. Let W be a linear
space equipped with a Lorentzian scalar product g. Recall that a hyperplane
V in W is a vector subspace of codimension one. Let

V 0 = {α ∈W ∗ : α(v) = 0 for all v ∈ V } ⊂W ∗ .

Then V 0 is one-dimensional, choose some 0 6= α ∈ V 0. Recall that W ∗ is
equipped with a natural Lorentzian metric g[; V is called spacelike if α is
timelike, timelike if α is spacelike, and null if α is null. In the first two cases
the restriction of g is non-degenerate (with signature (+ . . .+) for spacelike
hyperplanes and (− + . . .+) for the timelike ones). On the other hand, for
null hyperplanes the scalar product restricted to V is necessarily degenerate:
indeed, let K = g[(α, ·) ∈ (W ∗)∗ = W , then K ∈ V since α(K) = g[(α, α) = 0.
Next, K is isotropic since g[(α, α) = g(K,K) = 0. Thus, g|V has at least one
isotropic direction, and it follows from non-degeneracy of g that there is only
one such direction. It should be clear that the condition of degeneracy of g|V
is equivalent to that of α being isotropic. •5.1.1 •5.1.1: ptc:to be

cleaned-upLet (M, g) be a spacetime of dimension n+1 ≥ 3. We denote the Lorentzian
metric on M by g or 〈 , 〉. A C2 null hypersurface in M is a C2 embedded
submanifold H of M , of co-dimension one, such that the pullback of the metric
g to H is degenerate. The signature of the restriction of g to TH is thus
(0, 1, · · · , 1), and by standard results on quadratic forms for every p ∈ H there
exists a unique one dimensional subspace Kp ⊂ TpH such that

g(K,X) = 0 for each K ∈ Kp and X ∈ TpH.

Clearly we can choose a vector K(p) ∈ Kp in a way as differentiable as the
hypersurface allows (Ck−1 if H is Ck), which shows that a C2 hypersurface H

93



94 CHAPTER 5. SPLITTING THEOREMS

admits a C1 non-vanishing future directed null vector field K ∈ ΓTH. Clearly,
K is unique up to a positive scale factor. K has the property that the normal
space of K at a point p ∈ H coincides with the tangent space of H at p, i.e.,

K⊥
p = TpH for all p ∈ H . (5.1.1)

As the signature of the restriction of g to TH is (0, 1, · · · , 1), those tangent
vectors to H which are not parallel to K are spacelike.

We have:

Proposition 5.1.1 The integral curves of K are null geodesics.

Proof: Let ϕ be any defining function for H, i.e., H is the zero level set of
ϕ, with dϕ nowhere vanishing on H. Then dϕ annihilates TH, so does K[ =
g(K, ·), and since TH has codimension one we obtain that K[ is proportional
to dϕ. Since g(K,K) = 0 we have g(∇ϕ,∇ϕ) = 0 on H, and Proposition 4.2.2
shows that the integral curves of ϕ intersecting H are null geodesics1. But
the integral curves of K differ from those of ∇ϕ only by a reparametrization2,
whence the result. 2

These integral curves are called the null geodesic generators of H.
As K is orthogonal to H, one can introduce the null Weingarten map

and null second fundamental form of H with respect K in a manner roughly
analogous to what is done for spacelike hypersurfaces (see Section ??), as fol-
lows: We start by introducing an equivalence relation on tangent vectors: for
X,X ′ ∈ TpH,

X ′ = X mod K if and only if X ′ −X = λK

for some λ ∈ R. Let X denote the equivalence class of X. We have

Proposition 5.1.2 Let X,Y ∈ TpH. If X ′ = X mod K and Y ′ = Y mod K
then

1. 〈X ′, Y ′〉 = 〈X,Y 〉, and

2. 〈∇X′K,Y
′〉 = 〈∇XK,Y 〉.

Proof: 1. 〈X + λK, Y + µK〉 = 〈X,Y 〉+ µ 〈X,K〉︸ ︷︷ ︸
=0

+λ 〈K,Y + µK〉︸ ︷︷ ︸
=0

.

2. Since the integral curves of K are null geodesics we have ∇KK = γK for
some function γ. This gives

〈∇X+λKK,Y + µK〉 = 〈∇XK,Y 〉+ λ 〈∇KK︸ ︷︷ ︸
=γK

, Y + µK〉

︸ ︷︷ ︸
=0

+µ〈∇XK,K〉 .

1Strictly speaking, one should argue as follows: since K is tangent to H, so is ∇ϕ, hence
the integral curves of ∇ϕ are tangent to H. Thus g(∇ϕ,∇ϕ) = 0 along those integral curves,
and the argument of the proof of Proposition 4.2.2 applies.

2Let x(s) satisfy dx/ds = K(x(s)), let ϕ be any positive function, and let ds/ds′ = ϕ(x(s)).
Then x(s(s′)) satisfies the equation dx/ds′ = ds/ds′ · dx/ds = ϕ(x(s))K(x(s)). It follows
indeed that the integral curves of ϕK coincide, as point sets, with those of K.
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Now, since X is tangent to H,

〈∇XK,K〉 =
1
2
X(〈K,K〉︸ ︷︷ ︸

=0

) = 0 .

2

Proposition 5.1.2 shows that components along K are irrelevant for some
objects of interest. For this reason it is convenient to work with the tangent
space of H modded out by K:

TpH/K = {X | X ∈ TpH} and TH/K = ∪p∈HTpH/K .

When the space-time M has dimension n+1, then TH/K is a rank n−1 vector
bundle over H. This vector bundle does not depend on the particular choice
of null vector field K. There is a natural positive definite metric h in TH/K
induced from g: For each p ∈ H, define h : TpH/K × TpH/K → R by

h(X,Y ) = 〈X,Y 〉 . (5.1.2)

Point 1 of Proposition 5.1.2 shows that h is indeed well-defined.
The null Weingarten map b = bK of H with respect to K is, for each point

p ∈ H, a linear map b : TpH/K → TpH/K defined by

b(X) = ∇XK . (5.1.3)

Point 2. of Proposition 5.1.2 shows that b is well-defined. As b involves taking
a derivative of K, which is C1, the tensor b will be C0, but no more regularity
can be expected in general. Note that if

K̃ = fK , (5.1.4)

with f ∈ C1(H), is any other future directed null vector field tangent to H,
then

∇XK̃ = f∇XK mod K .

This shows that
bfK = fbK . (5.1.5)

It follows that the Weingarten map b of H is unique up to a scale factor ϕ, with
ϕ positive once a time-orientation of K has been chosen.

Let us show that b is self-adjoint with respect to h:

h(b(X), Y ) = h(X, b(Y )) . (5.1.6)

Indeed,
h(b(X), Y ) = 〈∇XK,Y 〉 = X(〈K,Y 〉︸ ︷︷ ︸

=0

)− 〈K,∇XY 〉 .

Now, since the torsion vanishes we have

〈K,∇XY 〉 = 〈K,∇YX + [X,Y ]︸ ︷︷ ︸
∈K⊥

〉 = 〈K,∇YX〉 = Y (〈K,X〉︸ ︷︷ ︸
=0

−〈∇YK,x〉

= −h(X, b(Y )) ,
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whence (5.1.6).
The null second fundamental form B = BK of H with respect to K is the

bilinear form associated to b via h: For each p ∈ H,

B : TpH/K × TpH/K → R

is defined by
B(X,Y ) = h(b(X), Y ) = 〈∇XK,Y 〉 . (5.1.7)

Since b is self-adjoint, B is symmetric,

B(X,Y ) = B(Y ,X) . (5.1.8)

Recall that a submanifold N is called totally geodesic if any geodesic initially
tangent to N remains entirely in N . In a manner analogous to the second
fundamental form for non-characteristic hypersurfaces, B measure deviation
from geodeticity:

Proposition 5.1.3 ([76, Theorem 30]) A null hypersurface H is totally geodesic
if and only if B vanishes identically.

Proof: The following simple proof has been shown to us by J. Jezierski: Let
X and Y be vector fields tangent to H, by (5.1.1) the vector field ∇XY will be
tangent to H if and only if the scalar product 〈∇XY,K〉 vanishes. Now,

〈∇XY,K〉 = X(〈Y,K〉︸ ︷︷ ︸
=0

)− 〈Y,∇XK〉 = −B(X,Y ) ,

which shows that∇ defines a connection on H in a natural way whenB vanishes.
Let us denote by ∇̃ this connection, and let γ be a geodesic of ∇̃, thus γ is a
curve lying on H such that ∇̃γ̇ γ̇ is proportional to γ. Since ∇γ̇ γ̇ = ∇̃γ̇ γ̇, the
vector ∇γ̇ γ̇ is also proportional to γ, thus γ is also a geodesic of ∇. Uniqueness
of the Cauchy problem for the geodesic equation yields the result. 2

The null mean curvature of H with respect to K is the continuous scalar
field θ ∈ C0(H) defined by

θ = tr b ; (5.1.9)

in the general relativity literature θ is often referred to as the convergence or
divergence of the horizon. Let e1, e2, . . . , en−1 be n − 1 orthonormal spacelike
vectors (with respect to 〈 , 〉) tangent to H at p. Then {e1, e2, . . . , en−1} is an
orthonormal basis (with respect to h) of TpH/K. Hence at p,

θ = tr b =
∑n−1

i=1 h(b(ei), ei)
=
∑n−1

i=1 〈∇eiK, ei〉. (5.1.10)

Remark 5.1.4 A more direct, equivalent way of introducing θ is as follows: Let K
be any vector field along H tangent to the null generators of H, and let, as above,
e1, e2, . . . , en−1 be n−1 orthonormal spacelike vectors (with respect to 〈 , 〉) tangent
to H at p. Then one can use the second line in (5.1.10) to define θ. The calculations
above show that the definition is independent of the choice of the ei’s.
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Let Σ be the intersection, transverse to K, of a hypersurface in M with H.
Then Σ is a C2 (n − 1) dimensional spacelike submanifold of M contained in
H which meets K orthogonally. From Equation (5.1.10),•5.1.2•5.1.2: ptc:to jest jakas

bzura bo dywergencja
to jest dla wektorow
stycznych do sigma i
pochodnej kowariantnej
innej wiec albo to
trzeba wytlumaczyc
albo wyrzucic

θ|Σ = divΣK

and hence the null mean curvature gives a measure of the divergence of the null
generators of H. Note that

if K̃ = fK then θ̃ = fθ.

Thus the null mean curvature inequalities θ ≥ 0, θ ≤ 0, are invariant under
positive scaling of K. In Minkowski space, a future null cone H = ∂I+(p)−{p}
(respectively, past null cone H = ∂I−(p)−{p}) has positive null mean curvature,
θ > 0 (respectively, negative null mean curvature, θ < 0); this is most easily
seen using (5.1.27) below.

The null second fundamental form of a null hypersurface obeys a well-defined com-
parison theory roughly similar to the comparison theory satisfied by the second fun-
damental forms of a family of parallel spacelike hypersurfaces (cf. Eschenburg [41]).

Let η (a, b) →M , s→ η(s), be a future directed affinely parameterized null
geodesic generator of H. For each s ∈ (a, b), let

b(s) = bη′(s) : Tη(s)H/η′(s) → Tη(s)H/η′(s)

be the Weingarten map based at η(s) with respect to the null vector K = η′(s).
We wish to derive the equation satisfied by b, this needs an appropriate notion
of covariant derivative. Let s→ V (s) be a TH/K–vector field along η, i.e., for
each s, V (s) is an element of Tη(s)H/K. Say s → V (s) is smooth if (at least
locally) there is a smooth — in the usual sense — vector field s→ Y (s) along
η such that V (s) = Ȳ (s) for each s. Then the covariant derivative of s→ V (s)
along η can be defined by setting

V ′(s) = Y ′(s)

where Y ′ is the usual covariant derivative. Since ∇KK is proportional to K,
and η̇ is also proportional to K, we have

∇η̇(Y + µK) = ∇η̇Y modK ,

so that that V ′ so defined is independent of the choice of Y . This definition
applies in particular to the equivalence class of vector fields b(X̄).

We want to show that the null Weingarten map b of a smooth3 null hyper-
surface H satisfies a Ricatti equation (cf. [16, p. 431]):

b′ + b2 +R = 0 . (5.1.11)

3In Proposition 5.1.5 below we will show that Equation (5.1.11) still holds for C2 hyper-
surfaces.



98 CHAPTER 5. SPLITTING THEOREMS

Here ′ denotes covariant differentiation in the direction η′(s), with η – an affinely
parameterized null geodesic generator of H; more precisely, if X = X(s) is a
vector field along η tangent to H, then, as required by Leibniz’s rule,

b′(X) = b(X)′ − b(X ′). (5.1.12)

Finally
R : Tη(s)H/η′(s) → Tη(s)H/η′(s)

is the curvature endomorphism defined by

R(X) = R(X, η′(s))η′(s)

where (X,Y, Z) → R(X,Y )Z is the Riemann curvature tensor of M (recall, in
our conventions, R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z).

We pass now to the proof of Equation (5.1.11). Fix a point p = η(s0),
s0 ∈ (a, b), on η. On a neighborhood U of p in H we can scale the null vector
field K so that K is a geodesic vector field, ∇KK = 0, and so that K, restricted
to η, is the velocity vector field to η, i.e., for each s near s0, Kη(s) = η′(s). Let
X ∈ TpM . Shrinking U if necessary, we can extend X to a smooth vector field
on U so that

[X,K] = ∇XK −∇KX = 0 .

Then,

R(X,K)K = ∇X∇KK −∇K∇XK −∇[X,K]K = −∇K∇KX .

Hence along η we have,
X ′′ = −R(X, η′)η′

(which implies that X, restricted to η, is a Jacobi field along η, compare Sec-
tion ??). Thus, from Equation (5.1.12), at the point p we have,

b′(X) = ∇XK
′ − b(∇KX) = ∇KX

′ − b(∇XK)
= X ′′ − b(b(X)) = −R(X, η′)η′ − b2(X)
= −R(X)− b2(X), (5.1.13)

which establishes Equation (5.1.11).
Equation (5.1.11) leads to the so-called Raychaudhuri equation: by taking

the trace of (5.1.11) we obtain the following formula for the derivative of the
null mean curvature θ = θ(s) along η,

θ′ = −Ric(η′, η′)− σ2 − 1
n−1θ

2 , (5.1.14)

where σ, the shear scalar, is the trace of the square of the trace free part of b.
This equation shows how the Ricci curvature of spacetime influences the null
mean curvature of a null hypersurface.
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Some readers might find the above derivation of the Raychaudhuri equation too
abstract. A direct way, without invoking quotient spaces, proceeds as follows: Let
ei be as in Remark 5.1.4. The space Vect{ei}⊥ is a two dimensional Lorentzian
space, let f0 and f1 be an ON basis there. Replacing f1 by −f1 if necessary, the
null vector K can be written as

K = a(f0 + f1) ,

for some a > 0. Set
L = a−1(f0 − f1) ,

then

g(K,K) = g(L,L) = g(K, ei) = g(L, ei) = 0 , g(K,L) = −2 . (5.1.15)

Whenever needed, we will extend K and L to any vector fields defined in a neigh-
borhood of H, and we will check what objects in the final formulae are independent
of the extensions chosen.

We also note the following formula for the contravariant metric g]:

g] = −f0 ⊗ f0 + f1 ⊗ f1 +
n−1∑
i=1

ei ⊗ ei

= −1
4

(
a−1K + aL

)
⊗
(
a−1K + aL

)
+

1
4

(
a−1K − aL

)
⊗
(
a−1K − aL

)
+

n−1∑
i=1

ei ⊗ ei

= −1
2
K ⊗ L− 1

2
L⊗K +

n−1∑
i=1

ei ⊗ ei . (5.1.16)

Next, suppose that we use the normalisation Kµ = ∇µϕ, where ϕ is a defining
function for H (compare the proof of Proposition 5.1.1). We then have

∇µKν = ∇µ∇νϕ = ∇ν∇µϕ = ∇νKµ ,

so that the tensor of first covariant derivatives of K is symmetric. In general we
will have Kµ = f∇µϕ, for some function f , so that

∇µKν = ∇µ(f∇νϕ) = f∇µ∇νϕ+∇µf∇νϕ = f∇ν∇µϕ+∇µf∇νϕ

= ∇ν(f∇µϕ)−∇νf∇µϕ+∇µf∇νϕ

= f∇νKµ + 2∇[µf ∇ν]ϕ .

Equivalently,
∇µKν = ∇νKµ + 2b[µKν] (5.1.17)

with bµ = ∇µ ln f . (This equation is equivalent to symmetry of ∇K modulo K,
that is, symmetry of the null second fundamental form B.) In what follows we will
use the geodesic gauge,

Kν∇νKµ = 0 . (5.1.18)

This implies, in view of (5.1.17),

0 = Kν∇νKµ = Kν∇µKν︸ ︷︷ ︸
= 1

2∇µ(KνKν)=0

−2Kµb[µKν] = −KµbµKν ,

showing that
Kµbµ = 0 . (5.1.19)
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Set

a = LµLν∇µKν = LµLν∇(µKν) , aν = Lµ∇(µKν) +
1
2
aKν , (5.1.20)

which implies

aµK
µ = aµL

µ = 0 , Lµ∇(µKν) = aν −
1
2
aKν . (5.1.21)

Finally we define

Bµν := ∇(µKν) −
1
4
aKµKν + a(µKν) . (5.1.22)

We claim that
BµνK

µ = BµνL
ν = 0 . (5.1.23)

Indeed, all contractions of Bµν with K vanish because of (5.1.18) and (5.1.19).
Further,

LµBµν = Lµ∇(µKν)︸ ︷︷ ︸
=aν− 1

2 aKν

−1
4
aLµKµ︸ ︷︷ ︸

=−2

Kν +
1
2
Lµaµ︸ ︷︷ ︸

=0

Kν +
1
2
LµKµ︸ ︷︷ ︸
=−2

aν = 0 ,

as claimed. Bµν is of course closely related to the abstract Weingarten tensor B
previously defined.

From (5.1.17) and (5.1.22) one is led to

∇µKν = b[µKν] +Bµν +
1
4
aKµKν − a(µKν) , (5.1.24)

with (see (5.1.19), (5.1.21) and (5.1.23))

B[µν] = BµνK
µ = BµνL

ν = bµK
µ = aµK

µ = aµL
µ = 0 . (5.1.25)

All vector fields that we have been using so far, except Lµ, are tangent to H.
Thus, the only part of ∇µKν in the decomposition above which depends upon the
extension of K off H is Lµ∇µKν . From (5.1.25) and (5.1.24) we find

Lµ∇µKν = Lµb[µKν] −
1
2
aKν ,

which shows that neither Bµν nor aµ depend upon the extension of K chosen.
Let us relate the calculations here to the quotient space description. By defini-

tion of the metric h we have

h(ei, ej) = g(ei, ej) = δij .

Consider, next, the Weingarten map B defined in (5.1.7): we have

B(ei, ej) = g(∇iK, ej) = Bij ,

with Bµν as in (5.1.22), because all the remaining factors in (5.1.24) give zero con-
tribution when contracted with two vectors tangent to H. This shows consistency
of notation between (5.1.7) and (5.1.22).

It is often convenient to decompose B into a trace-free part σµν and into its
trace θ, using h:

σµν := Bµν −
θ

n− 1
hµν , (5.1.26)
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where hµν is the space-time counterpart of the metric h defined in (5.1.2)

hµν := gµν +
1
2
KµLν +

1
2
KνLν .

(Note that hµνK
µ = hµνL

µ = 0 by (5.1.15), similarly hµνe
µ
i e

ν
j = gµνe

µ
i e

ν
j =

g(ei, ej) = δij , which shows that hµν is indeed closely related to h.) The tensor
field σµν is sometimes called the shear tensor of H.

Now, it follows from (5.1.24) that

∇µK
µ = gµνBµν

by (5.1.25). Further, by (5.1.16),

gµνBµν = −KµLνBµν︸ ︷︷ ︸
=0

+
∑

i

Bii︸ ︷︷ ︸
=θ

,

which gives an alternative formula for θ, in any4 affine gauge:

θ = ∇µK
µ . (5.1.27)

This equation provides a convenient starting point for the derivation of the Ray-
chaudhuri equation:

dθ

ds
= Kν∇ν∇µK

µ

= Kν(∇µ∇νK
µ +Rµ

σνµ︸ ︷︷ ︸
=−Rσν

Kσ)

= ∇µ(Kν∇νK
µ︸ ︷︷ ︸

=0

)−∇µK
ν∇νK

µ −RσνK
νKσ .

From (5.1.24) and (5.1.26)

∇µK
ν∇νK

µ = BµνB
µν = σµνσ

µν +
θ2

n− 1
= |σ|2h +

θ2

n− 1
,

recovering (5.1.14).

4It should be pointed out that for a timelike or spacelike geodesic γ there is a natural
affine parameterization arising from the normalisation g(γ̇, γ̇) ∈ {±1}. For null geodesics
there is no natural way of getting rid of the freedom of replacing an affine parameter s by αs,
where α is a non-zero constant. Therefore there is a one-parameter family of affine gauges on
each generator of H. This leads to a family of rescalings K → αK, where α is any function
on H satisfying Kµ∇µα = 0, and therefore a family of affine gauges parameterized by such
functions.
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The above calculations were done assuming that H is smooth. Now, when
H is only C2, all we know is that b is a C0 tensor field so that there is no
reason a priori that the derivative b′ should exist. We shall show now that this
derivative does exist, and that b satisfies the expected differential equation. As
the function s 7→ Rη(s) is C∞ then the Riccati equation implies that actually
the dependence of bη(s) on s is C∞. This will be clear from the proof below for
other reasons:•5.1.3•5.1.3: ptc:not clear

whether this should be
kept; from now on
neither proofread nor
adapted to the current
notation in any case;
on the other hand,
Proposition 5.1.8 gives
a geometrical
interpretation of θ

Proposition 5.1.5 Let H be a C2 null hypersurface in the (n+1) dimensional
spacetime (M, g) and let b be the one parameter family of Weingarten maps
along an affine parameterized null generator η. Then the covariant derivative
b′ defined by Equation (5.1.12) exists and satisfies Equation (5.1.11). Similarly,
(5.1.14) holds.

Proof: Let η (a, b) → H be an affinely parameterized null generator of H.
To simplify notation we assume that 0 ∈ (a, b) and choose a C∞ spacelike
hypersurface Σ of M that passes through p = η(0) and let N = H∩Σ. Then N
is a C2 hypersurface in Σ. Now let Ñ be a C∞ hypersurface in Σ so that Ñ has
second order contact with N at p. Let K̃ be a smooth null normal vector field
along Ñ such that at p, K̃ = η′(0). Consider the hypersurface H̃ obtained by
exponentiating normally along Ñ in the direction K̃; by Lemma ?? there are no
focal points along η as long as η stays on H. Passing to a subset of Ñ if necessary
to avoid cut points, H̃ will then be a C∞ null hypersurface in a neighborhood
of η. Let B(s) and B̃(s) be the null second fundamental forms of H and H̃,
respectively, at η(s) in the direction η′(s). We claim that B̃(s) = B(s) for all
s ∈ (a, b). Since the null Weingarten maps b̃ = b̃(s) associated to B̃ = B̃(s)
satisfy Equation (5.1.11), this is sufficient to establish the lemma.

We first show that B̃(s) = B(s) for all s ∈ [0, c] for some c ∈ (0, b). By re-
stricting to a suitable neighborhood of p we can assume without loss of general-
ity thatM is globally hyperbolic. LetX ∈ TpΣ be the projection of η′(0) ∈ TpM
onto TpΣ. By an arbitrarily small second order deformation of Ñ ⊂ Σ (depend-
ing on a parameter ε in a fashion similar to Equation (??)) we obtain a C∞

hypersurface Ñ+
ε in Σ which meets N only in the point p and lies to the side

of N into which X points. Similarly, we obtain a C∞ hypersurface Ñ−
ε in Σ

which meets N only in the point p and lies to the side of N into which −X
points. Let K̃±

ε be a smooth null normal vector field along Ñ±
ε which agrees

with η′(0) at p. By exponentiating normally along Ñ±
ε in the direction K̃±

ε we
obtain, as before, in a neighborhood of η|[0,c] a C∞ null hypersurface H̃±

ε , for
some c ∈ (0, b). Let B̃±

ε (s) be the null second fundamental form of H̃±
ε at η(s)

in the direction η′(s).
By restricting the size of Σ if necessary we find open sets W , W±

ε in Σ,
with W−

ε ⊂ W ⊂ W+
ε , such that N ⊂ ∂ΣW and Ñ±

ε ⊂ ∂ΣW
±
ε . Restricting to

a sufficiently small neighborhood of η|[0,c], we have H ∩ J+(Σ) ⊂ ∂J+(W ) and

H̃±
ε ∩J+(Σ) ⊂ ∂J+(W±

ε ). Since J+(W−
ε ) ⊂ J+(W ) ⊂ J+(W+

ε ), it follows that
H̃−
ε is to the future of H near η(s) and H is to the future of H̃+

ε near η(s), s ∈
[0, c]. Now if two null hypersurfaces H1 and H2 are tangent at a point p, and H2

is to the future of H1, then the difference of the null second fundamental forms
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B2 − B1 is positive semidefinite at p. We thus obtain B̃−
ε (s) ≥ B(s) ≥ B̃+

ε (s).
Letting ε→ 0, (i.e., letting the deformations go to zero), we obtain B̃(s) = B(s)
for all s ∈ [0, c]. A straightforward continuation argument implies, in fact, that
B̃(s) = B(s) for all s ∈ [0, b). A similar argument establishes equality for
s ∈ (a, 0]. 2

In the last result above the hypersurface H had to be of at least C2 differ-
entiability class. Now, in our applications we have to consider hypersurfaces H

obtained as a collection of null geodesics normal to a C2 surface. A naive in-
spection of the problem at hand shows that such H’s could in principle be of C1

differentiability only. Let us show that one does indeed have C2 differentiability
of the resulting hypersurface:

Proposition 5.1.6 Consider a Ck+1 spacelike submanifold N ⊂ M of co–
dimension two in an (n + 1) dimensional spacetime (M, g), with k ≥ 1. Let k
be a non-vanishing Ck null vector field along N , and let U ⊆ R × N → M be
the set of points where the function

f(t, p) := expp(tk(p))

is defined. If f(t0,p0)∗ is injective then there is an open neighborhood O of (t0, p0)
so that the image f [O] is a Ck+1 embedded hypersurface in M .

Remark 5.1.7 In our application we only need the case k = 1. This result
is somewhat surprising as the function p 7→ k(p) used in the definition of f
is only Ck. We emphasize that we are not assuming that f is injective. We
note that f will not be of Ck+1 differentiability class in general, which can be
seen as follows: Let t→ r(t) be a Ck+1 curve in the x-y plane of Minkowski 3-
space which is not of Ck+2 differentiability class. Let t→ n(t) be the spacelike
unit normal field along the curve in the x-y plane, then t → n(t) is Ck and
is not Ck+1. Let T = (0, 0, 1) be the unit normal to the x-y plane. Then
K(t) = n(t)+T is a Ck normal null field along t→ r(t). The normal exponential
map f R2 → R3 in the direction K is given by f(s, t) = r(t) + s[n(t) + T ], and
hence df/dt = r′(t) + sn′(t), showing explicitly that the regularity of f can be
no greater than the regularity of n(t), and hence no greater than the regularity
of r′(t).

Proof: This result is local in N about p0 so there is no loss of generality,
by possibly replacing N by a neighborhood of p0 in N , in assuming that N is
a embedded submanifold of M . The map f is of class Ck and the derivative
f(t0,p0)∗ is injective so the implicit function theorem implies f [U ] is a Ck hy-
persurface near f(t0, p0). Let η be any nonzero timelike C∞ vector field on M
defined near p0 (some restrictions to be put on η shortly) and let Φs be the flow
of η. Then for sufficiently small ε the map f̃ (−ε, ε)×N →M given by

f̃(s, p) := Φs(p)

is injective and of class Ck+1. Extend k to any Ck vector field k̃ along f̃ . (It
is not assumed that the extension k̃ is null.) That is k̃ (−ε, ε) × N → TM is
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a Ck map and k̃(s, p) ∈ Tf̃(s,p)M . Note that we can choose k̃(s, p) so that the

covariant derivative ∇k̃
∂s (0, p0) has any value we wish at the one point (0, p0).

Define a map F (t0 − ε, t0 + ε)× (−ε, ε)×N →M by

F (t, s, p) = exp(tk̃(s, p)).

We now show that F can be chosen to be a local diffeomorphism near (t0, 0, p0).
Note that F (t, 0, p) = f(t, p) and by assumption f∗(t0,p0) is injective. Therefore
the restriction of F∗(t0,0,p0) to T(t0,p0)(R×N) ⊂ T(t0,0,p0)(R×R×N) is injective.
Thus by the inverse function theorem it is enough to show that F∗(t0,0,p0)(∂/∂s)
is linearly independent of the subspace F∗(t0,0,p0)[T(t0,p0)(R×N)]. Let

V (t) =
∂F

∂s
(t, s, p0)

∣∣∣∣
s=0

.

Then V (t0) = F∗(t0,0,p0)(∂/∂s) and our claim that F is a local diffeomorphism
follows if V (t0) /∈ F∗(t0,0,p0)[T(t0,p0)(R×N)]. For each s, p the map t 7→ F (s, t, p)
is a geodesic and therefore V is a Jacobi field along t 7→ F (0, t, p0). (Those
geodesics might change type as s is varied at fixed p0, but this is irrelevant for
our purposes.) The initial conditions of this geodesic are

V (0) =
∂

∂s
F (0, s, p0)

∣∣∣∣
s=0

=
∂

∂s
Φs(p0)

∣∣∣∣
s=0

= η(p0)

and

∇V
∂t

(0) =
∇
∂t

∇
∂s
F (t, s, p0)

∣∣∣∣
s=0,t=0

=
∇
∂s

∇
∂t
F (t, s, p0)

∣∣∣∣
s=0,t=0

=
∇k̃
∂s

(0, p0) .

From our set up we can choose η(p0) to be any timelike vector and ∇k̃
∂s (0, p0)

to be any vector. As the linear map from Tp0M × Tp0M → Tf(t0,p0)M which
maps the initial conditions V (0), ∇V

∂t (0) of a Jacobi field V to its value V (t0)
is surjective5 it is an open map. Therefore we can choose η(p0) and ∇k̃

∂s (0, p0)
so that V (t0) is not in the nowhere dense set F∗(t0,0,p0)[T(t0,p0)(R ×N)]. Thus
we can assume F is a local Ck diffeomorphism on some small neighborhood A
of (t0, 0, p0) onto a small neighborhood B := F [A] of F (t0, 0, p0) as claimed.

Consider the vector field F∗(∂/∂t) = ∂F/∂t along F . Then the integral
curves of this vector field are the geodesics t 7→ F (t, s, p) = exp(tk̃(s, p)). (This
is true even when F is not injective on its entire domain.) These geodesics and
their velocity vectors depend smoothly on the initial data. In the case at hand
the initial data is Ck so ∂F/∂t is a Ck vector field along F . Therefore the one
form α defined by α(X) := 〈X, ∂F/∂t〉 on the neighborhood B of q0 is Ck. The
definition of F implies that f(t, p) = F (t, 0, p) and therefore the vector field
∂F/∂t is tangent to f [O] and the null geodesics t 7→ f(t, p) = F (t, 0, p) rule
f [O] so that f [O] is a null hypersurface. Therefore for any vector X tangent

5If v ∈ Tf(t0,p0)N there is a Jacobi field with V (t0) = v and ∇V
∂t

(t0) = 0, which implies
subjectivity.
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to f [O] we have α(X) = 〈X, ∂F/∂t〉 = 0. Thus f [O] is an integral submanifold
for the distribution {X | α(X) = 0} defined by α. But, as is easily seen by
writing out the definitions in local coordinates, an integral submanifold of a Ck

distribution is a Ck+1 submanifold. (Note that in general there is no reason
to believe that the distribution defined by α is integrable. However, we have
shown directly that f [O] is an integral submanifold of that distribution.) 2

We shall close this appendix with a calculation, needed in the main body
of the paper, concerning Jacobians. Let us start by recalling the definition
of the Jacobian needed in our context. Let φ M → N be a C1 map between
Riemannian manifolds, with dimM ≤ dimN . Let n = dimM and let e1, . . . , en
be an orthonormal basic of TpM then the Jacobian of φ at p is J(φ)(p) =
‖φ∗pe1 ∧ φ∗pe2 ∧ · · · ∧ φ∗pen‖. When dimM = dimN and both M and N
are oriented with ωM being the volume form on M , and ωN being the volume
form on N , then J(φ) can also be described as the positive scalar satisfying:
φ∗(ωN ) = ±J(φ)ωM .

Let S be a C2 co-dimension two acausal spacelike submanifold of a smooth
spacetimeM , and letK be a past directed C1 null vector field along S. Consider
the normal exponential map in the direction K, Φ R × S → M , defined by
Φ(s, x) = expx sK. (Φ need not be defined on all of R × S.) Suppose the null
geodesic η s → Φ(s, p) meets a given acausal spacelike hypersurface Σ at η(1).
Then there is a neighborhood W of p in S such that each geodesic s→ Φ(s, x),
x ∈W meets Σ, and so determines a C1 map φW → Σ, which is the projection
into Σ along these geodesics. Let J(φ) denote the Jacobian determinant of φ at
p. J(φ) may be computed as follows. Let {X1, X2, . . . , Xk} be an orthonormal
basis for the tangent space TpS. Then ,

J(φ) = ‖φ∗pX1 ∧ φ∗pX2 ∧ · · · ∧ φ∗pXk‖.

Suppose there are no focal points to S along η|[0,1]. Then by shrinking W and
rescaling K if necessary, Φ [0, 1]×W →M is a C1 embedded null hypersurface
N such that Φ({1}×W ) ⊂ Σ. Extend K to be the C1 past directed null vector
field, K = Φ∗( ∂∂s) on N . Let θ = θ(s) be the null mean curvature of N with
respect to −K along η. For completeness let us give a proof of the following,
well known result:

Proposition 5.1.8 With θ = θ(s) as described above,

1. If there are no focal points to S along η|[0,1], then

J(φ) = exp
(
−
∫ 1

0
θ(s)ds

)
. (5.1.28)

2. If η(1) is the first focal point to S along η|[0,1], then

J(φ) = 0 .

Remark 5.1.9 In particular, if N has nonnegative null mean curvature with
respect to the future pointing null normal, i.e., if θ ≥ 0, we obtain that J(φ) ≤ 1.
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Remark 5.1.10 Recall that θ was only defined when a normalization of K has
been chosen. We stress that in (5.1.28) that normalization is so that K is
tangent to an affinely parameterized geodesic, with s being an affine distance
along η, and with p corresponding to s = 0 and φ(p) corresponding to s = 1.

Proof: 1. To relate J(φ) to the null mean curvature of N , extend the
orthonormal basis {X1, X2, . . . , Xk} to Lie parallel vector fields s → Xi(s),
i = 1, . . . , k, along η, LKXi = 0 along η. Then by a standard computation,

J(φ) = ‖φ∗pX1 ∧ φ∗pX2 ∧ · · · ∧ φ∗pXk‖
= ‖X1(1) ∧X2(1) ∧ · · · ∧Xk(1)‖

=
√
g

∣∣∣∣
s=1

,

where g = det[gij ], and gij = gij(s) = 〈Xi(s), Xj(s)〉. We claim that along η,

θ = − 1
√
g

d

ds

√
g .

The computation is standard. Set bij = B(Xi, Xj), where B is the null second
fundamental form of N with respect to −K, hij = h(Xi, Xj) = gij , and let gij

be the i, jth entry of the inverse matrix [gij ]−1. Then θ = gijbij . Differentiating
gij along η we obtain,

d

ds
gij = K〈Xi, Xj〉 = 〈∇KXi, Xj〉+ 〈Xi,∇KXj〉

= 〈∇XiK,Xj〉+ 〈Xi,∇XjK〉
= −(bij + bji) = −2bij .

Thus,

θ = gijbij = −1
2
gij

d

ds
gij = −1

2
1
g

dg

ds
= − 1

√
g

d

ds

√
g ,

as claimed. Integrating along η from s = 0 to s = 1 we obtain,

J(φ) =
√
g

∣∣∣∣
s=1

=
√
g

∣∣∣∣
s=0

· exp
(
−
∫ 1

0
θ ds

)
= exp

(
−
∫ 1

0
θ ds

)
.

2. Suppose now that η(1) is a focal point to S along η, but that there are no
focal points to S along η prior to that. Then we can still construct the C1 map
Φ [0, 1] ×W → M , with Φ({1} ×W ) ⊂ Σ, such that Φ is an embedding when
restricted to a sufficiently small open set in [0, 1] ×W containing [0, 1) × {p}.
The vector fields s→ Xi(s), s ∈ [0, 1), i = 1, .., k, may be constructed as above,
and are Jacobi fields along η|[0,1), which extend smoothly to η(1). Since η(1) is
a focal point, the vectors φ∗X1 = X1(1), . . . , φ∗Xk = Xk(1) must be linearly
dependent, which implies that J(φ) = 0. 2
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5.2 Galloway’s null splitting theorem

5.3 Timelike splitting theorems

In Riemannian geometry a line is defined to be a complete geodesic which is
minimising between each pair of its points. A milestone theorem of Cheeger
and Gromoll [21] asserts that a complete Riemannian manifold (M, g), with
non-negative Ricci curvature, which contains a line splits as a metric product

M = R×N , g = dx2 + h , (5.3.1)

where x is a coordinate along the R factor, while h is an (x-independent) com-
plete metric on N . This result is known under the name of Cheeger-Gromoll
splitting theorem.

It turns out that there is a corresponding result in Lorentzian geometry,
with obvious modifications: First, a line is defined by changing “minimising”
to “maximising” in the definition above. Next, in the definition of “splitting”
one replaces (5.3.1) with

M = R×N , g = −dt2 + h , (5.3.2)

where we use now t to denote the coordinate along the R factor. One has the
following:

Theorem 5.3.1 Let (M , g) be a space-time satisfying the timelike focusing con-
dition,

Ric(X,X) ≥ 0 ∀ X timelike . (5.3.3)

Suppose that M contains a line and either

1. (M , g) is globally hyperbolic, or

2. (M , g) is timelike geodesically complete.

Then (M , g) splits as in (5.3.2), for some complete metric h on N .

Remark 5.3.2 The “geodesically complete version” of Theorem 5.3.1 was known
as Yau’s splitting conjecture before its proof by Newman [86]. The globally hy-
perbolic version was proved by Galloway [51]. The result assuming both timelike
geodesic completeness and global hyperbolicity had previously been established by
Eschenburg [42]. The proof•5.3.1 below is a simplified version pointed out to us by•5.3.1: ptc:proof or

outline of the proof?Galloway, based on the analysis in [?] and the results in [5].

Proof: •5.3.2 •5.3.2: ptc:give proof
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Chapter 6

The Einstein equations

6.1 The nature of the Einstein equations

The vacuum Einstein equations with cosmological constant Λ read

Gαβ + Λgαβ = 0 , (6.1.1)

where Gαβ is the Einstein tensor defined in (2.3.13). We will sometimes refer to
those equations as the vacuum Einstein equations, regardless of whether or not
the cosmological constant vanishes, in situations in which the non-vanishing of
Λ is irrelevant for the discussion at hand.•6.1.1 Taking the trace of (6.1.1) one•6.1.1: cos tu jest bez

sensuobtains
R =

2(n+ 1)
n− 1

Λ , (6.1.2)

where, as elsewhere, n + 1 is the dimension of space-time. This leads to the
following equivalent version of (6.1.1):

Ric =
2Λ
n− 1

g . (6.1.3)

Thus the Ricci tensor of the metric is proportional to the metric. Pseudo-
Lorentzian manifolds the metric of which satisfies Equation (6.1.3) are called
Einstein manifolds in the mathematical literature.

Given a manifold M , Equation (6.1.1) or, equivalently, Equation (6.1.3)
forms a system of partial differential equations for the metric; more precisely,
it follows from Equations (2.3.11) and (2.3.1) that the Ricci tensor is an object
built out of the Christoffel symbols and their first derivatives, while Equa-
tion (2.3.8) shows that the Christoffel symbols are built out of the metric and
its first derivatives. The same equations show that the Ricci tensor is linear
in the second derivatives of the metric, with coefficients which are rational
functions of the gαβ ’s, and quadratic in the first derivatives of g, again with
coefficients rational in g. Equations linear in the highest order derivatives are
called quasi-linear, hence the vacuum Einstein equations constitute a second
order system of quasi-linear partial differential equations for the metric g.

In the discussion above we have assumed that the manifold M has been
given. Such a point of view might seem to be too restrictive, and sometimes it

109
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is argued that the Einstein equations should be interpreted as equations both
for the metric and the manifold. The sense of such a statement is far from
being clear, one possibility of understanding that is that the manifold arises
as a result of the evolution of the metric g. We are going to discuss in detail
the evolution point of view below, let us, however, anticipate somewhat and
mention the following: vacuum space-times constructed by evolution of initial
data all have topology R×S , where S is the n-dimensional manifold on which
the initial data have been prescribed. Thus, from the Cauchy problem point of
view the resulting space-times (as defined precisely by Theorem ?? below) have
topology and differential structure which are determined by the initial data. As
will be discussed in more detail in Section 6.11, the space-times obtained by
evolution of the data are sometimes extendible; now, the author is not aware
of any conditions which would guarantee uniqueness of the extensions which
arise in this way, and therefore it does not seem useful to consider the Einstein
equations as equations determining the manifold in those cases. We conclude
that in the evolutionary point of view the manifold can be also thought as being
given a priori — namely M = R×S — even though there is no a priori known
natural time coordinate which can be constructed by evolutionary methods, and
which leads to the decomposition M = R×S .

Let us pass now to the derivation of a somewhat more explicit form of the
Einstein equations. In index notation Equation (2.3.1) takes the form

∇µ∇νX
α −∇ν∇µX

α = RαβµνX
β . (6.1.4)

A contraction over α and µ gives

∇α∇νX
α −∇ν∇αX

α = RβνX
β . (6.1.5)

Suppose that X is the gradient of a function φ, X = ∇φ, then we have

∇αX
β = ∇α∇βφ = ∇β∇αφ ,

because of the symmetry of second partial derivatives. Further

∇αX
α = 2gφ ,

where we use the symbol
2k ≡ ∇µ∇µ

to denote the wave operator associated with a Lorentzian metric k; e.g., for a
scalar field we have

2kφ = ∇µ∇µφ =
1√

−det gαβ
∂µ(
√
−det gρσgµν∂νφ) . (6.1.6)

For such vector fields Equation (6.1.5) can be rewritten as

∇α∇α∇νφ−∇ν∇α∇αφ = Rβν∇βφ ,

or, equivalently,
2gdφ− d(2gφ) = Ric(∇φ, ·) , (6.1.7)
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where d denotes exterior differentiation. Consider Equation (6.1.7) with φ re-
placed by yA, where yA is any collection of functions,

2gdy
A = dλA + Ric(∇yA, ·) , (6.1.8)

λA ≡ 2gy
A . (6.1.9)

•6.1.2 Set •6.1.2: nie wiem
dlaczego sie nie zgadza
znak; zdecydowac sie
jak pisac metryke
odwrotna

gAB ≡ g(dyA, dyB) ; (6.1.10)

this is consistent with Equation (2.3.7) except that we haven’t assumed yet that
the yA’s form a coordinate system. By the chain rule we have

2gg
AB = ∇µ∇µ(g(dyA, dyB))

= ∇µ(g(∇µdyA, dyB) + g(dyA,∇µdyB))
= g(2gdy

A, dyB) + g(dyA,2gdy
B) + 2g(∇µdy

A,∇µdyB)
= g(dλA, dyB) + g(dyA, dλB) + 2g(∇µdy

A,∇µdyB)
+2Ric(∇yA,∇yB) . (6.1.11)

Let us suppose that the functions yA solve the homogeneous wave equation:

λA = 2gy
A = 0 . (6.1.12)

The Einstein equation (2.3.13) implies then

EAB ≡ 2gg
AB − 2g(∇µdy

A,∇µdyB)− 4Λ
n− 1

gAB (6.1.13a)

= 0 . (6.1.13b)

Now,

∇µ(dyA) = ∇µ(∂νyA dxν)
= (∂µ∂νyA − Γσµν∂σyA)dxν . (6.1.14)

Suppose that the dφA’s are linearly independent and form a basis of T ∗M , then
Equation (6.1.13b) is equivalent to (2.3.13). Further we can choose the yA’s as
coordinates, at least on some open subset of M ; in this case we have

∂Ay
B = δBA , ∂A∂Cy

B = 0 ,

so that Equation (6.1.14) reads

∇Bdy
A = −ΓABCdyC .

This, together with (6.1.13b), leads to

2gg
AB − 2gCDgEFΓACEΓBDF −

4Λ
n− 1

gAB = 0 . (6.1.15)

Here the ΓABC ’s should be calculated in terms of the gAB’s and their derivatives
as in Equation (2.3.8), and the wave operator 2g is understood as acting on
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scalars. We have thus shown that in “wave coordinates” the Einstein equation
forms a second-order quasi-linear wave-type system of equations (6.1.15) for the
metric functions gAB. This establishes the hyperbolic, evolutionary character of
the Einstein equations.

It turns out that (6.1.13b) allows one also to construct solutions of Einstein
equations [45], this will be done in the following sections.

Before analyzing the existence question, it is natural to ask the following question:
given a solution of the Einstein equations, can one always find local coordinate sys-
tems yA satisfying the wave condition (6.1.12)? The answer is yes, the standard
way of obtaining such functions proceeds as follows: Let S be any spacelike hy-
persurface in M ; by definition, the restriction of the metric g to TS is positive
non-degenerate. Let O ⊂ S be any open subset of S , and let X be any smooth
vector field on M , defined along O, which is transverse to S ; by definition, this
means that for each p ∈ O the tangent space TpM is the direct sum of TpS and
of the linear space RX(p) spanned by X(p). (Any timelike vector X would do —
e.g., the unit normal to S — but transversality is sufficient for our purposes here.)
The following result is standard:•6.1.3•6.1.3: cos z tym trzeba

zrobic, albo np dac
referencje?

Theorem 6.1.1 For any smooth functions f , g on O ⊂ S there exists a unique
smooth solution φ defined on D(O) of the problem

2gφ = 0 , φ|O = f , X(φ)|O = g .

Once a hypersurface S has been chosen, local wave coordinates adapted to S
may be constructed as follows: Let O be any coordinate patch on S with coordinate
functions xi, i = 1, . . . , n, and let e0 be the field of unit future pointing normals to
O. On D(O) define the yA’s to be the unique solutions of the problem

2gy
A = 0 ,

y0|O = 0 , e0(y0)|O = 1 , (6.1.16)
yi|O = xi , e0(yi)|O = 0 , i = 1, . . . , n . (6.1.17)

We note that there is a considerable freedom in the construction of the yi’s (because
of the freedom of choice of the xi’s), but the function y0 is defined uniquely by S .
Since the xi’s form a coordinate system on O, a simple application of the implicit
function theorem shows that there exists a neighborhood U ⊂ D(O) of O which is
coordinatized by the yA’s.•6.1.4•6.1.4: ptc:all this needs

cleaning up

6.2 Existence local in time in wave coordinates

Let us return to (6.1.11). Assume again that the yA’s form a local coordinate
system, but do not assume for the moment that the yA’s solve the wave equa-
tion. In that case (6.1.11) together with the definition (6.1.13a) of EAB lead
to•6.2.1•6.2.1: ptc:is there not

a sign wrong in front
of the E piece? RAB =

1
2
EAB −∇AλB −∇BλA +

2Λ
n− 1

gAB . (6.2.1)

The idea, due to Yvonne Choquet-Bruhat [45], is to use the hyperbolic character
of the equation EAB = 0 to construct a metric g. If we manage to make sure
that λA vanishes as well, it will then follow from (6.2.1) then g will also solve
the Einstein equation. The following result is again standard:•6.2.2•6.2.2: ptc:give ref
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Theorem 6.2.1 For any initial data

gAB(yi, 0) ∈ Hk+1 , ∂0g
AB(yi, 0) ∈ Hk , k > n/2 , (6.2.2)

prescribed on an open subset O ⊂ {0} × Rn ⊂ R × Rn there exists a unique
solution gAB defined on an open neighborhood U ⊂ R× Rn of O, satisfying

EAB = 0 . (6.2.3)

The set U can be chosen so that gAB defines a Lorentzian metric, with (U , g)
— globally hyperbolic with Cauchy surface O.

Remark 6.2.2 The recent results of [?, 102] allow one to reduce the differentiabil-
ity threshold above.•6.2.3 •6.2.3: ptc:do

something about it

It remains to find out how to ensure the conditions (6.1.12). The key ob-
servation of Yvonne Choquet-Bruhat is that (6.2.3) and the Bianchi identities
imply a wave equation for λA’s. In order to see that, recall that it follows from
the Bianchi identities that the Ricci tensor of the metric g necessarily satisfies
a divergence identity:

∇A

(
RAB − R

2
gAB

)
= 0 .

Assuming that (6.2.3) holds, (6.2.1) implies then

0 = −∇A

(
∇AλB +∇BλA −∇Cλ

CgAB
)

= −
(
2λB +∇A∇BλA −∇B∇Cλ

C
)

= −
(
2λB +RBAλ

A
)
.

This shows that λA necessarily satisfies the second order hyperbolic system of
equations

2λB +RBAλ
A = 0 .

Now, it is a standard fact in the theory of hyperbolic equations that we will
have

λA ≡ 0

on the domain of dependence D(O) provided that both λA and its derivatives
vanish at O.

From now on we shall assume that y0 is the coordinate along the R factor
of R × Rn, so that the initial data surface {0} × O is given by the equation
y0 = 0. We have

2yA =
1√
|det g|

∂B

(√
|det g|gBC∂CyA

)
=

1√
|det g|

∂B

(√
|det g|gBA

)
.
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Clearly a necessary condition for the vanishing of 2yA is that it vanishes at
y0 = 0, and this allows us to calculate some time derivatives of the metric in
terms of space ones:

∂0

(√
|det g|g0A

)
= −∂i

(√
|det g|giA

)
. (6.2.4)

This implies that the initial data (6.2.2) for the equation (6.2.3) cannot be
chosen arbitrarily if we want both (6.2.3) and the Einstein equation to be si-
multaneously satisfied. It turns out that further constraints arise from the
requirement of the vanishing of the derivatives of λ. Supposing that (6.2.4)
holds at y0 = 0 — equivalently, supposing that λ vanishes on {y0 = 0}, we then
have

∂iΛA = 0

on {y0 = 0}, where the index i is used to denote tangential derivatives. In order
that all derivatives vanish initially it remains to ensure that some transverse
derivative does. A convenient transverse direction is provided by the field n of
unit timelike normals to {y0 = 0}, and the vanishing of ∇nλ is conveniently
expressed as (

Gµν + Λgµν
)
nµ = 0 . (6.2.5)

In order to see that it is most convenient to use an ON frame eµ, with e0 = n.
It follows from the equation EAB = 0 and (6.2.1) that•6.2.4•6.2.4: ptc:crosscheck

Gµν + Λgµν = −
(
∇µλν +∇νλµ −∇αλαgµν

)
,

which gives

−
(
Gµν + Λgµν

)
nµnν = 2∇0λ0 −∇αλα g00︸︷︷︸

=−1

= 2∇0λ0 + (−∇0λ0 +∇iλi︸︷︷︸
=0

)

= ∇0λ0 , (6.2.6)

which shows that the vanishing of ∇0λ0 is equivalent to the vanishing of the
µ = 0 component in (6.2.5). Finally

−
(
Gi0 + Λgi0

)
= ∇iλ0︸ ︷︷ ︸

=0

+∇0λi −∇αλα gi0︸︷︷︸
=0

= ∇0λi , (6.2.7)

as desired. Equations (6.2.5) are called the general relativistic constraint equa-
tions. We will shortly see that (6.2.4) has quite a different character from
(6.2.5); the former will be referred to as a gauge equation.

In conclusion, in the wave gauge λA = 0 the Cauchy data for the vacuum
Einstein equations consist of

1. An open subset O of Rn,
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2. together with matrix-valued functions gAB, ∂0g
AB prescribed there, so

that gAB is symmetric with signature (−,+, · · · ,+) at each point.

3. The constraint equations (6.2.5) hold, and

4. the algebraic gauge equation (6.2.4) holds.

6.3 The geometry of spacelike submanifolds

Let S be a hypersurface in a space-time (M , g), we want to analyze the geom-
etry of such hypersurfaces. Set

h := g|TS . (6.3.1)

More precisely,
∀ X,Y ∈ TS h(X,Y ) := g(X,Y ) .

The tensor field h is called the first fundamental form of S ; when non-degenerate,
it is also called the metric induced by g on h. If S is considered as an abstract
manifold with embedding i : S → M , then h is simply the pull-back i∗g.

A hypersurface S will be said to be spacelike at p ∈ S if h is Riemannian
at p, timelike at p if h is Lorentzian at p, and finally null or isotropic or lightlike
at p if h is degenerate at p. S will be called spacelike if it spacelike at all p ∈ S ,
etc. An example of null hypersurface is given by J̇(p) for any p ∈ M , wherever
J̇(p) is differentiable.

When g is Riemannian, then h is always a Riemannian metric on S , and
then TS is in direct sum with (TS )⊥. Whatever the signature of g, in this
section we will always assume that this is the case:

TS ∩ (TS )⊥ = {0} =⇒ TM = TS ⊕ (TS )⊥ . (6.3.2)

Recall that (6.3.2) fails precisely at those points p ∈ S at which h is degener-
ate. Hence, in this section we consider hypersurfaces which are either timelike
throughout, or spacelike throughout. Depending upon the character of S we
will then have

ε := g(n, n) = ±1 , (6.3.3)

where n is the field of unit normals to S .
For p ∈ TS let P : TpM → TpM be defined as

TpM 3 X → P (X) = X − εg(X,n)n . (6.3.4)

Remark 6.3.1 The formalism developed in this section applies with minor changes
to the following setup [?]: Let K be a Killing vector field on M , at those points at
which g(K,K) does not vanish one then sets

n =
K√

|g(K,K)|
.
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Let P be given again by (6.3.4), and suppose that K is transverse to TS . One can
then define a scalar product on TS by the formula

TS 3 X,Y → h(X,Y ) = g(P (X), P (Y )) . (6.3.5)

If n is orthogonal to S then we recover the definition (6.3.1). The modifications
needed to cover this situation will be indicated as we go along.1•6.3.1 The metric h•6.3.1: ptc:fill in name

is called the orbit-space metric. Since S is transverse to the orbits of X, the space
of those orbits of X which meet S can often be locally identified with S (passing
to a subset of S and M if necessary). When this is the case, then h coincides with
the natural metric on the space of orbits at those points at which the space of orbits
is a smooth manifold.

We note the following properties of P :

• P annihilates n:

P (n) = P (n− εg(n, n)n) = P (n)− ε2P (n) = 0 .

• P is a projection operator:

P (P (X)) = P (X − εg(X,n)n)
= P (X)− εg(X,n)P (n) = P (X) .

• P restricted to n⊥ is the identity:

g(X,n) = 0 =⇒ P (X) = X .

• P is symmetric:

g(P (X), Y ) = g(X,Y )− εg(X,n)g(Y, n) = g(X,P (Y )) .

The Weingarten map B : TS → TS is defined by the equation

TS 3 X → B(X) := P (∇Xn) ∈ TS ⊂ TM . (6.3.6)

Here, and in other formulae involving differentiation, one should in principle
choose an extension of n off S ; however, (6.3.6) involves only derivatives in
directions tangent to S , so that the result will not depend upon that extension.

Remark 6.3.1 continued: In the set-up of remark 6.3.1 there is a natural iden-
tification between TS and the space H of vector fields defined in a neighborhood
of S and satisfying the conditions

H := {LKX = 0 , g(K,n) = 0} . (6.3.7)

This follows from the fact that n is transverse to TpS , which in turn implies that
the map

TpS ∈ X 7→ P (X) ∈ TpM

is bijective. Equation (6.3.6) should then be understood as

TS ≈ H 3 X → B(X) := P (∇Xn) ∈ H ≈ TS . (6.3.8)

This applies to all further equations in this section.
1I am grateful to xxx for pointing out errors in a previous version of the notes about that

issue.
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The map B is closely related to the second fundamental form K of S , also
called the extrinsic curvature tensor in the physics literature:

TS 3 X,Y → K(X,Y ) :=g(P (∇Xn), Y ) (6.3.9a)
=g(B(X), Y ) . (6.3.9b)

It is often convenient to have at our disposal index formulae, for this purpose
let us consider a local ON frame {eµ} such that e0 = n along S . We then
have•6.3.2 •6.3.2: ptc:this is not

coherent, there should
be an ε for g00, and
the signature should be
allowed to be
Riemannian

gµν = diag(−1,+1, . . . ,+1)

Remark 6.3.1 continued: Here the eµ’s should be chosen so that e0 = n, while
ei ∈ H.

Using the properties of P listed above,

Kij := K(ei, ej) = g(P (∇ein), ej) = g(P (P (∇ein)), ej)
= g(P (∇ein), P (ej)) = h(P (∇ein), ej) = h(Bk

iek, ej)
= hkjB

k
i , (6.3.10)

Bk
i := ϕk(B(ei)) , (6.3.11)

where {ϕk} is a basis of T ∗S dual to the basis {P (ei)} of TS .
Let us show that K is symmetric: first,

K(X,Y ) = g(∇Xn, Y )
= X(g(n, Y )︸ ︷︷ ︸

=0

)− g(n,∇XY ) . (6.3.12)

Now, ∇ has no torsion, which implies

∇XY = ∇YX − [X,Y ] .

Further, the commutator of vector fields tangent to S is a vector field tangent
to S , which implies

∀ X,Y ∈ TS g(n, [X,Y ]) = 0 .

Returning to (6.3.12), it follows that

K(X,Y ) = −g(n,∇YX − [X,Y ]) = −g(n,∇YX) ,

and the equation
K(X,Y ) = K(Y,X)

immediately follows from (6.3.12).

Remark 6.3.1 continued: The only essential difference in this section arises
here: K will not necessarily be symmetric, instead we will have

K(X,Y ) = K(Y,X) + g([X,Y ], n) .
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To continue, for X,Y — sections of TS we set

DXY := P (∇XY ) . (6.3.13)

First, we claim that D is a connection: Linearity with respect to addition in all
variables, and with respect to multiplication of X by a function, is straightfor-
ward. It remains to check the Leibniz rule:

DX(αY ) = P (∇X(αY ))
= P (X(α)Y + α∇XY )
= X(α)P (Y ) + αP (∇XY )
= X(α)Y + αDXY .

It follows that all the axioms of a covariant derivative on vector fields are
fulfilled, as desired. It turns out that D is actually the Levi-Civita connection
of the metric h. Recall that the Levi-Civita connection is determined uniquely
by the requirement of vanishing torsion, and that of metric-compatibility. Both
results are straightforward:

DXY −DYX = P (∇XY −∇YX) = P ([X,Y ]) = [X,Y ] ;

in the last step we have again used the fact that the commutator of two vector
fields tangent to S is a vector field tangent to S .•6.3.3 In order to establish•6.3.3: ptc:ca ne

marche plus en
general? il faut
corriger avec ?

metric-compatibility, we calculate for all vector fields X,Y, Z tangent to S :

X(h(Y, Z)) = X(g(Y, Z))
= g(∇XY, Z) + g(Y,∇XZ)
= g(∇XY, P (Z)︸ ︷︷ ︸

=Z

) + g(P (Y )︸ ︷︷ ︸
=Y

,∇XZ)

= g(P (∇XY ), Z) + g(Y, P (∇XZ))︸ ︷︷ ︸
P is symmetric

= g(DXY, Z) + g(Y,DXZ)
= h(DXY, Z) + h(Y,DXZ) .

Equation (6.3.13) turns out to be very convenient when trying to express the
curvature of h in terms of that of g. To distinguish between both curvatures let
us use the symbol ρ for the curvature tensor of h; by definition, for all vector
fields tangential to S ,

ρ(X,Y )Z = DXDY Z −DYDXZ −D[X,Y ]Z

= P
(
∇X(P (∇Y Z))−∇Y (P (∇XZ))−∇[X,Y ]Z

)
.

Now, for any vector field W (not necessarily tangent to S ) we have

P
(
∇X(P (W ))

)
= P

(
∇X(W − εg(n,W )n)

)
= P

(
∇XW − εX(g(n,W ))n︸ ︷︷ ︸

P (n)=0

−εg(n,W )∇Xn
)
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= P
(
∇XW

)
− εg(n,W )P

(
∇Xn

)
= P

(
∇XW

)
− εg(n,W )B(X) .

Applying this equation to W = ∇Y Z we obtain

P
(
∇X(P (∇Y Z))

)
= P (∇X∇Y Z)− εg(n,∇Y Z)B(X)

= P (∇X∇Y Z) + εK(Y, Z)B(X) ,

and in the last step we have used (6.3.12). It now immediately follows that

ρ(X,Y )Z = P (R(X,Y )Z) + ε
(
K(Y, Z)B(X)−K(X,Z)B(Y )

)
. (6.3.14)

In an adapted ON frame as discussed above this reads

ρijk` = Rijk` + ε(Ki
kKj` −Ki

`Kjk) . (6.3.15)

Here Ki
k is the tensor field Kij with an index raised using the contravariant

form h# of the metric h, compare (6.3.10).
We are ready now to derive the general relativistic scalar constraint equation:

Let ρij denote the Ricci tensor of the metric h, we then have

ρj` := ρiji`

= Riji`︸︷︷︸
=Rµjµ`−R0

j0`

+ε(Ki
iKj` −Ki

`Kji)

= Rj` −R0
j0` + ε(trhKKj` −Ki

`Kji) .

Defining R(h) to be the scalar curvature of h, it follows that•6.3.4 •6.3.4: ptc:this is only
correct for lorentzian
signature at this stage

R(h) = ρjj

= Rjj︸︷︷︸
=Rµµ−R0

0

− R0j
0j︸ ︷︷ ︸

=R0µ
0µ

+ε(trhKKj
j −KijKji)

= R(g)− 2 R0
0︸︷︷︸

=−R00

+ε
(
(trhK)2 − |K|2h

)
= 16πT00 + 2Λ + ε

(
(trhK)2 − |K|2h

)
,

and we have used the Einstein equation

Rµν −
1
2
Rgµν + Λgµν = 8π

G

c4
Tµν (6.3.16)

with G = c = 1. Assuming that ε = −1 we obtain the desired scalar constraint:

R(h) = 16πTµνnµnν + 2Λ + |K|2h − (trhK)2 . (6.3.17)

In particular in vacuum, with Λ = 0, one obtains

R(h) = |K|2h − (trhK)2 . (6.3.18)
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The vector constraint equation carries the remaining information contained
in the equation Gµνn

µ = 0. In order to understand that equation let Y be
tangent to S , we then have

Gµνn
µY ν =

(
Rµν −

1
2
R(g)gµν

)
nµY ν

= Ric(n, Y )− 1
2
R(g)g(n, Y )

= Ric(n, Y ) .

We calculate

Ric(Y, n) = gµνg(eµ, R(Y, eν)n)
= gµνg(eµ,∇Y∇eνn−∇eν∇Y n−∇[Y,eν ]n)
= −g(n,∇Y∇nn−∇n∇Y n−∇[Y,n]n)

+gijg(ei,∇Y∇ejn−∇ej∇Y n−∇[Y,ej ]n) . (6.3.19)

Since g(n, n) is constant (recall that we have extended n to have norm equal to
plus or minus one in a neighborhood of S ) we have, for any vector field Z,

g(n,∇Zn) =
1
2
Z(g(n, n)) = 0 . (6.3.20)

It follows that

g(n,∇Y∇nn) = Y (g(n,∇nn)︸ ︷︷ ︸
=0

)− g(∇Y n,∇nn) ,

g(n,∇n∇Y n) = n(g(n,∇Y n)︸ ︷︷ ︸
=0

)− g(∇Y n,∇nn) ,

g(n,∇[Y,n]) = 0 .

Those three equations show that the first term in the before-last line in (6.3.19)
cancels the second one there, while the third one gives no contribution. Equa-
tion (6.3.20) further implies that for any vector field Z the vector field ∇Zn is
tangent to S :

P (∇Zn) = ∇Zn .

Using P (ei) = ei together with symmetry of P we can thus rewrite (6.3.19) as

Ric(Y, n) = gijg
(
ei, P (∇Y∇ejn−∇ej∇Y n−∇[Y,ej ]n)

)
= gijg

(
ei, P (∇Y (B(ej))−∇ej (B(Y )))−B([Y, ej ])

)
= gijg

(
ei, DY (B(ej))−Dej (B(Y ))−B(DY ej −DejY )

)
.

(6.3.21)

By the Leibniz rule under pairings we have

(DXB)(Y ) = DX

(
B(Y )

)
−B(DXY ) ,
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which allows us to rewrite (6.3.21) in the form

Ric(Y, n) = gijg
(
ei, (DYB)(ej)− (DejB)(Y )

)
. (6.3.22)

In index notation this can be rewritten as•6.3.5•6.3.5: ptc:is the sign
right here?

Gkµn
µ = gijg

(
ei, DkK

`
je` −DjK

`
ke`

)
= gijgi`︸ ︷︷ ︸

=δj`

(DkK
`
j −DjK

`
k) (6.3.23)

= DkK
j
j −DjK

j
k . (6.3.24)

Using the Einstein equation (6.3.16) we obtain the vector constraint equation:

DkK
j
j −DjK

j
k = 8πTµνnµhνk . (6.3.25)

•6.3.6 •6.3.6: ptc:for
completeness one
should also give the
other embedding
equations here6.4 Cauchy data, gauge freedom

Let us return to the discussion of the end of Section 6.1. We shall adopt a
slightly general point of view than that presented there, where we assumed
that the initial data were given on an open subset O of the zero-level set of the
function y0. A correct geometric picture here is to start with an n dimensional
hypersurface S , and prescribe initial data there; the case where S is O is thus
a special case of this construction. At this stage there are two attitudes one
may wish to adopt: the first is that S is a subset of the space-time M — this
is essentially what we assumed in Section 6.3. Another way of looking at this
is to consider S as a hypersurface of its own, equipped with an embedding

i : S → M .

The most convenient approach is to go back and forth between those points of
view, and this is the strategy that we will follow.

As made clear by the results in Section 6.3, the metric h is uniquely de-
fined by the space-time metric g once that S ⊂ M (or i(S ) ⊂ M ) has been
prescribed; the same applies to the extrinsic curvature tensor K. A vacuum
initial data set (S , h,K) is a triple where S is an n–dimensional manifold, h
is a Riemannian metric on S , and K is a symmetric two-covariant tensor field
on S . Further (h,K) are supposed to satisfy the vacuum constraint equations
(??), perhaps (but not necessarily so) with a non-zero cosmological constant Λ.

Let us start by showing that specyfing K is equivalent to prescribing the
time-derivatives of the space-part gij of the resulting space-time metric g. Sup-
pose, indeed, that a space-time (M, g) has been constructed (not necessarily
vacuum) such that K is the extrinsic curvature tensor of S in (M , g). Con-
sider any domain of coordinates O ⊂ S and construct coordinates yµ in some
M –neighborhood of U such that S ∩U = O; those coordinates could be wave-
coordinates, as described at the end of Section 6.1, but this is not necessary at
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this stage. Since y0 is constant on S the one-form dy0 annihilates TS , so does
the one form g(n, ·), and since S has codimension one it follows that dy0 must
be proportional to g(n, ·):

nAdy
A = n0dy

0

on O. The normalisation

−1 = g(n, n) = gµνnµnν = g00(n0)2

gives

nAdy
A =

1√
|det g|

dy0 .

We then have, using (??),

Kij := g(∇in, ∂j) = ∇inj

= ∂inj − Γµjinµ
= −Γ0

jin0

= −1
2
g0σ
(
∂jgσi + ∂igσj − ∂σgij

)
n0 . (6.4.1)

This shows that the knowledge of gµν and ∂0gij at y0 = 0 allows one to calculate
Kij . Reciprocally, (6.4.1) can be rewritten as

∂0gij =
2

g00n0
Kij+ terms determined by the gµν ’s and their space–derivatives ,

so that the knowledge of the gµν ’s and of the Kij ’s at y0 = 0 allows one to
calculate ∂0gij . Thus, Kij is the geometric counterpart of the ∂0gij ’s.

To continue, we wish to show the gauge character of the g0A’s. By this it
is usually meant that the objects under consideration do not have any intrinsic
meaning, and their values can be changed using the action of some family of
transformations, relevant to the problem at hand, without changing the geomet-
ric, or physical, information carried by those objects. In our case the relevant
transformations are the coordinate ones, and things are made precise by the
following proposition:

Proposition 6.4.1 Let gAB, g̃AB be two metrics such that

gij |{y0=0} = g̃ij |{y0=0} , Kij |{y0=0} = K̃ij |{y0=0} . (6.4.2)

Then there exists a coordinate transformation φ defined in a neighborhood of
{y0 = 0} which preserves (6.4.2) such that

g0A|{y0=0} = (φ∗g̃)0A|{y0=0} . (6.4.3)

In fact, for any metric g there exist local coordinate systems {ȳµ} such that
{y0 = 0} = {ȳ0 = 0} and, if we write g = ḡABdȳ

AdȳB etc. in the barred
coordinate system, then

gij |{y0=0} = ḡij |{ȳ0=0} , Kij |{y0=0} = K̄ij |{ȳ0=0} ,

ḡ00|{y0=0} = −1 , ḡ0i|{y0=0} = 0 . (6.4.4)
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Remark 6.4.2 We can actually always achieve ḡ00 = −1, ḡ0i = 0 in a whole
neighborhood of S : this is done by shooting geodesics normally to S , choos-
ing y0 to be the affine parameter along those geodesics, and by transporting
the coordinates yi from S by requiring them to be constant along the nor-
mal geodesics. The coordinate system will break down wherever the normal
geodesics start intersecting, but the implicit function theorem guarantees that
there will exist a neighborhood of S on which this does not happen. The re-
sulting coordinates are called Gauss coordinates. While those coordinates are
geometrically natural, in this coordinate system the Einstein equations do not
have any good properties from the PDE point of view.

Proof: It suffices to prove the second claim: for if φ̄ is the transformation that
brings g to the form (6.4.4), and φ̃ is the corresponding transformation for g̃,
then φ := φ̃ ◦ φ̄−1 will satisfy (6.4.3).

Let us start by calculating the change of the metric coefficients under a
transformation of the form

y0 = ϕȳ0 , yi = ȳi + ψiȳ0 . (6.4.5)

If ϕ > 0 then clearly
{y0 = 0} = {ȳ0 = 0} .

Further, one has

g
∣∣∣
{y0=0}

=
(
g00(dy0)2 + 2g0idy0dyi + gijdy

idyj
)∣∣∣
{y0=0}

=
(
g00(ȳ0dϕ+ ϕdȳ0)2 + 2g0i(ȳ0dϕ+ ϕdȳ0)(dȳi + ȳ0dψi + ψidȳ0)

+gij(dȳi + ȳ0dψi + ψidȳ0)(dȳj + ȳ0dψj + ψjdȳ0)
)∣∣∣
{y0=0}

=
(
g00(ϕdȳ0)2 + 2g0iϕdȳ0(dȳi + ψidȳ0)

+gij(dȳi + ψidȳ0)(dȳj + ψjdȳ0)
)∣∣∣
{y0=0}

=
(
(g00ϕ

2 + 2g0iψi + gijψ
iψj)(dȳ0)2

+2(g0iϕ+ gijψ
j)dȳ0dȳi + gijdȳ

idȳj
)∣∣∣
{y0=0}

=: ḡµνdȳ
µdȳν .

We shall apply the above transformation twice: first we choose ϕ = 1 and

ψi = hijg0j ,

where hij is the matrix inverse to gij ; this leads to a metric with ḡ0i = 0. We
then apply a second transformation of the form (6.4.5) to the new metric, now
with the new ψi = 0, and with a ϕ chosen so that the final g00 equals minus
one. 2

In Proposition 6.4.1 we have not assumed that the vacuum Einstein equa-
tions hold, or that the metrics g and g̃ are isometric away from S . Now, our
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discussion in Section 6.1 shows that we can always find a solution of the vacuum
Einstein equations for any prescribed values g0A|{y0=0}. Let us show that two
solutions differing only by the values g0A|{y0=0} are (locally) isometric:•6.4.1•6.4.1: ptc:needs

finishing

6.5 3 + 1 evolution equations (to be done)

6.6 Existence: global in space (to be done)

6.7 Constraint equations: the conformal method

A set (M, g,K), where (M, g) is a Riemannian manifold, and K is a symmet-
ric tensor field on M , will be called a vacuum initial data set if the vacuum
constraint equations (6.3.17), (6.3.25) hold:

DjK
j
k = DkK

j
j , (6.7.1a)

R(g) = 2Λ + |K|2g − (trgK)2 . (6.7.1b)

Here, as before, Λ is a constant. The object of this section is to present the
conformal method for constructing solutions of (6.7.1). This method requires
trgK to be constant over M :

∂i(trgK) = 0 . (6.7.2)

(We shall see shortly that (6.7.2) leads to a decoupling of the equations (6.7.1),
in a sense which will be made precise below.) Hypersurfaces M in a space-times
M satisfying (6.7.2) are known as constant mean curvature (CMC) surfaces.
Equation (6.7.2) is sometimes viewed as a “gauge condition”, in the following
sense: if we require that (6.7.2) be satisfied by all hypersurfaces Mτ within
a family of hypersurfaces in the space-time, then this condition restricts the
freedom of choice of the associated time function t which labels those hypersur-
faces. Unfortunately there exist space-times in which no CMC hypersurfaces
exist [12, 67]. Now, the conformal method is the only method known which pro-
duces all solutions satisfying a reasonably mild “gauge condition”, it is therefore
unfortunate that condition (6.7.2) is a restrictive one.

The conformal method seems to go back to Lichnerowicz [78], except that Lich-
nerowicz proposes a different treatment of the vector constraint there.•6.7.1 The•6.7.1: ptc:Ask Yvonne

about that? associated analytical aspects have been implemented in various contexts: asymp-
totically flat [25, ?], asymptotically hyperbolic [2–4], or spatially compact [64]; see
also [23, 65, 109, ?]. There exist a few other methods for constructing solutions of the
constraint equations which do not require constant mean curvature: the “thin sand-
wich approach” of Baierlain, Sharp and Wheeler [?], further studied in [?, 15, ?]; the
gluing approach of Corvino and Schoen [29, 37, 38]; the conformal gluing technique of
Joyce [70], as extended by Isenberg, Mazzeo and Pollack [66, 67]; the quasi-spherical
construction of Bartnik [13, ?] and its extension due to Smith and Weinstein [101].
One can also use the implicit function theorem, or variations thereof [22, 68, 69], to
construct solutions of the constraint equations for which (6.7.2) does not necessarily
hold.•6.7.2•6.7.2: ptc:mention the

thin sandwich here, or
describe it elsewhere,
or both
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•6.7.3
•6.7.3: ptc:look up Tam

and Shi [98] on
positivity of York
Brown mass of convex
bodies

As is made clear by the name, the method exploits the properties of (6.7.1)
under conformal transformations: consider a metric g̃ related to g by a confor-
mal rescaling:

g̃ij = φ`gij ⇐⇒ g̃ij = φ−`gij . (6.7.3)

It is straightforward to derive

Γ̃ijk =
1
2
g̃im(∂j g̃km + ∂kg̃jm − ∂mg̃jk)

=
1
2
φ−`gim(∂j(φ`g̃km) + ∂k(φ`g̃jm)− ∂m(φ`gjk))

= Γijk +
`

2φ
(δik∂jφ+ δij∂kφ− gjkD

iφ) , (6.7.4)

where, as before, D denotes the covariant derivative of g. Let us start by
analysing what happens with (6.7.1a). Let D̃ denote the covariant derivative
operator of the metric g̃, and consider any trace-free symmetric tensor field L̃ij ,
we have

D̃iL̃
ij = ∂iL̃

ij + Γ̃iikL̃kj + Γ̃j ikL̃ik

= DiL̃
ij + (Γ̃iik − Γiik)L̃kj + (Γ̃j ik − Γj ik)L̃ik .

Now, from (6.7.4) we obtain

Γ̃iik = Γiik +
`

2φ
(δik∂iφ+ δii∂kφ− gikD

iφ)

= Γiik +
n`

2φ
∂kφ , (6.7.5)

and we are assuming that we are in dimension n. As L̃ is traceless we obtain

D̃iL̃
ij = DiL̃

ij +
n`

2φ
∂kφL̃

kj +
`

2φ
(δjk∂iφ+ δji ∂kφ− gikD

jφ)L̃ik︸ ︷︷ ︸
∼gikL̃ik=0

= DiL̃
ij +

(n+ 2)`
2φ

∂kφL̃
kj

= φ−(n+2)`/2Di(φ(n+2)`/2L̃ij) . (6.7.6)

It follows that

D̃iL̃
ij = 0 ⇐⇒ Di(φ(n+2)`/2L̃ij) = 0 . (6.7.7)

This observation leads to the following: suppose that the CMC condition (6.7.2)
holds, set

Lij := Kij − trgK
n

gij . (6.7.8)

Then Lij is symmetric and trace-free whenever Kij satisfies the vector con-
straint equation (6.7.1a). Reciprocally, let τ be any constant, and let L̃ij be
symmetric, trace-free, and g̃–divergence free: by definition, this means that

D̃iL̃
ij = 0 .
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Set

Lij := φ(n+2)`/2L̃ij (6.7.9a)

Kij := Lij +
τ

n
gij , (6.7.9b)

then Kij satisfies (6.7.1a).
To analyse the scalar constraint equation (6.7.1b) we shall use the following

formula, derived in Appendix C,•6.7.4•6.7.4: ptc:to be done

R(g)φ−` = R̃+
(n− 1)`

φ
∆g̃φ−

(n− 1)`{(n− 2)`+ 4}
4φ2

|dφ|2g̃ , (6.7.10)

where R̃ is the scalar curvature of g̃. Clearly it is convenient to choose

` = − 4
n− 2

, (6.7.11)

as then the last term in (6.7.4) drops out. In order to continue we use (6.7.9)
to calculate

|K|2g − (trgK)2 = gikgjlK
ijKkl − τ2

= gikgjl(Lij +
τ

n
gij)(Lkl +

τ

n
gkl)− τ2

= gik︸︷︷︸
=φ−`gik

gjl Lij︸︷︷︸
=φ(n/2+1)`L̃ij

Lkl − τ2(1− 1
n

)

= φn`g̃ikg̃jlL̃
ijL̃kl − τ2(1− 1

n
) ,

giving thus

|K|2g − (trgK)2 = φn`|L̃|2g̃ −
n− 1
n

τ2 . (6.7.12)

Equations (6.7.1b), (6.7.4) and (6.7.12) with ` given by (6.7.11) finally yield

∆g̃φ−
n− 2

4(n− 1)
R̃φ = −σ2φ(2−3n)/(n−2) + βφ(n+2)/(n−2) , (6.7.13)

where•6.7.5•6.7.5: ptc:Jim says
that the coefficient of
sigma square should be
1/8 in dim 3, which
does not agree here σ2 :=

n− 2
2(n− 1)

|L̃|2g̃ , β :=
[
n− 2
4n

τ2 − n− 2
2(n− 1)

Λ
]
. (6.7.14)

In dimension n = 3 this equation is known as the Lichnerowicz equation:

∆g̃φ− R̃
8 φ = −σ2φ−7 + βφ5 . (6.7.15)

We note that σ2 is positive, as the notation suggests, while β is a constant,
non-negative if Λ = 0, or in fact if Λ ≤ 0.

The strategy is now the following: let g̃ be a given Riemannian metric on
M , and let L̃ij be any symmetric transverse g̃-divergence free tensor field. We
then solve (if possible) (6.7.13) for φ, and obtain a vacuum initial data set by
calculating g using (6.7.3), and by calculating K using (6.7.9).
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6.7.1 The vector constraint equation on compact manifolds

The starting point of the conformal method is the tensor field L̃, and to obtain
a complete prescription we have to provide such tensors. A prescription how to
do that has been given by York: here one starts with an arbitrary symmetric
traceless tensor field Bij , which will be referred to as the seed field. One then
writes•6.7.6 •6.7.6: ptc:it could be

that all such L̃’s are
zero, one should talk
about the York
splitting somewhere
here; the fact that the
space of tt tensors is
infinite dimensional in
dimension larger than
two is claimed in [19]

L̃ij = Bij + C(Y )ij , (6.7.16)

where C(Y ) is the conformal Killing operator :

C(Y )ij := D̃iY j + D̃jY i − 2
n
D̃kY

kg̃ij . (6.7.17)

The requirement that L̃ij be divergence free becomes then an equation for the
vector field Y :

D̃iL̃
ij = 0 ⇐⇒ L(Y )j := D̃i(D̃iY j + D̃jY i − 2

n
D̃kY

kg̃ij) = −D̃iB
ij .

(6.7.18)

While (6.7.18) looks complicated at first sight, it is rather natural: we want to
produce transverse traceless tensors by solving an elliptic differential equation. Since
the condition of being divergence-free is already a first order equation, and it is not
elliptic, then the lowest possible order of such an equation will be two. Now, the
divergence operation produces vector fields, so the most straightforward way of
ensuring ellipticity is to seek an equation for a vector field. The simplest object
that we obtain by differentiating a vector field is the tensor field D̃iY j ; in order to
achieve the correct symmetries we need to symmetrise and remove the trace, which
leads to the conformal Killing operator (6.7.17).

The operator L defined in (6.7.18) is known as the conformal vector Lapla-
cian. It is a second order linear partial differential equation for Y , the solvability
of which can be easily analysed. In this section we shall consider spatially com-
pact manifolds M . We will give an existence proof for (6.7.18), this requires a
few analytical ingredients. The main ingredients of the existence proof which
we will present shortly are the following:

1. Function spaces: one uses the spaces Hk, k ∈ N, defined as the completion
of the space of smooth tensor fields on M with respect to the norm

‖u‖k :=
√ ∑

0≤`≤k

∫
M
|D`u|2dµ , (6.7.19)

where D`u is the tensor of `-th covariant derivatives of u with respect
to some covariant derivative operator D. For compact manifolds2 this
space is identical with that of fields in L2 such that their distributional
derivatives of order less than or equal to k are also in L2. Again for
compact manifolds, different choices of measure dµ (as long as it remains
absolutely continuous with respect to the coordinate one), of the tensor
norm | · |, or of the connection D, lead to the same space, with equivalent
norm.

2For non-compact manifolds this is not always the case, compare [7].
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Recall that if u ∈ L2 then ∂iu = ρi in a distributional sense if for every
smooth compactly supported vector field we have∫

M

Xiρi = −
∫

M

DiX
iu .

More generally, let A be a linear differential operator of order m and let At

be its formal L2 adjoint, which is the operator obtained by differentiating by
parts: ∫

M

〈u, L†v〉 :=
∫

M

〈Lu, v〉 , u, v ∈ Cm
c ;

the above formula defines L† uniquely if it holds for all u, v in the space
Cm

c of Cm compactly supported fields. (Incidentally, the reader will note by
comparing the last two equations that the formal adjoint of the derivative
operator is minus the divergence operator.) Then, for u ∈ L1

loc (this is the
space of measurable fields u which are Lebesgue-integrable on any compact
subset of the manifold), the distributional equation Lu = ρ is said to hold if
for all smooth compactly supported v’s we have∫

M

〈u, L†v〉 =
∫

M

〈ρ, v〉 .

One sometimes talks about weak solutions rather than distributional ones.

The spaces Hk are Hilbert spaces with the obvious scalar product:

〈u, v〉k =
∑

0≤`≤k

∫
M
〈D`u,D`v〉dµ .

The Sobolev embedding theorem [8] asserts that Hk functions are, locally,
of Ck

′
differentiability class, where k′ is the largest integer satisfying

k′ < k − n/2 . (6.7.20)

On a compact manifold the result is true globally,

Hk ⊂ Ck
′
, (6.7.21)

with the inclusion map being continuous:

‖u‖Ck′ ≤ C‖u‖Hk . (6.7.22)

2. Orthogonal complements in Hilbert spaces: Let H be a Hilbert space, and
let E be a closed linear subspace of H. Then (see, e.g., [106]) we have the
direct sum

H = E ⊕ E⊥ . (6.7.23)

This result is sometimes called the projection theorem.

3. Rellich-Kondrashov compactness: we have the obvious inclusion

Hk ⊂ Hk′ if k ≥ k′ .
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The Rellich-Kondrashov theorem (see, e.g., [1, 8, 56, 74]) asserts that this
inclusion is compact. Equivalently,3 if un is any sequence satisfying ‖un‖k ≤
C, and if k′ < k, then there exists a subsequence uni and u∞ ∈ Hk such
that uni converges to u∞ in Hk′ topology as i tends to infinity.

4. Elliptic regularity: If Y ∈ L2 satisfies LY ∈ Hk in a distributional sense,
with L — an elliptic operator of order m with smooth coefficients, then
Y ∈ Hk+m, and Y satisfies the equation in the classical sense. Further
for every k there exists a constant Ck such that

‖Y ‖k+m ≤ Ck(‖LY ‖k + ‖Y ‖0) . (6.7.24)

Our aim is to show that solvability of (6.7.18) can be easily studied using the
above basic facts. We start by verifying ellipticity of L. Recall that the symbol
σ of a linear partial differential operator L of the form

L =
∑

0≤`≤m
ai1...i`Di1 . . . Di` ,

where the ai1...i` ’s are linear maps from fibers of a bundle E to fibers of a bundle
F , is defined as the map

T ∗M 3 p 7→ σ(p) := ai1...impi1 . . . pim .

Thus, every derivative Di is replaced by pi, and all terms other than the top
order ones are ignored. An operator is said to be elliptic if the symbol is an
isomorphism of fibers for all p 6= 0. In our case (6.7.18) the operator L acts on
vector fields and produces vector fields, with

TM 3 Y → σ(p)(Y ) = pi(piY j + pjY i − 2
n
pkY

kg̃ij)∂j ∈ TM . (6.7.25)

(The indices on pi have been raised with the metric g̃.) To prove bijectivity
of σ(p), p 6= 0, it suffices to verify that σ(p) has trivial kernel. Assuming
σ(p)(Y ) = 0, a contraction with pj gives

pjpi(piY j + pjY i − 2
n
pkY

kg̃ij) = |p|2pjY j(2− 2
n

) = 0 ,

hence pjY j = 0 for n > 1 since p 6= 0. Contracting instead with Yj and using
the last equality we obtain

Yjpi(piY j + pjY i − 2
n
pkY

kg̃ij) = |p|2|Y |2 = 0 ,

and σ(p) has no kernel, as desired.

3In this statement we have also made use of the Tichonov-Alaoglu theorem, which asserts
that bounded sets in Hilbert spaces are weakly compact; cf., e.g. [106].
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To gain some more insight into the conformal vector Laplacian L let us
calculate its formal L2–adjoint: let thus X and Y be smooth, or C2, we write∫
M
XiL(Y )idµg̃ =

∫
M
XiD̃j(D̃iY j + D̃jY i − 2

n
g̃ijD̃kY

k) dµg̃

= −
∫
M
D̃jXi(D̃iY j + D̃jY i − 2

n
g̃ijD̃kY

k) dµg̃

= −1
2

∫
M

(D̃jXi + D̃jXi) (D̃iY j + D̃jY i − 2
n
g̃ijD̃kY

k)︸ ︷︷ ︸
symmetric in i and j

dµg̃

= −1
2

∫
M

(D̃jXi + D̃jXi −
2
n
D̃kX

kg̃ij) (D̃iY j + D̃jY i − 2
n
g̃ijD̃kY

k)︸ ︷︷ ︸
trace free

dµg̃

= −
∫
M

(D̃jXi + D̃jXi −
2
n
D̃kX

kg̃ij)D̃iY j dµg̃

=
∫
M
D̃i(D̃jXi + D̃jXi −

2
n
D̃kX

kg̃ij)Y j dµg̃

=
∫
M
L(X)jYj dµg̃ . (6.7.26)

Recall that the formal adjoint L† of L is defined by integration by parts:∫
〈u, Lv〉 =

∫
〈L†u, v〉

for all smooth compactly supported fields u, v. (Recall that the definition of a
self-adjoint operator further requires an equality of domains, an issue which is,
fortunately, completely ignored in the formal definition.) We have thus shown
that the conformal vector Laplacian is formally self adjoint :

L† = L . (6.7.27)

We further note that the fourth line in (6.7.26) implies∫
M
YiL(Y )i = −1

2

∫
M
|C(Y )|2 , (6.7.28)

in particular if Y is C2 then

L(Y ) = 0 ⇐⇒ C(Y ) = 0 . (6.7.29)

This implies that manifolds for which L has a non-trivial kernel are very special.

Remark 6.7.1 In fact, solutions of the equation C(Y ) = 0 are called conformal
Killing vectors. The existence of non-trivial conformal Killing vectors implies the
existence of conformal isometries of (M, g). A famous theorem of Obata [77]•6.7.7

implies that either there is a conformal rescaling such that Y is a Killing vector,•6.7.7: ptc:find a ref to
Obata or (M, g) is conformally isometric to Sn with a round metric. In the former case

(M, g) has a non-trivial isometry group, which imposes restrictions on the topology
of M , and forces g to be very special. For instance, the existence of non-trivial
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Lie group of isometries implies that M admits an S1 action, which is a serious
topological restriction, and in fact is not possible for “most” topologies•6.7.8 . It is•6.7.8: ptc:give refs

also true that even if M admits S1 actions, then there exists an open and dense set
of metrics, in a C3 topology, or in a H3 topology, for which no nontrivial solutions
of the over-determined system of equations C(Y ) = 0 exist.

In order to continue we shall need a somewhat stronger version of (6.7.24):•6.7.9

•6.7.9: ptc:second order
not needed here, and in
the next theorem

Proposition 6.7.2 Let L be a second order elliptic operator and suppose that
there are no non-trivial smooth solutions of the equation L(Y ) = 0. Then
(6.7.24) can be strengthened to

‖Y ‖k+2 ≤ C ′k‖L(Y )‖k . (6.7.30)

Remark 6.7.3 Equation (6.7.30) implies that L has trivial kernel, which shows
that the condition on the kernel is necessary.

Proof: Suppose that the result does not hold, then for every n ∈ N there exists
Yn ∈ Hk+2 such that

‖Yn‖k+2 ≥ n‖L(Yn)‖k . (6.7.31)

Multiplying Yn by an appropriate constant if necessary we can suppose that

‖Y ‖L2 = 1 . (6.7.32)

The basic elliptic inequality (6.7.24) gives

‖Yn‖k+2 ≤ C2(‖LYn‖k + ‖Yn‖0) ≤
C2

n
‖Yn‖k+2 + C2 ,

so that for n such that C2/n ≤ 1/2 we obtain

‖Yn‖k+2 ≤ 2C2 .

It follows that Yn is bounded in Hk+2; further (6.7.31) gives

‖L(Yn)‖k ≤
2C2

n
. (6.7.33)

By the Rellich-Kondrashov compactness we can extract a subsequence, still
denoted by Yn, such that Yn converges in L2 to Y∗ ∈ Hk+2. Continuity of the
norm together with L2 convergence implies that

‖Y∗‖L2 = 1 , (6.7.34)

so that Y∗ 6= 0. One would like to conclude from (6.7.33) that L(Y∗) = 0, but
that is not completely clear because we do not know whether or not

LY∗ = lim
n→∞

LYn .

Instead we write the distributional equation: for every smooth X we have∫
M
〈L(Yn), X〉 =

∫
M
〈Yn, L†(X)〉 .
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Now, L(Yn) tends to zero in L2 by (6.7.33), and Yn tends to Y∗ in L2, so that
passing to the limit we obtain

0 =
∫
M
〈Y∗, L†(X)〉 .

It follows that Y∗ satisfies L(Y∗) = 0 in a distributional sense. Elliptic regularity
implies that Y∗ is a smooth solution of LY∗ = 0, it is non-trivial by (6.7.34), a
contradiction. 2

We are ready to prove now:

Theorem 6.7.4 Let L be any elliptic partial differential operator on a compact
manifold and suppose that the equations Lu = 0, L†v = 0 have no non-trivial
smooth solutions, where L† is the formal adjoint of L. Then for any k ≥ 0 the
map

L : Hk+2 → Hk

is an isomorphism.

Proof: An element of the kernel is necessarily smooth by elliptic regularity, it
remains thus to show surjectivity. We start by showing that the image of L is
closed: let Zn be a Cauchy sequence in ImL, then there exists Z∞ ∈ L2 and
Yn ∈ Hk+2 such that

LYn = Zn
L2

→ Z∞ .

Applying (6.7.30) to Yn − Ym we find that Yn is Cauchy in Hk+2, therefore
converges in Hk+2 to some element Y∞ ∈ Hk+2. By continuity of L we have
that LYn converges to LY∞ in L2, hence Z∞ = LY∞, as desired.

Consider, first, the case k = 0. By the orthogonal decomposition theorem
we have now

L2 = ImL⊕ (ImL)⊥ ,

and if we show that (ImL)⊥ = {0} we are done. Let, thus, Z ∈ (ImL)⊥, this
means that ∫

M
〈Z,L(Y )〉 = 0 (6.7.35)

for all Y ∈ Hm+2. In particular (6.7.35) holds for all smooth Y , which implies
that L†(Z) = 0 in a distributional sense. Now, the symbol of L† is the transpose
of the symbol of L, which shows that L† is also elliptic. We can thus use elliptic
regularity to conclude that Z is smooth, and Z = 0 follows.

The result in L2 together with elliptic regularity immediately imply the
result in Hk. 2

•6.7.10•6.7.10: ptc:one should
add a discussion of the
bERGER EBIN
SPLITTING HERE

6.7.2 The scalar constraint equation on compact manifolds

Theorem 6.7.4, together with Equation (6.7.29) and Remark 6.7.1, gives a rea-
sonably complete description of the solvability of (6.7.18). We simply note
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that if Bij there is smooth, then the associated solution will be smooth by el-
liptic regularity. To finish the presentation of the conformal method we need
to address the question of existence of solutions of the Lichnerowicz equation
(6.7.13). We will assume that Λ = 0 so that we have•6.7.11 •6.7.11: ptc:it does not

make sense to assume
vanishing lambda,
rather replace τ by τΛ
in the equation, where
τΛ is redefined as in
(6.7.14), except that of
course Jim’s analysis
only allows positive tau
square

∆g̃φ−
n− 2

4(n− 1)
R̃φ = −σ2φ(2−3n)/(n−2) +

n− 2
4n

τ2φ(n+2)/(n−2) . (6.7.36)

We note that the case σ = 0 corresponds to the so-called Yamabe equation; its
solutions produce metrics with constant scalar curvature (n − 1)τ2. We shall
shortly give a complete answer to the question of solvability of (6.7.36), due to
Isenberg [64], based on the known results about the Yamabe problem. Before
doing that let us show that (6.7.36) cannot always be solved: this is seen by
multiplying (6.7.36) by φ and integrating by parts∫
M
φ(∆g̃φ−

n− 2
4(n− 1)

R̃φ) = −
∫
M
|D̃φ|2g̃ +

n− 2
4(n− 1)

R̃φ2

=
∫
M
−σ2φ(2−3n)/(n−2)+1 +

n− 2
4n

τ2φ(n+2)/(n−2)+1) .

It then immediately follows:

Proposition 6.7.5 If n ≥ 3, R̃ ≥ 0 and σ ≡ 0, then (6.7.36) has no positive
solutions unless R̃ = τ = 0, in which case all solutions are constants.

We emphasize that this is not a failure of the conformal method to produce
solutions, but a no-go result; we will return to this issue shortly.•6.7.12 On•6.7.12: ptc:is this

true? think it overthe positive side, we shall construct solutions of (6.7.36) under several circum-
stances, using the monotone iteration scheme, which we are going to describe
now. For completeness we start by proving a simple version of the maximum
principle:

Proposition 6.7.6 Let (M, g) be compact, suppose that c < 0 and let u ∈
C2(M). If

∆u+ cu ≥ 0 , (6.7.37)

then u ≤ 0. If equality in (6.7.37) holds then u ≡ 0.

Proof: Suppose that u has a strictly positive maximum at p. In local coordi-
nates around p we then have

gij∂i∂ju− gijΓkij∂ku ≥ −cu .

The second term on the left-hand-side vanishes at p because ∂u vanishes at p,
the first term is non-positive because at a maximum the matrix of second partial
derivatives is non-positive definite. On the other hand the right-hand-side is
strictly positive, which gives a contradiction. If equality holds in (6.7.37) then
both u and minus u are non-positive, hence the result. 2

Consider, now, the operator

L = ∆g̃ + c
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for some c < 0. The symbol of L reads

σL(p) = gijpipj 6= 0 if p 6= 0 ,

which shows that L is elliptic. It is well-known that ∆g̃ is formally self-adjoint
(with respect to the measure dµg̃), and Proposition 6.7.6 allows us to apply
Theorem 6.7.4 to conclude existence of Hk+2 solutions of the equation

Lu = ρ

for any ρ ∈ Hk, u smooth if ρ is smooth.
Returning to the Lichnerowicz equation (??), let us rewrite this equation in

the form
∆g̃φ = F (φ, x) . (6.7.38)

A C2 function φ+ is called a super-solution of (6.7.38) if

∆g̃φ+ ≤ F (φ+, x) . (6.7.39)

Similarly a C2 function φ− is called a sub-solution of (6.7.38) if

∆g̃φ− ≥ F (φ−, x) . (6.7.40)

A solution is both a sub-solution and a super-solution. This shows that a
necessary condition for existence of solutions is the existence of sub- and super-
solutions. It turns out that this condition is also sufficient, modulo an obvious
inequality between φ− and φ+:

Theorem 6.7.7 Suppose that (6.7.38) admits a sub-solution φ− and a super-
solution φ+ satisfying

φ− ≤ φ+ .

If F is differentiable in φ, then there exists a C2 solution φ of (6.7.38) such
that

φ− ≤ φ ≤ φ+ .

(φ is smooth if F is.)

Proof: The argument is known as the monotone iteration scheme, or the
method of sub- and super-solutions. We set

φ0 = φ+ ,

and our aim is to construct a sequence of functions such that

φ− ≤ φn ≤ φ+ , (6.7.41a)
φn+1 ≤ φn . (6.7.41b)

We start by chosing c to be a positive constant large enough so that the function

φ→ Fc(φ, x) := F (φ, x)− cφ
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is monotone decreasing for φ− ≤ φ ≤ φ+. This can clearly be done on a compact
manifold. By what has been said we can solve the equation

(∆g̃ − c)φn+1 = Fc(φn, x) .

Clearly (6.7.41a) holds with n = 0. Suppose that (6.7.41a) holds for some n,
then

(∆g̃ − c)(φn+1 − φ+) = Fc(φn, x)− ∆g̃φ+︸ ︷︷ ︸
≤F (φ+,x)

−cφ+

≥ Fc(φn, x)− Fc(φ+, x) ≥ 0 ,

by monotonicity of Fc. The maximum principle gives

φn+1 ≤ φ+ ,

and induction establishes the second inequality in (6.7.41a). Similarly we have

(∆g̃ − c)(φ− − φn+1) = ∆g̃φ−︸ ︷︷ ︸
≥F (φ−,x)

−cφ− − Fc(φn, x)

≥ Fc(φ−, x)− Fc(φn, x) ≥ 0 ,

and (6.7.41a) is established. Next, we note that (6.7.41a) implies (6.7.41b) with
n = 0. To continue the induction, suppose that (6.7.41b) holds for some n ≥ 0,
then

(∆g̃ − c)(φn+2 − φn+1) = Fc(φn+1, x)−−Fc(φn, x) ≥ 0 ,

again by monotonicity of Fc, and (6.7.41b) is proved.
Since φn is monotone decreasing and bounded there exists φ such that φn

tends pointwise to φ as n tends to infinity. Continuity of F gives

Fn := F (φn, x) → F∞ = F (φ, x) ,

again pointwise. By the Lebesgue dominated theorem Fn converges to F∞ in
L2, and the elliptic inequality (6.7.24) gives

‖φn − φm‖H2 ≤ C2(‖(∆g̃ − c)(φn − φm)‖L2 + ‖φn − φm‖L2 .

Completeness of H2 implies that there exists φ∞ ∈ H2 such that φn → φ∞
in H2. Recall that from any sequence converging in L2 we can extract a sub-
sequence converging pointwise almost everywhere, which shows that φ = φ∞
almost everywhere, hence φ ∈ H2. Continuity of ∆g̃ + c on H2 shows that

(∆g̃ − c)φ = lim
n→∞

(∆g̃ − c)φn = Fc(φ, x) = F (φ, x)− cφ ,

so that φ satisfies the equation, as desired. The remaining claims follow from
the elliptic regularity theory. 2
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In order to apply Theorem 6.7.7 to the Lichnerowicz equation (??) we need
appropriate sub- and super-solutions. We will seek those in the form of con-
stants. Setting φ− = ε, we need to show that

0 = ∆g̃ε ≥ F (ε, x) ≡ n− 2
4(n− 1)

R̃ε− σ2ε(2−3n)/(n−2) +
n− 2
4n

τ2ε(n+2)/(n−2)

(6.7.42)
for ε small enough. Since 2 − 3n is negative this inequality will clearly hold if
R̃ is strictly negative and ε is sufficiently small. Next, we set φ+ = M , with M
again a constant, and we need to check that

0 ≤ n− 2
4(n− 1)

R̃M − σ2M (2−3n)/(n−2) +
n− 2
4n

τ2M (n+2)/(n−2) . (6.7.43)

Here we see that a sufficiently large constant will do as soon as τ 6= 0. It follows
that:

Proposition 6.7.8 The Lichnerowicz equation can always be solved if R̃ is
strictly negative and τ 6= 0.

A complete analysis of the Lichnerowicz equation can be carried through
using the celebrated solution of the Yamabe problem. Recall that this is the
problem of conformally rescaling a given metric so that the resulting new metric
has constant scalar curvature. It should be recognised that making use of
the solution of this problem sweeps the real difficulties under the carpet: as
already mentioned, the Lichnerowicz equation with σ = 0 is nothing else but
the Yamabe equation. Nevertheless, there remains some analysis to do even
after the Yamabe part of the problem has been solved. •6.7.13•6.7.13: ptc:Is Bacri’s

argument sufficiently
simple to be included
here?

Before proceeding further let us classify the metrics on M as follows: we
shall say that g ∈ Y + if g can be conformally rescaled to achieve positive scalar
curvature. We shall say that g ∈ Y 0 if g can be conformally rescaled to achieve
zero scalar curvature•6.7.14 but g 6∈ Y +. Finally, we let Y − be the collection•6.7.14: ptc:??

of the remaining metrics. It is easily seen that a manifold which is not in the
positive Yamabe class can not have•6.7.15•6.7.15: ptc:something

fishy here; talk about it
with Robert; mention
obstruction to maximal
surfaces; discuss the
topology and Yamabe
types

One then has the following result of Isenberg [64]:

Theorem 6.7.9 The following table summarizes whether or not the Lichnerow-
icz equation (??) can be solved:

σ2 ≡ 0, τ = 0 σ2 ≡ 0, τ 6= 0 σ2 6≡ 0, τ = 0 σ2 6≡ 0, τ 6= 0

g̃ ∈ Y + no no yes yes

g̃ ∈ Y 0 yes no no yes

g̃ ∈ Y − no yes no yes
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For initial data in the class (Y 0, σ ≡ 0, τ = 0) all solutions are constants, and
any positive constant is a solution. In all other cases the solutions are unique.

As a Corollary of this theorem one obtains:

Theorem 6.7.10 Any compact manifold M carries some vacuum initial data
set.

Proof: Let g be any metric on M which does not have any non-trivial discrete
conformal isometries, then we can construct non-trivial solutions of the vector
constraint equation using the method of Section 6.7.1. Choosing any τ 6= 0 we
can then solve the Lichnerowicz equation whatever the Yamabe type of g by
Theorem 6.7.9. 2

As already pointed out, we have the following:

Proposition 6.7.11 All CMC solutions of the vacuum constraint equation can
be constructed by the conformal method.

Proof: A trivial, but not very enlightening proof goes as follows: if (M, g,K)
be a vacuum initial data set, then the result is established by setting Y = 0,
φ = 1, L̃ij = Kij .

The following proof seems to convey more information: fix a manifold M ,
and a conformal class of metric [g]. Using the method of Section 6.7.1 we obtain
all symmetric, g–transverse, traceless tensor fields by varying the seed field Bij .
The conformal covariance of the vector constraint equation with dtrgK = 0
shows that we will have also obtained all tensors which are symmetric, g̃–
transverse, traceless, for any metric g̃ which is in the conformal class of g.
•6.7.16 2 •6.7.16: ptc:needs a

thought, and finishing:
there is an issue with
the kernel here

Proposition 6.7.11 highlights the importance of Isenberg’s theorem 6.7.4.

6.7.3 The thin sandwich (to be done)

•6.7.17 •6.7.17: ptc:this can be
more or less cut and
pasted from Isenberg
Bartnik

6.7.4 The conformal thin sandwich (to be done)

•6.7.18 •6.7.18: ptc:this can be
more or less cut and
pasted from Isenberg
Bartnik
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6.7.5 Asymptotically hyperboloidal initial data (to be done)

6.8 Penrose-Newman-Christodoulou-Klainerman con-
formal equations (to be done)

6.9 Anderson’s conformal equations (to be done)

6.10 Maximal globally hyperbolic developments (to
be done)

6.11 Strong cosmic censorship? (to be done)



Chapter 7

Positive energy theorems

139
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7.1 The mass of asymptotically Euclidean manifolds

•7.1.1•7.1.1: ptc:add the Li
Tam theorem, and the
riemann curvature
estimates of Finster
and friends

There exist various approaches to the definition of mass in general relativity,
the first one being due to Einstein [40] himself. In Section 7.13 below we will
outline two geometric Hamiltonian approaches to that question. However, those
approaches require some background knowledge in symplectic field theory, and
it appears useful to present an elementary approach which quickly leads to the
correct definition for asymptotically flat Riemannian manifolds without any
prerequisites.

In the remainder in this chapter we will restrict ourselves to dimensions greater
than or equal to three, as the situation turns out to be completely different in
dimension two: Indeed, it should be clear from the considerations below that the
mass is an object which is related to the integral of the scalar curvature over the
manifold. Now, in dimension two, that integral is a topological invariant for compact
manifolds, while it is related to a “deficit angle” in the non-compact case. This
angle, which will be discussed in detail in Remark 7.1.3 below, appears thus to be
the natural two-dimensional equivalent of the notion of mass.

The Newtonian approximation provides the simplest situation in which it
is natural to assign a mass to a Riemannian metric: recall that in this case the
space-part of the metric takes the form

gij = (1 + 2φ)δij , (7.1.1)

where φ is the Newtonian potential,

∆δφ = −4πµ , (7.1.2)

with µ – the energy density; compare Section 3.4.5. When µ has compact
support supp µ ⊂ B(0, R) we have

φ =
M

r
+O(r−2) , (7.1.3)

where M is the total Newtonian mass of the sources:

M =
∫

R3

µ d3x

= − 1
4π

∫
R3

∆δφ

= − 1
4π

∫
B(0,R)

∆δφ

= − 1
4π

∫
S(0,R)

∇iφ dSi

= − lim
R→∞

1
4π

∫
S(0,R)

∇iφ dSi . (7.1.4)

Here dSi denotes the usual coordinate surface element,

dSi = ∂icdx ∧ dy ∧ dz , (7.1.5)
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with c denoting contraction. Then the number M appearing in (7.1.3) or,
equivalently, given by (7.1.4), will be called the mass of the metric (7.1.1).

In Newtonian theory it is natural to suppose that µ ≥ 0. We then obtain
the simplest possible version of the positive mass theorem:

Theorem 7.1.1 (Conformally flat positive mass theorem) Consider a C2 met-
ric on R3 of the form (7.1.1) with a strictly positive function 1 + 2φ satisfying

−4πµ := ∆δφ ≤ 0 , φ→r→∞ 0 .

Then
0 ≤ m := − lim

R→∞

1
4π

∫
S(0,R)

∇iφ dSi ≤ ∞ ,

with m vanishing if and only if gij is flat.

Proof: The result follows from (7.1.4); we simply note that m will be finite if
and only if µ is in L1(R3). 2

Somewhat more generally, suppose that

gij = ψδij + o(r−1) , ∂k(gij − ψδij) = o(r−2) , (7.1.6)

with ψ tending to 1 as r tends to infinity. Then a natural generalisation of
(7.1.4) is

m := − lim
R→∞

1
8π

∫
S(0,R)

∇iψ dSi , (7.1.7)

provided that the limit exists.
Let us see whether Definition (7.1.7) can be applied to the Schwarzschild

metric:
4g = −(1− 2m/r)dt2 +

dr2

1− 2m/r
+ r2dΩ2 , (7.1.8)

where
dΩ2 = dθ2 + sin2 θdϕ2 . (7.1.9)

Here we have decorated 4g with a subscript four, emphasising its four dimen-
sional character, and we shall be using the symbol g for its three dimensional
space-part. Now, every spherically symmetric metric is conformally flat, so that
the space-part of the Schwarzschild metric can be brought to the form (7.1.6)
without the error term, as follows: We want to find ρ such that

g :=
dr2

1− 2m/r
+ r2dΩ2 = ψ

(
dρ2 + ρ2dΩ2

)
. (7.1.10)

Let us check that the answer is

ψ =
(

1 +
m

2ρ

)4

.

Comparing the coefficients in front of dθ2, or in front of dϕ2, in (7.1.10) yields

r =
(

1 +
m

2ρ

)2

ρ . (7.1.11)
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To finish verifying (7.1.10) it suffices to check the grr term. Differentiating we
have

dr =
(

1 +
m

2ρ

)(
2×

(
− m

2ρ2

)
× ρ+ 1 +

m

2ρ

)
dρ =

(
1 +

m

2ρ

)(
1− m

2ρ

)
dρ ,

(7.1.12)
while

1− 2m
r

= 1− 2m
(1 + m

2ρ)
2ρ

=
(1 + m

2ρ)
2 − 2m

ρ

(1 + m
2ρ)

2

=
1 + m

ρ +
(
m
2ρ

)2
− 2m

ρ

(1 + m
2ρ)

2

=
(1− m

2ρ)
2

(1 + m
2ρ)

2
,

and (7.1.10) readily follows. Hence

g =
(

1 +
m

2|~y|

)4

δ , (7.1.13)

where δ denotes the flat Euclidean metric in the coordinate system (yi). From
the asymptotic development(

1 +
m

2|~y|

)4

= 1 +
2m
|~y|

+O(|~y|−2)

we find that the space-part of the Schwarzschild metric has mass m, as desired.
More precisely, one finds a mass m in the coordinate system in which g takes
the form (7.1.13). This raises immediately the question, whether the number
so obtained does, or does not, depend upon the coordinate system chosen to
calculate it. We will shortly see that m is coordinate-independent, and indeed
a geometric invariant.

For further reference we note that we have also obtained

4g = −
(1− m

2ρ )2

(1 + m
2ρ )2

dt2 +
(

1 +
m

2ρ

)4 (
dρ2 + ρ2(dθ2 + sin2 θdϕ2)

)
. (7.1.14)

Actually, (7.1.12) shows that the map which to ρ assigns r is not a diffeomorphism,
since dr/dρ vanishes at

r = 2m⇐⇒ ρ = m/2 .

A closer inspection of (7.1.11)-(7.1.12) shows that the manifold Rt × {ρ > 0} × S2

contains the Schwarzschild manifold Rt × {r > 2m} × S2 twice, once for ρ > m/2,
and one more copy for ρ < m/2; we will return to this later, in Section ??.
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A hint how to proceed in general is given by the conformally flat positive
energy theorem 7.1.1, where we have used positivity properties of the “mass
density µ := ∆δφ/(−4π)” to obtain information about the asymptotic behavior
of the metric. Recall that the general relativistic correspondent of the mass
density µ is the energy density ρ, see (3.4.26). Thus, we need an equation
which involves ρ. A candidate here is the scalar constraint equation (6.3.17),

R(g) = 8πρ+ |K|2 − (trgK)2 , ρ := Tµνn
µnν . (7.1.15)

(Recall that we are working in the asymptotically flat context here, which re-
quires Λ = 0.) Here nµ is the field of unit normals to the spacelike initial
data hypersurface S ⊂ M , with space metric g induced from the space-time
metric 4g. Further, Tµν is the energy-momentum tensor, so that ρ has the
interpretation of energy-per-unit-volume of matter fields on S .

Now, R contains a linear combination of second derivatives of g, which is
vaguely reminiscent of (7.1.2), however there are also terms which are quadratic
in the Christoffel symbols, and it is not completely clear that this is the right
equation. We shall, however, hope for the best, manipulate the equation in-
volving R(g), and see what comes out of that. Thus, we isolate all the second
derivatives terms in R(g) and we reexpress them as the divergence of a certain
object:

R(g) = gijRicij
= gijRkikj

= gij
(
∂kΓkij − ∂jΓkik + q

)
,

where q denotes an object which is quadratic in the first derivatives of gij with
coefficients which are rational functions of gkl. Now,

Γkij =
1
2
gk` (∂jg`i + ∂ig`j − ∂`gij) ,

hence
Γkik =

1
2
gk` (∂kg`i + ∂ig`k − ∂`gik) =

1
2
gk`∂ig`k .

It follows that

R(g) =
1
2
gijgk` (∂k∂jg`i + ∂k∂ig`j − ∂k∂`gij − ∂j∂ig`k + q)

= gijgk` (∂k∂jg`i − ∂j∂ig`k) +
q

2
= ∂j

(
gijgk` (∂kg`i − ∂ig`k)

)
+ q′ ,

with a different quadratic remainder term. We will need to integrate this ex-
pression, so we multiply everything by

√
det g, obtaining finally√

det gR(g) = ∂jUj + q′′ , (7.1.16)

with q′′ yet another quadratic expression in ∂g, and

Uj :=
√

det g gijgk` (∂kg`i − ∂ig`k) . (7.1.17)

This is the object needed for the definition of mass:
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Definition 7.1.2 Let g be a W 1,∞
loc metric defined on R3 \B(0, R0), we set

m := lim
R→∞

1
16π

∫
S(0,R)

UjdSj

= lim
R→∞

1
16π

∫
S(0,R)

gijgk` (∂kg`i − ∂ig`k)
√

det g dSj , (7.1.18)

whenever the limit exists.

We emphasize that we do not assume that the metric is globally defined on
R3, as that would exclude many cases of interest, including the Schwarzschild
metric.

Remark 7.1.3 In dimension two the scalar curvature is always, locally, a total
divergence, so that there is no remainder term in (7.1.16), which considerably sim-
plifies the subsequent analysis. We shall say that a two-dimensional manifold M
is finitely connected if M is diffeomorphic to a compact boundaryless manifold N
from which a finite non-zero number of points has been removed. Equivalently, M is
diffeomorphic to the union of a compact set with a finite number of exterior regions
diffeomorphic to R2 \B(0, Ri). Let p be any point in M and let Sp(t) and Bp(t) be
the geodesic sphere and ball around p:

Sp(t) := {q ∈M : dg(p, q) = t} , Bp(t) = {q ∈M : dg(p, q) < t} .

We will denote by Lp(t) the length of Sp(t) and by Ap(t) the area of Bp(t). We
have the following theorem of Shiohama [99]:•7.1.2•7.1.2: ptc:give proof

Theorem 7.1.4 Let (M, g) be a complete, non-compact, finitely connected two di-
mensional manifold. If

R(g) ∈ L1(M) ,

then

lim
t→∞

Lp(t)
t

= lim
t→∞

Ap(t)
t2

= 2πχ(M)−
∫

M

Rdµg . (7.1.19)

There are several interesting consequences of this result. First, one notices that
the right-hand-side of (7.1.18) does not depend upon p, so that the first two terms
are also p–independent. Next, since the left-hand-side (7.1.18) is non-negative, if g
is a complete metric on R2 we obtain the Cohn-Vossen inequality [?]∫

M

Rdµg ≤ 2π ,

with equality if and only if the metric is flat. In order to gain more insight into
(7.1.19), consider metrics which are asymptotically Euclidean on a finite number of
ends Mi, i = 1, . . . , I, with each of the Mi’s diffeomorphic to [Ri,∞)×S1, and with
the metric asymptotically approaching a flat metric on a cone on Mi:

g(ωi) = dr2 + r2
( ωi

2π

)2

dϕ2

for some positive constant ωi. Here we parameterize S1 by an angular variable
ϕ ∈ [0, 2π], so that the circles r =const have g(ωi)–length equal to ωi. Under very
mild conditions on the convergence of g to g(ωi) we will have

A(S(t) ∩Mi) = ωit
2 + o(t2) ,
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for t large. In the simplest case M = R2 we then obtain∫
M

Rdµg = 2π − ω ,

with ω = ω1. Hence, the integral of R equals the deficit angle 2π − ω. This leads
to the two dimensional positive energy theorem: for asymptotically flat metrics on
R2 the deficit angle is strictly positive when R ≥ 0.

More generally, if I is the number of ends, then we have the following relation
between the deficit angles and the integral of scalar curvature•7.1.3 •7.1.3: ptc: does the

first term have a sign?∫
M

Rdµg = 2π(χ(M)− I) +
I∑

i=1

(2π − ωi) .

It would be of interest to enquire whether the individual deficit angles do have a
sign.•7.1.4 •7.1.4: ptc:an

interesting exercise?

The first question we address is that of convergence of the integral (7.1.18):

Proposition 7.1.5 ([10, 27, 85]) Let g be a W 1,∞
loc metric defined on R3\B(0, R0)

such that
∀ i, j, k, ` gij , g

k` ∈ L∞ , ∂kgij ∈ L2 . (7.1.20)

1. If
R(g) ∈ L1 ,

then m exists, and is finite.

2. [Infinite positive energy theorem] If R(g) is a non-negative mea-
surable function which is not in L1, then the limit in (7.1.18) exists with

m = ∞ .

Proof: The result follows immediately from the divergence theorem: we write∫
S(0,R0)

UjdSj −
∫
S(0,R)

UjdSj =
∫
B(0,R)\B(0,R0)

∂jUjd3x

=
∫
B(0,R)\B(0,R0)

(
√

det gR− q′′)d3x ,

with q′′ ∈ L1 since the ∂kgij ’s are in L2. If R(g) is in L1, or if R(g) is measurable
and positive, the monotone convergence theorem gives

lim
R→∞

∫
S(0,R)

UjdSj =
∫

R3\B(0,R0)

√
det gR d3x

−
∫

R3\B(0,R0)
q′′d3x+

∫
S(0,R0)

UjdSj , (7.1.21)

with the last two terms being finite, and the result follows. 2



146 CHAPTER 7. POSITIVE ENERGY THEOREMS

Since the arguments of this section have a purely Riemannian character, the ex-
trinsic curvature tensor K, which would be present if a whole initial data set were
considered, is irrelevant for the current purposes. However, it is worthwhile point-
ing out that similar manipulations can be done with the vector constraint equation,
leading to the definition of the ADM momentum of an initial data set, as follows:
For notational convenience let us set

P ij := trgKg
ij −Kij , (7.1.22)

Jj := T j
µn

µ , (7.1.23)

so that the vector constraint equation (6.3.25) can be rewritten as

DiP
i
j = 8πJj . (7.1.24)

The vector field J is usually called the matter momentum vector. Similarly to
(7.1.16), we want to obtain a divergence identity involving J . Now, divergence
identities involve vector fields, while (7.1.24) involves the divergence of a tensor;
this is easily taken care of by choosing some arbitrary vector field X and writing

Di(P i
jX

j) = DiP
i
jX

i + P i
jDiX

j = 8πJiX
i + P i

jDiX
j . (7.1.25)

Integrating over large spheres gives∫
S∞

P i
jX

jdSi = lim
R→∞

∫
S(R)

P i
jX

j

=
∫

M

8πJ iXi + P i
jDiX

j , (7.1.26)

provided that the last integral converges. Let Xi
∞ be any set of constants, the ADM

momentum vector p is the set of numbers pi defined using the boundary integrand
above:

piX
i
∞ :=

1
8π

∫
S∞

P i
jX

j
∞dSi . (7.1.27)

To analyse convergence, let X be any differentiable vector field which coincides with
X∞ for r large, and which is zero outside of the asymptotic region. It is natural to
assume that the total momentum of the fields other than the gravitational one is
finite:

J ∈ L1(Mext) ,

this ensures convergence of the J integral in (7.1.26). The convergence of the second
term there is usually taken care of by requiring that

P ij , ∂kgij ∈ L2(Mext) . (7.1.28)

For then we have, for r large,

P ijDiXj = P i
jDiX

j = P i
j(∂iX

j
∞︸ ︷︷ ︸

=0

+Γj
ikX

k
∞) ≤ C|P |

∑
i,j,k

|∂igjk| .

Integrating over M and using 2ab ≤ a2 + b2 gives∣∣∣∣∫
Mext

P ijDiXj

∣∣∣∣ = ∣∣∣∣∫
Mext

P ijDiXj

∣∣∣∣ ≤ C

∫
Mext

(
|P |2 +

∑
i,j,k

|∂igjk|2
)
,

and convergence follows. We have thus proved
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Proposition 7.1.6 Suppose that

J ∈ L1(Mext) , P ij , ∂kgij ∈ L2(Mext) .

Then the ADM momentum (7.1.27) is finite.

It seems sensible to test our definition on a few examples. First, if g is the
flat Euclidean metric on R3, and we use the standard Euclidean coordinates,
then m = 0, which appears quite reasonable. Consider, next, the space-part
of the Schwarzschild metric: whether in the form (7.1.10) or (7.1.13) it can be
written as

gij = δij +O(r−1) , with ∂kgij = O(r−2) (7.1.29)

(for (7.1.13) this is straightforward; for (7.1.10) one should introduce the ob-
vious pseudo-Euclidean coordinates xi associated to the spherical coordinates
(r, θ, ϕ). We will use the scalar constraint equation to calculate R(g); this
requires calculating the extrinsic curvature tensor Kij . Recall that (see (6.3.9))

K(X,Y ) := g(P (∇Xn), Y ) ,

where P is the orthogonal projection on the space tangent to the hypersurface
in consideration; in our case these are the hypersurfaces t = const. From (7.1.8)
the field of unit conormals nµdxµ to those hypersurfaces takes the form

nµdx
µ =

√
1− 2m/rdt .

Further,
P (Xµ∂µ) = Xi∂i .

Let X = P (X) so that X = Xi∂i, we calculate

∇Xnk = X( nk︸︷︷︸
=0

)− ΓναknνX
α

= −n0Γ0
ikX

i . (7.1.30)

Further

Γ0
ik =

1
2

4g0µ(∂i 4g0k︸︷︷︸
=0

+∂k 4g0i︸︷︷︸
=0

−∂µ4gik) (7.1.31a)

= −1
2

4g00∂0
4gik = 0 , (7.1.31b)

hence
Kij = 0 .

The scalar constraint equation (7.1.15) gives now

R(g) = 0 .

This is obviously in L1, while r−2 is in L2 on R3 \ B(0, 1) (since r−4 is in
L1(R3 \ B(0, 1))), and convergence of m follows from Proposition 7.1.5. In
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order to calculate the value of m it is convenient to derive a somewhat simpler
form of (7.1.18): generalising somewhat (7.1.29), suppose that

gij = δij + o(r−1/2) , with ∂kgij = O(r−3/2) . (7.1.32)

This choice of powers is motivated by the fact that the power r−3/2 is the
borderline power to be in L2(R3 \B(0, 1)): the function r−σ with σ > 3/2 will
be in L2, while if σ = 3/2 it will not. Under (7.1.32) we have

16πm(R) :=
∫
S(0,R)

gijgk` (∂kg`i − ∂ig`k)
√

det g dSj

=
∫
S(0,R)

(
δij + o(r−1/2)

)(
δk` + o(r−1/2)

)
(∂kg`i − ∂ig`k)︸ ︷︷ ︸

O(r−3/2)

√
det g︸ ︷︷ ︸

1+o(r−1/2)

dSj

=
∫
S(0,R)

δijδk` (∂kg`i − ∂ig`k) dSj + o(1) ,

so that

m = mADM := lim
R→∞

1
16π

∫
S(0,R)

(∂`g`i − ∂ig``)
√

det g dSi . (7.1.33)

This formula is known as the Arnowitt–Deser–Misner (ADM) expression for
the mass of the gravitational field at spatial infinity.

Returning to the Schwarzschild metric consider, first, (7.1.13), or — more
generally – metrics which are conformally flat:

gij = (1 + 2φ)δij =⇒ ∂`g`i − ∂ig`` = 2(∂`ψδ`i − ∂iφ δ``︸︷︷︸
=3

) = −4∂iφ , (7.1.34)

and (7.1.33) reduces to (7.1.4), as desired. The original form given by the left-
hand-side of (7.1.10) requires some more work. Again generalising somewhat,
we consider general spherically symmetric metrics

g = φ(r)dr2 + χ(r)r2dΩ2 , (7.1.35)

with φ, χ differentiable, tending to one as r goes to infinity at rates compatible
with (7.1.32):

φ− 1 = o(r−1/2) , χ− 1 = o(r−1/2) , ∂rφ = O(r−3/2) , ∂rχ = O(r−3/2) .
(7.1.36)

We need to reexpress the metric in the pseudo-Cartesian coordinate system
associate to the spherical coordinate system (r, θ, ϕ):

x = r sin θ cosϕ , y = r sin θ sinϕ , z = r cos θ . (7.1.37)

We have

g = φ dr2 + χ(dr2 + r2dΩ2)− χ dr2

= χ δ + (φ− χ)dr2

= χ δ + (φ− χ)(
∑
i

xi

r
dxi)2 ,
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so that

gij = χδij +
(φ− χ)xixj

r2
.

The contribution of the first term to the ADM integral (7.1.33) is obtained from
the calculation in (7.1.34), while the second one gives[

∂`

(
(φ− χ)x`xi

r2

)
− ∂i

(
(φ− χ)x`x`

r2

)]
xi

r

= (φ′ − χ′) +
[
(φ− χ)∂`

(x`xi
r2

)
− ∂i(φ− χ)

]xi
r︸ ︷︷ ︸

=φ′−χ′

= (φ− χ)
(

3xi + xi − 2xi

r2

)
xi

r
= 2

φ− χ

r
.

Summing it all up, we obtain the following expression for the ADM mass of a
spherically symmetric metric (7.1.35) satisfying (7.1.36):

m = lim
R→∞

1
16π

∫
S(0,R)

(
−2r2χ′ + 2r(φ− χ)

)
d2S

= lim
r→∞

1
2
(
−r2χ′ + r(φ− χ)

)
. (7.1.38)

For the original form of the Schwarzschild metric we have χ ≡ 1 and φ =
1/(1− 2m/r), yielding again the value m for the ADM mass of g.

As another example of calculation of the ADM mass, consider the Kasner
metrics on {t > 0} × R3:

4g = −dt2 + t2p1dx2 + t2p2dy2 + t2p3dz2 . (7.1.39)

The metric (7.1.39) is vacuum provided that

p1 + p2 + p3 = p2
1 + p2

2 + p2
3 = 1 . (7.1.40)

All slices t = const are flat, each of them has thus vanishing ADM mass. This
seems to be extremely counter-intuitive, because the metric is highly dynamical.
In fact, one would be tempted to say that it has infinite kinetic energy: Indeed,
let us calculate the extrinsic curvature tensor of the t = const slices: from
(7.1.30)–(7.1.31a) we have

K = ∇ink dx
idxk

=
1
2
∂tgik dx

idxk

= p1t
2p1−1dx2 + p2t

2p2−1dy2 + p3t
2p3−1dz2 . (7.1.41)

At each value of t we obtain thus a tensor field with entries which are constant in
space. The problem here is that while the space slices of the Kasner space-time
are asymptotically Euclidean, the space-time metric itself is not asymptotically
flat in any sensible way. This example suggests that a physically meaningful
notion of total mass can only be obtained for metrics which satisfy asymptotic
flatness conditions in a space-time sense; we will return to this question in
Section ?? below.
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7.2 Coordinate independence

The next example is due to Denissov and Solovyev [39]: let δ be the Euclidean
metric on R3 and introduce a new coordinate system (ρ, θ, φ) by changing the
radial variable r to

r = ρ+ cρ1−α , (7.2.1)

with some constants α > 0, c ∈ R. This gives

dr2 + r2dΩ2 = (1 + (1− α)cρ−α)2dρ2 + (1 + cρ−α)2ρ2dΩ2 .

This is of the form (7.1.35) with

φ(ρ) = (1 + (1− α)cρ−α)2 , χ(ρ) = (1 + cρ−α)2 ,

so we can apply (7.1.38):

−ρ2χ′ + ρ(φ− χ) = 2cαρ−α+1(1 + cρ−α) + ρ
(
(1 + (1− α)cρ−α)2 − (1 + cρ−α)2

)
= 2cαρ−α+1(1 + cρ−α) + ρ

(
(1 + cρ−α − αcρ−α)2 − (1 + cρ−α)2

)
= 2cαρ−α+1(1 + cρ−α) + ρ

(
−2αcρ−α(1 + cρ−α) + α2c2ρ−2α

)
= α2c2ρ1−2α.

It follows that

mADM = lim
ρ→∞

1
2
(
−ρ2χ′ + ρ(φ− χ)

)
=


∞ , α < 1/2 ,
c2/8 , α = 1/2 ,
0 , α > 1/2 .

(7.2.2)

Let yi denote the coordinate system associated to the angular variables (ρ, θ, ϕ)
by replacing r with ρ in (7.1.37). Then the exponent α in (7.2.1) dictates the
rate at which the metric components approach δij :

δijdx
idxj = gijdy

idyj , with gij − δij = O(ρ−α) , ∂kgij = O(ρ−α−1) .

Note that above we have calculated the ADM mass integral (7.1.33), rather
than the original integral (7.1.18). We have already seen that both integrals
coincide if α > 1/2 (compare (7.1.32)), but they do not necessarily do that
for α ≤ 1/2. One can similarly calculate the mass m of (7.1.18) obtaining an
identical conclusion: the mass m of the flat metric in the coordinate system
yi is infinite if α < 1/2, can have an arbitrary positive value depending upon
c if α = 1/2, and vanishes for α > 1/2. The lesson of this is that the mass
appears to depend upon the coordinate system chosen, even within the class of
coordinate systems in which the metric tends to a constant coefficients matrix
as r tends to infinity.

The reader will notice that for α = 1/2 the metric does not satisfy the conditions
of Proposition 7.1.5, as the derivatives of gij in the new coordinate system will
not be in L2. It follows that the conditions of Proposition 7.1.5 are not necessary
for the existence of those limits, though they seem to be very close to be optimal,
since — as shown above — allowing α’s smaller than 1/2 leads to infinite mass
representations for Euclidean space.
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In order to clarify the question of dependence of the mass upon coordinates
it is useful to include those coordinate systems explicitly in the notation (we
follow the approach of [27]). Consider, thus, a pair (g, φ), where

1. g is a Riemannian metric on a three dimensional manifold N , N diffeo-
morphic to R3 \B(R), where B(R) is a closed ball. N should be thought
of as one of (possible many) “asymptotic ends” of M .•7.2.1 •7.2.1: ptc:this should

be done on Rn

2. φ is a coordinate system on the complement of a compact set K of N
such that, in local coordinates φi(p) = xi the metric takes the following
form:

gij = δij + hij , (7.2.3)

with hij satisfying

∀i,j,k |hij | ≤ c(r + 1)−α , |∂hij
∂xk

| ≤ c(r + 1)−α−1 , (7.2.4)

for some constant c ∈ R, where r(x) = (
∑

(xi)2 )1/2.

3. Finally, gij is uniformly equivalent to the flat metric δ: there exists a
constant C such that

∀Xi ∈ R3 C−1
∑

(Xi)2 ≤ gij X
iXj ≤ C

∑
(Xi)2 . (7.2.5)

Such a pair (g, φ) will be called α–admissible.
We note that (7.2.5) is equivalent to the requirement that all the gij ’s and

gij ’s are uniformly bounded: indeed, at any point we can diagonalise gij using
a rotation; arranging the resulting eigenvalues λi in increasing order we have

λ1

∑
(X î)2 ≤ λ1(X 1̂)2 + λ2(X 2̂)2 + λ3(X 3̂)2︸ ︷︷ ︸

=gij XiXj

≤ λ3

∑
(X î)2 , (7.2.6)

where we have used the symbol X î to denote the components of X in the
diagonalising frame. Since the Xi’s differ from the X î’s by a rotation we have∑

(X î)2 =
∑

(Xi)2 ,

leading to
C = max(λ−1

1 , λ3) .

In order to prove that uniform boundedness of gij ’s leads to the second inequal-
ity in (7.2.5) we note that in an arbitrary, not necessarily diagonalising, frame
we have

gijX
iXj ≤ sup

i,j,x
|gij(x)|

∑
i,j

|XiXj |

= sup
i,j,x

|gij(x)|((X1)2 + (X2)2 + (X3)2 + 2|X1X2|+ 2|X2X3|+ 2|X3X1|)

≤ 2 sup
i,j,x

|gij(x)|((X1)2 + (X2)2 + (X3)2) ,
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with a similar calculation for gij , leading to (recall that, after diagonalisation,
the largest eigenvalue of gij is λ−1

1 )

λ3 ≤ 2 sup
i,j,x

|gij(x)| , λ−1
1 ≤ 2 sup

i,j,x
|gij(x)| . (7.2.7)

We thus have the following estimate for the best possible constant C in (7.2.5):

C ≤ 2 max(sup
i,j,x

|gij(x)|, sup
i,j,x

|gij(x)|) . (7.2.8)

To finish the proof of equivalence, we note that (7.2.5) gives directly

|gij | = |g(∂i, ∂j)| ≤ 2λ3 ≤ 2C , similarly |gij | ≤ 2C . (7.2.9)

We have the following result, we follow the proof in [27]; an indepen-
dent, completely different proof, under slightly weaker conditions, can be found
in [10]:

Theorem 7.2.1 (Coordinate-independence of m [10, 27]) Consider two α–admissible
coordinate systems φ1 and φ2, with some α > 1/2, and suppose that

R(g) ∈ L1(N) .

Let S(R) be any one-parameter family of differentiable spheres, such that r(S(R)) =
minx∈S(R) r(x) tends to infinity, as R does. For φ = φ1 and φ = φ2 define

m(g, φ) = lim
R→∞

1
16π

∫
S(R)

(gik,i − gii,k)dSk , (7.2.10)

with each of the integrals calculated in the respective local α–admissible coordi-
nates φa. Then

m(g, φ1) = m(g, φ2) .

The example of Denissov and Solovyev presented above shows that the
condition α > 1/2 in Theorem 7.2.1 is sharp.

Proof: We start with a lemma:

Lemma 7.2.2 (Asymptotic symmetries of asymptotically Euclidean manifolds)
Let (g, φ1) and (g, φ2) be α1 and α2–admissible, respectively, with any αa > 0.
Let φ1 ◦ φ−1

2 : R3\K2 → R3\K1 be a twice differentiable diffeomorphism, for
some compact sets K1 and K2 ⊂ R3. Then there exists an O(3) matrix ωij
such that, in local coordinates

φi1(p) = xi , φi2(p) = yi ,

the diffeomorphisms φ1 ◦ φ−1
2 and φ2 ◦ φ−1

1 take the form

xi(y) = ωij y
i + ηi(y) , yi(x) = (ω−1)ij xi + ζi(x) ,
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ζi and ηi satisfy, for some constant C ∈ R,

|ζi,j(x)| ≤ C(r(x) + 1)−α , |ζi(x)| ≤
{
C(ln r(x) + 1) , α = 1,
C(r(x) + 1)1−α , otherwise,

|ηi,j(y)| ≤ C(r(y) + 1)−α , |ηi(y)| ≤
{
C(ln r(y) + 1) , α = 1,
C(r(y) + 1)1−α , otherwise,

r(x) = (
∑

(xi)2)1/2 , r(y) = (
∑

(yi)2)1/2 ,

with α = min(α1, α2, 1).

Proof: Let us first note that both (g, φ1) and (g, φ2) are α–admissible, so that
we do not have to worry about two constants α1 and α2. Let g1

ij and g2
ij be the

representatives of g in local coordinates φ1 and φ2:

g = g1
ij(x)dx

idxj = g2
k`(y)dy

kdy` .

In the proof that follows the letters C,C ′, etc., will denote constants which may
vary from line to line, their exact values can be estimated at each step but are
irrelevant for further purposes. Let us write down the equations following from
the transformation properties of the metric

g2
ij(y) = g1

k`(x(y))
∂xk

∂yi
∂x`

∂yj
, (7.2.11a)

g1
ij(x) = g2

k`(y(x))
∂yk

∂xi
∂y`

∂xj
. (7.2.11b)

Contracting (7.2.11a) with gij1 (x(y)), where gij1 denotes the inverse matrix to
g1
ij , one obtains

gij1 (x(y))g2
ij(y) = gij1 (x(y))g1

k`(x(y))
∂xk

∂yi
∂x`

∂yj
. (7.2.12)

Now, the function appearing on the right-hand-side above is a strictly positive
quadratic form in ∂xi/∂yj , and uniform ellipticity of gij1 gives

C−1
∑
k,i

(
∂xk

∂yi
)2 ≤ gij1 (x(y))g1

k`(x(y))
∂xk

∂yi
∂x`

∂yj
≤ C

∑
k,i

(
∂xk

∂yi
)2 .

In order to see this, we let Ai
j be the tensor field ∂xi/∂xj ; in a frame diagonalising

g1
ij , as in (7.2.6), we have

gij
1 (x(y))g1

k`(x(y))A
k

iA
`
j =

∑
i,j

λ−1
i λj(Aj

i)2

and we conclude with (7.2.7)

Since the function appearing at the left-hand-side of (7.2.12) is uniformly
bounded we obtain ∑

k,i

|∂x
k

∂yi
| ≤ C . (7.2.13)
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Similar manipulations using (7.2.11b) give∑
k,i

|∂y
k

∂xi
| ≤ C . (7.2.14)

Inequalities (7.2.13)–(7.2.14) show that all the derivatives of x(y) and y(x) are
uniformly bounded. Let Γx be the ray joining x and K1, and let yi0(x) be the
image by φ2 ◦φ−1

1 of the intersection point of K1 with Γx (if there is more than
one, choose the one which is closest to x). We have, in virtue of (7.2.14),

|yi(x)− yi0(x)| =
∣∣∣∣∫

Γx

∂yi

∂xk
dxk
∣∣∣∣ ≤ C r(x) ,

so that
r(y(x)) ≤ C r(x) + C1 . (7.2.15)

A similar reasoning shows

r(x(y)) ≤ C r(y) + C1 . (7.2.16)

Equations (7.2.15) and (7.2.16) can be combined into a single inequality

r(y(x))/C − C1 ≤ r(x) ≤ C r(y(x)) + C1 . (7.2.17)

This equation shows that any quantity which is1 O(r(x)−β) (O(r(y)−β)) is also
O(r(y)−β) (O(r(x)−β)), when composed with φ2 ◦ φ−1

1 (φ1 ◦ φ−1
2 ).

Let us introduce

Aij =
∂yi

∂xj
, Bi

j =
∂xi

∂yj
,

Cijk = Amig
2
m`

∂A`j
∂xk

= g2
m`

∂ym

∂xi
∂2y`

∂xj∂xk
,

Dijk = Bm
ig

1
m`

∂B`
j

∂yk
.

Differentiating (7.2.11b) with respect to x, taking into account (7.2.4), (7.2.14)
and (7.2.17) leads to

Cijk + Cjik = O(r−α−1) .

We perform the usual cyclic permutation calculation:

Cijk + Cjik = O(r−α−1) .

−Cjki − Ckji = O(r−α−1) .

Ckij + Cikj = O(r−α−1) .

Adding the three equations and using the symmetry of Cijk in the last two
indices yields

Cijk = O(r−α−1) .

1f(s) = O(sγ) is used here to denote a function satisfying |f(s)| ≤ C(s + 1)γ for some
positive constant C.
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This equality together with (7.2.13) and the definition of Cijk imply

∂2yi

∂xj∂xk
= O(r−α−1) . (7.2.18)

In a similar way one establishes

∂2xi

∂yj∂yk
= O(r−α−1) . (7.2.19)

We need a lemma:

Lemma 7.2.3 Let σ > 0 and let f ∈ C1(Rn \B(R)) satisfy

∂if = O(r−σ−1) .

Then there exists a constant f∞ such that

f − f∞ = O(r−σ) .

Proof: Integrating along a ray we have

f(r1~n)− f(r2~n) =
∫ r1

r2

∂f

∂r
(r~n)dr =

∫ r1

r2

O(r−σ−1)dr = O(r−σ2 ) . (7.2.20)

It follows that the sequence f(i~n) is Cauchy, therefore the limit

f∞(~n) = lim
i→∞

f(i~n)

exists. Letting r1 = i in (7.2.20) and passing with i to infinity we obtain

f(~x)− f∞(
~x

r
) = O(r−σ) .

Integrating over an arc of circle Γ connecting the vectors r~n1 and r~n1 we have

|f(r~n1)− f(r~n1)| =
∣∣∣∣∫

Γ
df

∣∣∣∣ ≤ sup
Γ
|df ||Γ| ,

where |Γ| denotes the Euclidean length of Γ. Since |Γ| ≤ 2πr we obtain

|f(r~n1)− f(r~n1)| ≤ 2πCr−σ .

Passing with r to infinity we find

f∞(~n1) = f∞(~n1) ,

so that f∞ is ~n–independent, as desired. 2

Lemma 7.2.3 shows that the limits

Åij = lim
r→∞

Aij(r~n) ,

B̊i
j = lim

r→∞
Bi

j(r~n) ,
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(~n — any vector satisfying
∑

(ni)2 = 1) exist and are ni independent matrices,
with A = B−1. Define

ζi(x) = yi(x)− Åij x
j , ηi(y) = xi(y)− B̊i

j y
j .

Equation (7.2.19) leads to

Aij(r2~n)−Aij(r1~n) =
∫ r2

r1

∂2xi

∂xj∂xk
(r~n) nk dr = O(r−α1 )

for r2 > r1. We have Aij = Åij + ζi,j , so that passing with r2 to infinity one
finds

ζi,j(x) = O(r−α) .

Integrating along rays one obtains

ζi(x) =
{
O(r1−α) , 0 < α < 1,
O(ln r) , α = 1,

with a similar calculation for η.
Equations (7.2.4) and (7.2.17) allow us to write (7.2.11) in the following

form ∑
k

∂yk

∂xi
∂yk

∂xj
= δij +O(r−α) , (7.2.21a)

∑
k

∂xk

∂yi
∂xk

∂yj
= δij +O(r−α) . (7.2.21b)

Passing to the limit r →∞ one obtains that Åij and B̊i
j are rotation matrices,

which finishes the proof. 2

Let us return to the proof of Theorem 7.2.1. We start by noting that the
limit in (7.2.10) does not depend upon the family of spheres chosen — this
follows immediately from the identity (7.1.21).

Next, let us show that the integrand of the mass has tensorial properties
under rotations: if yi = ωijx

j , then

g1
ij(x) = g2

k`(y(x))
∂yk

∂xi
∂y`

∂xj
= g2

k`(ωx)ω
k
i ω

`
j ,

so that

∂g1
ij(x)
∂xj

−
∂g1

jj(x)
∂xi

=
∂g2

k`(ωx)
∂yr

ωrjω
k
i ω

`
j −

∂g2
k`(ωx)
∂yr

ωriω
k
j ω

`
j .

(7.2.22)

Now, a rotation matrix satisfies

ωriω
s
i = δrs , (7.2.23)
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so that (7.2.22) can be rewritten as

∂g1
ij(x)
∂xj

−
∂g1

jj(x)
∂xi

=
∂g2

k`(ωx)
∂y`

ωki −
∂g2

``(ωx)
∂yr

ωri

=
(
∂g2

k`(ωx)
∂y`

−
∂g2

``(ωx)
∂yk

)
ωki . (7.2.24)

Finally, the surface forms dSj also undergo a rotation:

∂

∂xi
cdx1∧. . .∧dxn = ωsi

∂

∂ys
c
(

det
∂x

∂y

)
︸ ︷︷ ︸

=1

dy1∧. . .∧dyn = ωsi
∂

∂ys
cdy1∧. . .∧dyn .

This, together with (7.2.24) and (7.2.23) leads to(
∂g1

ij(x)
∂xj

−
∂g1

jj(x)
∂xi

)
∂

∂xj
cdx1 ∧ . . . ∧ dxn

=
(
∂g2

k`(ωx)
∂y`

−
∂g2

``(ωx)
∂yk

)
ωkiω

s
i
∂

∂ys
cdy1 ∧ . . . ∧ dyn

=
(
∂g2

k`(ωx)
∂y`

−
∂g2

``(ωx)
∂yk

)
∂

∂yk
cdy1 ∧ . . . ∧ dyn .

It follows that the mass will not change if a rigid coordinate rotation is per-
formed.

In particular, replacing the coordinate yi by (ω−1)ijyj will preserve the
mass, and to finish the proof it remains to consider coordinate transformations
such that the matrix ω in Lemma 7.2.2 is the identity. We then have

h2
ij = g2

ij − δij = h1
ij(x(y)) + ηk,i(y) + ηi,j(y) +O(r−2α) (7.2.25)

where
h1
ij = g1

ij − δij .

Therefore

∂g2
ij(y)
∂yj

−
∂g2

jj(y)
∂yi

=
∂h1

ij(x(y))
∂xj

−
∂h1

jj(x(y))
∂xi

+
∂

∂xj

(
∂ηi

∂xj
− ∂ηj

∂xi

)
+O(r−2α−1) . (7.2.26)

While integrated over the sphere r(y) = const, the last term in (7.2.26) will
give no contribution in the limit r(y) →∞ since 2α+1 > 2 by hypothesis. The
next to last term in (7.2.26) will give no contribution being the divergence of
an antisymmetric quantity: indeed, we have

∂

∂xj

(
∂ηi

∂xj
− ∂ηj

∂xi

)
∂

∂xi
cdx1 ∧ . . . ∧ dxn = d

(
∂ηi

∂xj
∂

∂xj
c ∂

∂xj
cdx1 ∧ . . . ∧ dxn

)
,

and Stokes’ theorem shows that the integral of that term over S(R) vanishes.
Finally, the first term in (7.2.26) reproduces the ADM mass of the metric g1

ij .
2
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7.3 The Bartnik-Witten rigidity theorem

•7.3.1 A simple proof of positivity of mass can be given when one assumes that•7.3.1: ptc:new section,
needs proofreading the Ricci tensor of (M, g) is non-negative:

Theorem 7.3.1 (“Non-existence of gravitational instantons” (Witten [107], Bartnik [10]))
Let (M, g) be a complete Riemannian manifold with an asymptotically flat end,
in the sense of (7.2.3)-(7.2.4) with decay rate α > 1/2, and suppose that the
Ricci tensor of g is non-negative definite:

∀ X Ric(X,X) ≥ 0 . (7.3.1)

Then
0 ≤ m ≤ ∞ ,

with m = 0 if and only if (M, g) = (Rn, δ).

Proof: If R(g) 6∈ L1(M), the result follows from point 2 of Theorem 7.1.5.
From now on we therefore assume that the Ricci scalar of g is integrable over
M .

We start by deriving the so-called Bochner identity. Suppose that

∆f = 0 , (7.3.2)

set
ϕ := |Df |2 = DkfDlf .

We have

∆ϕ = DiDi(DkfDkf)

= 2
(
DiDkfDiDkf +Dkf DiDiDkf︸ ︷︷ ︸

=DiDkDif=Dk∆f+RijikDjf

)
= 2

(
|Hess f |2 + Ric(Df,Df)

)
. (7.3.3)

This shows that ∆ϕ ≥ 0 when (7.3.1) holds.
We shall for simplicity assume that (M, g) has only one asymptotic end,

the general case requires some technicalities which are not interesting from the
point of view of this work. We will use (7.3.3) with f = yi, where yi is a solution
of the Laplace equation (7.3.2) with the asymptotic condition

yi − xi = O(r1−α) . (7.3.4)

The existence of such functions is plausible, but a complete proof requires some
amount of work, we refer the reader to [10] for details. The results there also
show that the functions yi form an admissible coordinate system, at least for
large r, and Theorem 7.2.1 implies that we can use those coordinates to calculate
the mass. We denote by ϕi the corresponding ϕ function, ϕi = |Dyi|2.

In the y–coordinate system we have

ϕi := gkl∂ky
i∂ly

i = gii (no summation over i),
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so that

Dkϕi = gkl∂lg
ii = −∂kgii +O(r−2α−1) (no summation over i). (7.3.5)

Integrating (7.3.3) with ϕ replaced by ϕi over (M, g) one has∫
S∞

DkϕidSk =
∫
M

∆ϕi = 2
∫
M

(|Hess yi|+ Ric(Dϕi, Dϕi)) ≥ 0 , (7.3.6)

and (7.3.5) gives

−
∑
i

∫
S∞

∂kgiidSk ≥ 0 . (7.3.7)

It remains to relate this to the ADM mass. Since the coordinates yi are har-
monic we have

0 = ∆yi =
1√

det g
∂k(
√

det ggkl∂lyi) =
1√

det g
∂k(
√

det ggki) ,

so that
0 = ∂k(

√
det ggki) = −1

2
∂igjj − ∂kgki +O(r−1−2α) ,

which leads to•7.3.2 •7.3.2: ptc:verify the
normalising factor

m =
1

4ωn

∫
S∞

(∂igik − ∂kgii)dSk = − 3
8ωn

∫
S∞

∂kgiidSk ≥ 0

by (7.3.7). This establishes non-negativity ofm. Now, if the mass vanishes, then
(7.3.6) enforces Hess yi = 0 for all i. It follows that the one forms Y (i) := dyi

are covariantly constant,

DY (i) = Ddyi = Hess yi = 0 .

This implies

0 = D[iDj]Y
(k) =

1
2
R`kij∂`

so that the Riemann tensor vanishes. Let M̂ be the universal covering space
of M with the metric obtained by pull-back from the projection map, the
Hadamard-Cartan theorem (see, e.g., [87, Theorem 22, p. 278]) shows that
the exponential map of any point p ∈ M̂ is a global diffeomorphism from M̂ to
Rn. It follows that M is a quotient of Euclidean Rn by a subgroup G of the
Euclidean group. The existence of an asymptotically flat region in M , diffeo-
morphic to Rn \B(R), shows that G must be trivial, and the result follows. 2

7.4 Some space-time formulae

In this section we review some space-time expressions for the total energy.
Let Xµ

∞ be a set of constants, and let X be any vector field on M such that
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X = Xµ
∞∂µ in a coordinate system xµ on the asymptotic region such that S is

given by the equation x0 = 0, and such that on S we have•7.4.1 •7.4.1: ptc:the second
derivatives restriction
is actually only needed
for the alternative
invariance proof

gµν = ηµν +O(r−α) , ∂σgµν = O(r−α−1) , ∂σ∂ρgµν = O(r−α−2) , (7.4.1)

with, as usual, α > 1/2. A calculation leads to

pµX
µ
∞ = lim

R→∞

3
16π

∫
S(R)

δαβγλµνX
νηλρηγσ∂ρg

σµdSαβ . (7.4.2)

Here
δαβγλµν := δα[λδ

β
µδ

γ
ν] , dSαβ =

1
2
εαβγδdx

γ ∧ dxδ ,

with ε0123 =
√
|det g|, etc.•7.4.2 Expression (7.4.2) is well suitable for the proof•7.4.2: ptc:crosscheck

for consistency that pµ is invariant under a certain class of coordinate changes, somewhat
similar to that considered in Section ??: Indeed, suppose that the xµ’s have
been replaced by new coordinates yµ such that

yµ = xµ + ζµ ,

with ζµ satisfying fall-off conditions analogous to those of Lemma 7.2.2:

|ζµ,ν(x)| ≤ C(r(x) + 1)−α , |ζµ,νρ(x)| ≤ C(r(x) + 1)−α−1 , (7.4.3)

|ζµ(x)| ≤
{
C(ln r(x) + 1) , α = 1,
C(r(x) + 1)1−α , otherwise,

(7.4.4)

This leads to a change of the metric as in (7.2.25),

gµν −→ gµν + ζµ,ν + ζν,µ +O(r−2α−1) ,

with ζµ = ηµνζ
ν . Further, up to terms which obviously do not contribute in

the limit,

∆(pµXµ
∞) = lim

R→∞

3
16π

∫
S(R)

(δαβγλµνX
νηλρζµ,ρ),γdSαβ = 0 , (7.4.5)

as the integral of a total divergence integrates out to zero.
With some effort one finds the identity, essentially due to Ashtekar and

Hansen [6] (compare also [26])•7.4.3•7.4.3: ptc:this formula
does not agree with the
one in the printed
version of the paper, it
might coincide because
of some double star
identity, but it is not
clear

pµX
µ
∞ = lim

R→∞

1
32π

(∫
S(R)

εµναβX
µxνRαβρσdx

ρ ∧ dxσ

+2
∫
S(R)

d(εµναβXµxνgαγΓβγρdxρ)
)

= lim
R→∞

1
32π

∫
S(R)

εµναβX
µxνRαβρσdx

ρ ∧ dxσ , (7.4.6)

since the integral of the exterior derivative of a one form gives zero by Stokes’
theorem.
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The expression (7.4.6) looks somewhat more geometric than the more famil-
iar Freud formula (??). However it should be remembered that the coordinate
functions xµ appearing there do not transform as a vector field under coor-
dinate changes so that one still needs to appeal to Lemma 7.2.2 to establish
the geometric character of (7.4.6). On the other hand, the proof of coordinate
invariance under transformations (7.4.3)-(7.4.4) is immediate,

Formula (7.4.6) can be rewritten in a 3+1 form, as follows: let, first Xµ
∞ =

δµ0 . Recalling that S is given by the formula x0 = 0 and that p0 is the ADM
mass m we find

m = lim
R→∞

1
32π

∫
S(R)

εijkx
i (4)Rjk`m dx

` ∧ dxm . (7.4.7)

Here we have decorated the space-time Riemann curvature tensor with a sub-
script four to emphasise its four-dimensional nature. Supposing that the ex-
trinsic curvature tensor Kij falls–off as r−α−1, with α > 1/2 (which will be the
case under (7.4.1)), we then find by the Gauss-Codazzi constraint equation (??)

(4)Rjk`m = (3)Rjk`m +O(r−2α−2) , (7.4.8)

where (3)Rjk`m denotes the curvature tensor of the space-metric h induced on
S by g. Since α > 1/2 the error terms in (7.4.8) will give no contribution in
the limit r →∞ so that we finally obtain the purely three-dimensional formula

m = lim
R→∞

1
32π

∫
S(R)

εijkx
i (3)Rjk`mdx

` ∧ dxm . (7.4.9)

7.5 Energy in stationary space-times

Yet another way of rewriting (7.4.6) is given by•7.5.1 •7.5.1: ptc:justify the
double dual identity

pµX
µ
∞ = lim

R→∞

1
16π

∫
S(R)

XµxνRµναβdS
αβ . (7.5.1)

This is particularly convenient when X is a Killing vector as then we have the
identity•7.5.2 •7.5.2:

ptc:cross-reference to
the appropriate placeRµναβX

µ = ∇ν∇αXβ .

When X is asymptotic to a translation, inserting this into (7.5.1) one obtains

pµX
µ
∞ = lim

R→∞

( 1
16π

∫
S(R)

X [β;α]
;γx

γdSαβ

= lim
R→∞

1
16π

(
2
∫
S(R)

X [α;β]dSαβ + 3
∫
S(R)

(X [α;βxγ]);γdSαβ
)

= lim
R→∞

1
8π

∫
S(R)

X [α;β]dSαβ , (7.5.2)

This last integral is known as the Komar integral ; the equality of the ADM
mass and of the Komar mass for stationary space-times has been first proved
by Beig [17].
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7.6 Moving hypersurfaces in space-time

By way of example, we consider a family of hypersurfaces Sτ in Minkowski
space-time given by the equation

Sτ = {t = f(τ, ~x)} ,

with
f(τ) = τ + ar1/2

for r large. We then have

η = −dt2 + dr2 + r2dΩ2

= (dτ +
a

2
r−1/2dr)2 + dr2 + r2dΩ2

= dτ2 + ar−1/2dτ dr + (1− a2

4r
)dr2 + r2dΩ2 .

This shows that, for r large, the metric induced on the Sτ ’s reads

(1− a2

4r
)dr2 + r2dΩ2 . (7.6.1)

At leading order this is the same as a Schwarzschild metric with mass parameter
−a2/8, so that the ADM mass of the slices Sτ is negative and equals

mADM = −a
2

8
.

This example shows that deforming a hypersurface in space-time might lead
to a change of mass. The fact that this can happen should already have been
clear from the Kasner example (7.1.39), where the space-time itself does not
satisfy any asymptotic flatness conditions. But this might seem a little more
surprising in Minkowski space-time, which is flat. It should be emphasised that
the (strictly negative) mass of the Sτ ’s is not an artifact of a funny coordinate
system chosen on Sτ : indeed, Theorem 7.2.1 shows that m is a geometric
invariant of the geometry of Sτ . Further, one could suspect that negativity of
m arises from singularities of the Sτ ’s arising from the singular behaviour of
r−1/2 at r = 0. However, this is not the case, since we are free to modify f
at will for r smaller than some constant R to obtain globally smooth spacelike
hypersurfaces.

•7.6.1 A somewhat similar behavior can be seen when Lemâıtre coordinates (τ, ρ, θ, ϕ)•7.6.1: ptc:add details
for the Lemaitre
example are used in Schwarzschild space-time: in this coordinate system the Schwarzschild

metric takes the form [?]

ds2 = −dτ2 +
(
∂Y

∂ρ
dρ

)2

+ Y 2dΩ2 , (7.6.2)

with

Y =
(

3
√
m

2
τ + ρ3/2

)2/3

.

On any fixed hypersurface τ = const we can replace ρ by a new radial coordinate
Y ; Equation (7.6.2) shows then that the slices τ = const are flat, hence have zero
mass.
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All the foliations we have been considering above have mass which does not
depend upon the slice Sτ . This is not true in general, consider a new time τ
in Minkowski space-time which, for r large, is given by the formula

τ =
t

1 + ar1/2
.

We then have

η = −d
(
τ(1 + ar1/2)

)2
+ dr2 + r2dΩ2

= −(1 + ar1/2)2dt2 − (a+ r−1/2)aτ dτdr +
(
1− τ2a2

4r

)
dr2 + r2dΩ2 .

It follows that the ADM mass of the slices τ = const is well defined, equal to

mADM = −τ
2a2

8
,

which clearly changes when going from one slice to another.

7.7 Spherically symmetric positive energy theorem

•7.7.1 •7.7.1: ptc:I don’t know
where to put this thing

Theorem 7.7.1 Consider a complete asymptotically flat spherically symmetric
metric g on a

with
R(g) ≥ 0 .

If M contains no compact minimal surfaces, then

m ≥ 0

with equality if and only if M = R3 with g – the Euclidean metric.

•7.7.2 Proof: •7.7.2: ptc:one needs to
define spherical
symmetry, discuss the
possible manifolds,
discuss the most
general metrics,
discuss minimal
surfaces...

... We can therefore choose a new radial variable ρ so that

eγ(r) = ρ

Assuming that this has been done, we rewrite the metric in the new coordinate
system (ρ, θ, ϕ), and call r again the new variable, keeping the same symbol
β for the new function β appearing in the metric. It is convenient to define a
function m(r) by the equation

e−β =

√
1− 2m(r)

r
⇐⇒ m(r) :=

r

2
(1− e2β) .

It is remarkable that this seemingly complicated formula, together with (A.6.19),
leads to a very simple formula for R:

R =
4m′

r2
,
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so that
m(r0) =

1
4

∫ r0

0
r2dr .

It follows that•7.7.3 •7.7.3: ptc:needs
expanding, and
conditionsm =

1
4

∫ ∞

0
Rr2dr ≥ 0 ,

with equality if and only if m(r) ≡ 0 for all r, so that β ≡ 0, and g is the
Euclidean metric, as claimed. 2

7.8 Lohkamp’s positive energy theorem

A deep result of Gromov and Lawson asserts that .... •7.8.1•7.8.1: ptc:is there a
simple proof of that?

It has been shown by Lohkamp [79] that the positive energy theorem for
metrics on an asymptotically flat manifold with compact interior, with one
asymptotically flat end2, and with scalar curvature satisfying

R ≥ 0 ,

can be reduced to the Gromov-Lawson theorem.
•7.8.2•7.8.2: ptc:to be

finished; this is
sections 5, 6 of
Lohkamp’s paper

7.9 Li-Tam’s proof of positivity of the Brown-York
quasi-local mass

7.10 The Riemannian Penrose inequality

7.11 A poor man’s positive energy theorem

The positivity results proved so far do not appear to have anything to do with
Lorentzian geometry. In this section, based on [31], we prove energy positivity
using purely Lorentzian techniques, albeit for a rather restricted class of ge-
ometries; it seems that in practice our proof only applies to stationary (with or
without black holes) space-times. This is a much weaker statement than the the-
orems in [96, 108] and their various extensions [14, 20, 54, 61, 63] (some of which
are presented here), but the proof below is of interest because the techniques
involved are completely different and of a quite elementary nature. Using argu-
ments rather similar in spirit to those of the classical singularity theorems [58],
the proof here is a very simple reduction of the problem to the Lorentzian split-
ting theorem [49] of Section ??. (In lieu of the Lorentzian splitting theorem,
one can impose the “generic condition” [58, p. 101], thereby making the proof
completely elementary. However, it is not clear how “generic” the generic con-
dition is, when, e.g., vacuum equations are imposed, so it is desirable to have

2The argument presented here does not exclude configurations with two ends, with the
mass being positive in one end and negative in the second. The full positive energy theorem
does exclude such configurations.
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results without that condition.) The approach taken here bares some relation
to the Penrose-Sorkin-Woolgar [91] argument for positivity of mass, and indeed
arose out of an interest in understanding their work.

For m ∈ R, let gm denote the n+1 dimensional, n ≥ 3, Schwarzschild metric
with mass parameter m; in isotropic coordinates [88],

gm =
(

1 +
m

2|x|n−2

) 4
n−2

(
n∑

1=1

dx2
i

)
−
(

1−m/2|x|n−2

1 +m/2|x|n−2

)2

dt2 . (7.11.1)

We shall say that a metric g on R× (Rn \B(0, R)), Rn−2 > m/2, is uniformly
Schwarzchildian if, in the coordinates of (7.11.1),

g − gm = o(|m|r−(n−2)) , ∂µ (g − gm) = o(|m|r−(n−1)) . (7.11.2)

(Here o is meant at fixed g and m, uniformly in t and in angular variables, with
r going to infinity.) It is a flagrant abuse of terminology to allow m = 0 in this
definition, and we will happily abuse; what is meant in this case is that g = g0,
i.e., g is flat 3, for r > R.

Some comments about this notion are in order. First, metrics as above
have constant Trautman-Bondi mass and therefore do not contain gravitational
radiation; one expects such metrics to be stationary if physically reasonable
field equations are imposed. Next, every metric in space-time dimension four
which is stationary, asymptotically flat and vacuum or electro-vacuum in the
asymptotically flat region is uniformly Schwarzschildian there when m 6= 0 (cf.,
e.g., [100]).

The hypotheses of our theorem below are compatible with stationary black
hole space-times with non-degenerate Killing horizons.

We say that the matter fields satisfy the timelike convergence condition if
the Ricci tensor Rµν , as expressed in terms of the matter energy-momentum
tensor Tµν , satisfies the condition

RµνX
µXν ≥ 0 for all timelike vectors Xµ. (7.11.3)

We define the domain of outer communications of M as the intersection of
the past J−(Mext) of the asymptotic region Mext = R× (Rn \B(0, R)) with its
future J+(Mext).

We need a version of weak asymptotic simplicity [58] for uniformly Schwarzschildian
spacetimes. We shall say that such a spacetime (M , g) is weakly asymptotically
regular if every null line starting in the domain of outer communications (DOC)
either crosses an event horizon (if any), or reaches arbitrarily large values of r
in the asymptotically flat region. By definition, a null line in (M , g) is an inex-
tendible null geodesic that is globally achronal; a timelike line is an inextendible
timelike geodesic, each segment of which is maximal. Finally, we shall say that
the DOC is timelike geodesically regular if every timelike line in M which is
entirely contained in the DOC, and along which r is bounded, is complete.

The main result in this section is the following:
3The asymptotic conditions for the case m = 0 of our theorem are way too strong for a

rigidity statement of real interest, even within a stationary context. So it is fair to say that
our result only excludes m < 0 for stationary space-times.
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Theorem 7.11.1 Let (M n+1 = M , g) be an (n + 1)-dimensional space-time
with matter fields satisfying the timelike convergence condition (7.11.3), and
suppose that M contains a uniformly Schwarzschildian region Mext = R ×
(Rn \B(0, R)) . Assume that (M , g) is weakly asymptotically regular and that
the domain of outer communications is timelike geodesically regular. If the
domain of outer communications of M has a Cauchy surface S , the closure
of which is the union of one asymptotic end and of a compact interior region
(with a smooth boundary lying at the intersection of the future and past event
horizons, if any), then

m > 0

unless (M , g) isometrically splits as R×S with metric g = −dτ2+γ, L∂τγ = 0,
and (S , γ) geodesically complete. Furthermore, the last case does not occur if
event horizons are present.

Before passing to the proof, we note the following Corollary:

Corollary 7.11.2 In addition to the hypotheses of Theorem 7.11.1, assume
that

Tµν ∈ L1 (Rn \B(0, R)) , ∂ν∂µg = O(r−α) , α > 1 +
n

2
. (7.11.4)

Then m > 0 unless M is the Minkowski space-time.

Proof of Theorem 7.11.1: The idea is to show that for m ≤ 0 the domain
of outer communications contains a timelike line, and the result then follows
from Galloway’s splitting theorem [49], see Section ??. A somewhat lengthy
but straightforward computation•7.11.1 shows that the Hessian Hess r = ∇dr of•7.11.1: ptc:the details

of this calculation can
be traced back to some
calculations in
poormanII, to be
included

r is given by

Hess r = − m

rn−1

(
(n− 2)dt2 − dr2 + r2 h

)
+ r h+ o(r−(n−1)) , (7.11.5)

where h is the canonical metric on Sn, and the size of the error terms refers
to the components of the metric in the coordinates of (7.11.1). Note that
when m < 0, Hess r, when restricted to the hypersurfaces of constant r, is
strictly positive definite for r ≥ R1, for some sufficiently large R1. Increasing
R1 if necessary, we can obtain that ∂t is timelike for r ≥ R1. If m = 0 we
set R1 = R. Let p±k denote the points t = ±k, ~x = (0, 0, R1); by global
hyperbolicity there exists a maximal future directed timelike geodesic segment
σk from p−k to p+k.•7.11.2 We note, first, that the σk’s are obviously contained•7.11.2: ptc:should be

justified somewhere,
and crossreference
added

in the domain of outer communications and therefore cannot cross the event
horizons, if any. If m = 0 then σk clearly cannot enter {r > R1}, since timelike
geodesics in that region are straight lines which never leave that region once
they have entered it. It turns out that the same occurs for m < 0: suppose
that σk enters {r > R1}, then the function r ◦ σk has a maximum. However, if
s is an affine parameter along σk we have

d2(r ◦ σk)
ds2

= Hess r(σ̇k, σ̇k) > 0
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at the maximum if m < 0, since dr(σ̇k) = 0 there, which is impossible. It
follows that all the σk’s (for k sufficiently large) intersect the Cauchy surface S
in the compact set S \ {r > R1}. A standard argument•7.11.3 shows then that•7.11.3: ptc:give

crossrefs the σk’s accumulate to a timelike or null line σ through a point p ∈ S . Let
{pk} = σk ∩S ; suppose that p ∈ ∂S , then the portions of σk to the past of pk
accumulate at a generator of the past event horizon J̇+ (Mext), and the portions
of σk to the future of pk accumulate at a generator of the future event horizon
J̇− (Mext). This would result in σ being non-differentiable at p, contradicting
the fact that σ is a geodesic. Thus the pk’s stay away from ∂S , and p ∈ S . By
our “weak asymptotic regularity” hypothesis σ cannot be null (as it does not
cross the event horizons, nor does it extend arbitrarily far into the asymptotic
region). It follows that σ is a timelike line in M entirely contained in the
globally hyperbolic domain of outer communications D , with r ◦ σ bounded,
and hence is complete by the assumed timelike geodesic regularity of D . Thus,
one may apply [49] to conclude that (D , g|D) is a metric product,

g = −dτ2 + γ , (7.11.6)

for some τ–independent complete Riemannian metric γ. The completeness of
this metric product implies D = M (and in particular excludes the existence
of event horizons). 2

Proof of Corollary 7.11.2: The lapse function N associated with a Killing
vector field on a totally geodesic hypersurface S with induced metric γ and
unit normal n satisfies the elliptic equation

∆γN − Ric(n, n)N = 0 .

The vector field ∂τ is a static Killing vector in Mext, and the usual analysis of
groups of isometries of asymptotically flat space-times shows that the metric
γ in (7.11.6) is asymptotically flat. Again in (7.11.6) we have N = 1 hence
Ric(n, n) = 0, and the Komar mass of S vanishes. By a theorem of Beig [17]
(originally proved in dimension four, but the result generalises to any dimensions
under (7.11.4)) this implies the vanishing of the ADM mass. Let ea, a =
0, . . . , n, be an orthonormal frame with e0 = ∂τ . The metric product structure
implies that R0i = 0. Thus, by the energy condition, for any fixed i we have

0 ≤ Ric(e0 + ei, e0 + ei) = R00 +Rii = Rii .

But again by the product structure, the components Rii of the space-time Ricci
tensor equal those of the Ricci tensor RicS of γ. It follows that RicS ≥
0. A generalisation by Bartnik [11] of an argument of Witten [108] shows
that (S , γ) is isometric to Euclidean space; we reproduce the proof to make
clear its elementary character: Let yi be global harmonic functions forming an
asymptotically rectangular coordinate system near infinity. Let Ki = ∇yi; then
by Bochner’s formula,

∆|Ki|2 = 2|∇Ki|2 + 2RicS (Ki,Ki) .
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Integrating the sum over i = 1, . . . , n of this gives the ADM mass as boundary
term at infinity, and the ∇yi are all parallel. Since S is simply connected at
infinity, it must be Euclidean space. 2

We close this note by showing that the conditions on geodesics in Theo-
rem 7.11.1 are always satisfied in stationary domains of outer communications.

Proposition 7.11.3 Let the domain of outer communications D of (M , g) be
globally hyperbolic, with a Cauchy surface S such that S is the union of a finite
number of asymptotically flat regions and of a compact set (with a boundary
lying at the intersection of the future and past event horizons, if any). Suppose
that there exists on M a Killing vector field X with complete orbits which is
timelike, or stationary-rotating4 in the asymptotically flat regions. Then the
weak asymptotic regularity and the timelike regularity conditions hold.

Remark 7.11.4 We note that there might exist maximally extended null geodesics
in (D , g) which are trapped in space within a compact set (as happens for the
Schwarzschild metric), but those geodesics will not be achronal.

Proof: By [36, Propositions 4.1 and 4.2] we have D = R ×S , with the flow
of X consisting of translations along the R axis:

g = αdτ2 + 2βdτ + γ , X = ∂τ , (7.11.7)

where γ is a Riemannian metric on S and β is a one-form on S . (We emphasise
that we do not assume X to be timelike, so that α = g(X,X) can change sign.)
Let φt denote the flow of X and let σ(s) = (τ(s), p(s)) ∈ R×S be an affinely
parameterized causal line in D , then for each t ∈ R the curve φt(σ(s)) =
(τ(s) + t, p(s)) is also an affinely parameterized causal line in D . Suppose that
there exists a sequence si such that p(si) → ∂S , setting ti = −τ(si) we have
τ(φti(σ(si)) = 0, then the points {pki} = φti(σ)∩S accumulate at ∂S , which
is not possible as in the proof of Theorem 7.11.1. Therefore there exists an
open neighborhood K of ∂S such that σ∩ (R×K ) = ∅. This implies in turn
that σ meets all the level sets of τ . Standard considerations using the fact that
D is a stationary, or stationary-rotating domain of outer communications (cf.,
e.g., [36]) show that for every p, q ∈ S there exists T > 0 and a timelike curve
from (0, p) to (T, q). The constant T can be chosen independently of p and q
within the compact set S \ (K ∪ {r > R1}), with R1 = supσ r. It follows that
an inextendible null geodesic which is bounded in space within a compact set
cannot be achronal, so that σ has to reach arbitrarily large values of r, and
weak asymptotic regularity follows. Similarly, if σ is a timelike line bounded
in space within a compact set, then there exists s1 > 0 such that for any point
(τ(s), p(s)) with s = s1 + u, u > 0 one can find a timelike curve from (0, p(0))
to (τ(s), p(s)) by going to the asymptotic region, staying there for a time u,
and coming back. The resulting curve will have Lorentzian length larger than
u/2 if one went sufficiently far into the asymptotic region, and since σ is length-
maximising it must be complete. 2

4See [36] for the definition.
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The key point in the proof of Proposition 7.11.3 is non-existence of observer
horizons contained in the DOC. Somewhat more generally, we have the following
result, which does not assume existence of a Killing vector:

Proposition 7.11.5 Suppose that causal lines σ, with r◦σ bounded, and which
are contained entirely in D , do not have observer horizons extending to the
asymptotic region Mext (see (??)):

J̇±(σ;D) ∩Mext = ∅ . (7.11.8)

Then the weak asymptotic regularity and the timelike regularity conditions hold.

Proof: It follows from (7.11.8) that for any u > 0 and for any s1 there exists
s2 and a timelike curve Γu,s1 from σ(s1) to σ(s2) which is obtained by following
a timelike curve from σ(s1) to the asymptotic region, then staying there at
fixed space coordinate for a coordinate time u, and returning back to σ along
a timelike curve. One concludes as in the proof of Proposition 7.11.3. 2
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7.12 Small data positive energy theorem

•7.12.1•7.12.1: ptc:look up
ChB, Brill, Fadeev •7.12.2

•7.12.2: ptc:Bartnik’s
small data pet

7.13 The definition of mass: a Hamiltonian approach

So far we have been considering the mass of various hypersurfaces in Lorentzian
space-times. Now, from a physical point of view it is desirable to be able to
assign a mass to a space-time; for example, one would like to say that Minkowski
space-time has zero mass, while the Schwarzschild space-time has mass m. One
way of doing this would be to select a preferred family of hypersurfaces in
M , calculate the mass for those hypersurfaces, and check that the resulting
number is hypersurface–independent within the family of allowed hypersurfaces.
The above discussed examples show that some restrictions on the family of
hypersurfaces need to be imposed for such a program to succeed. We shall
see in Section ?? that such a procedure can indeed be carried through. Before
doing that, it is useful to develop a four-dimensional formalism for discussing
the notion of mass. This is the object of the next•7.13.1 section.•7.13.1: ptc:next, or

this ... •7.13.2
•7.13.2: ptc:to be done
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7.14 Some background on spinors

The positive mass theorem asserts that the mass of an asymptotically Euclidean
Riemannian manifold with non-negative scalar curvature is non-negative. There
exist by now at least four different proofs of this result, the first one due to
Schoen and Yau [95], shortly followed by a spinor-based proof by Witten [107].
More recently, a new argument has been given by Lohkamp [79], while positivity
of mass can also be obtained from the proof of the Penrose inequality of Huisken
and Ilmanen [63]. From those proofs the simplest one by far is that of Witten,
and this is the one which we will present here. An advantage thereof is that it
is easy to adapt it to obtain further global inequalities; some such inequalities
will be presented in Section ??.

•7.14.1 •7.14.1: ptc:outline the
existing literature

We start by presenting the background information on spinor fields neces-
sary to carry the argument through. We will adapt a naive calculational ap-
proach, renouncing to a proper geometrical treatment which would yield insight
into the structures involved, but would complicate considerable the presenta-
tion.
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•7.14.2•7.14.2: ptc:beginning
of trick.tex

•7.14.3•7.14.3: ptc:first bug

I propose to add, just before the definition of H, the sentence: ”Sup-
pose that (M, g) is not the hyperbolic space, otherwise there is noth-
ing to prove.” The reason is that the abstract completion of smooth
compactly supported spinors with respect to the norm (??) (by the
way, there is a square missing at the l.h.s. of this equation) does
NOT give you a space of spinors in dimension two on hyperbolic
space. There are a few ways out:

First possibility: let H be defined as in the paper so far, so H is
an abstract Hilbertian completion of smooth compactly supported
spinor fields, and ASSUME FURTHER that there are no imaginary
spinors on M . The argument in the third possibility below shows
that you do get a space of spinors then.

Second possibility: proceed as we suggest in the paper, but ignore
whether or not you get a space of spinors. There are then a few
things to take care of, like justifying that elliptic estimates give
regularity - whatever this means for objects which are not spinors
(we are not dealing any more with objects to which the usual theory
applies directly), and also justifying that the solution of the second
order equation does actually give a solution of the first order one.
It is not clear to me that everything can be pushed through, though
perhaps it might.

Third possibility: One can show [?] that in dimension larger than
or equal to three there exists a strictly positive L∞loc function w on
M such that for all H1

loc spinor fields ψ with compact support we
have ∫

M
‖ψ‖2

gwdµg ≤
∫
M
‖D̂ψ‖2

gdµg . (7.14.1)

The function w can be chosen to be constant in the asymptotically
hyperbolic end. In dimension two I can only prove (7.14.1) if I
assume further that there are no imaginary Killing spinors (without
any control of w in the asymptotic region, but such control is not
needed in the proof) - but if there exists a Killing spinor then, by
Baum, there is nothing to prove, so one might as well suppose that
there are no such spinors. Let H be the space of measurable spinor
fields on M such that

‖ψ‖2
H :=

∫
M
‖ψ‖2

g(w+
1
4
(Rg − n(n− 1))dµg +

∫
M
‖D̂ψ‖2

gdµg <∞

(7.14.2)
where the derivative is understood in the distributional sense. De-
fine H̊ ⊂ H as the completion of C∞c , in H , with respect to the
‖ · ‖H norm. It is then easy to verify
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Proposition 7.14.1 The inequality (7.14.1) remains true for all
φ ∈ H̊ .

Proof: Both sides of (7.14.1) are continuous on (H , ‖ · ‖H ). 2

Proposition 7.14.2 If (M, g) is complete then H = H̊ .

Proof: If φ ∈ H then the sequence χiφ converges to φ in (H , ‖ ·
‖H ), where χi(p) = χ(dp0(p)/i), where dp0 is the distance to some
chosen point p0 ∈M , while χ : R → [0, 1] is a smooth function such
that χ|[0,1] = 1, χ|[1,∞) = 1. 2

Proposition 7.14.3 If (M, g) is complete then there is a natural
continuous bijection between (H , ‖ · ‖H ) and (H, ‖ · ‖H) which is
the identity on C1

c ; in particular, elements of H can be identified
with spinor fields on M which are in H .

Proof: By Proposition 7.14.2 both spaces are Hilbert spaces con-
taining C1

c as a dense subspace, with the norms being equivalent
when restricted to C1

c by Proposition 7.14.1. 2

The bottom line is: I know how to justify things if we assume dimen-
sion larger than three, while in dimension two we need to assume
that we are not in hyperbolic space. •7.14.4 •7.14.4: ptc:end of first

bug
•7.14.5 Let F (ψ) denote the left-hand-side of Equation (??) with •7.14.5: ptc:second fix:

I suggest to add this
around Equation (??)Φu = χϕu + ψ there, let ψi converge to ψ in H, we have

F (ψ)− F (ψi) = ‖ψ‖2
H − ‖ψi‖2

H

+2
∫
M
〈D̂(χϕu), D̂(ψ − ψi)〉

−2
∫
M
〈D̂irac(χϕu), D̂irac(ψ − ψi)〉

+
1
2

∫
M

(Rg − n(n− 1)) 〈χϕu, ψ − ψi〉 .

It should be clear from the fact that D̂(χϕu) ∈ L2(M) that all the
terms above converge to zero as i tends to infinity, except perhaps
for the last one (recall that we are only assuming that 0 ≤ (Rg −
n(n− 1))|V | ∈ L1(Mext)); the convergence of that last term can be
justified as follows:∣∣∣∣∫
M

(Rg − n(n− 1)) 〈χϕu, ψ − ψi〉
∣∣∣∣ ≤

(∫
M

(Rg − n(n− 1)) ‖χϕu‖2
g

)1/2

×
(∫

M
(Rg − n(n− 1)) ‖ψ − ψi‖2

g

)1/2

≤ ‖χϕu‖H‖ψ − ψi‖H .

Now, F (ψi) = F (0), and we have shown that ...

•7.14.6 •7.14.6: ptc:end of
trick.tex
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7.15 (Local) Schrödinger-Lichnerowicz identities

•7.15.1 We use the hypotheses and conventions of Appendix 7.16. Although an•7.15.1: ptc:This is for
your convenience, in
case you wanted to
check some of the
calculations of the
positive mass theorems
section, but I suggest
NOT to include this
section in the paper,
which is already too
long. I have written
this appendix for
myself, to avoid
calculating those
identities over and
over again every other
year; we may keep it in
the paper if you wished
to, though I suggest
not

explicit representation of the γ-matrices is never used, we shall give one for
four-dimensional Minkowski space-time to convince the uninitiated reader that
our requirements can indeed be met. For i = 1, 2, 3 let the hermitian Pauli
matrices σi be defined as

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
, (7.15.1)

with σi := σi. One readily checks

σiσj = δij + iεijkσ
k =⇒ {σi, σj} := σiσj + σjσi = 2δij . (7.15.2)

Let the 4× 4 complex valued matrices be defined as

γ0 =
(

0 idC2

idC2 0

)
= −γ0 , γi =

(
0 σi
−σi 0

)
= γi . (7.15.3)

Clearly γ0 is hermitian, while the γi’s are anti-hermitian with respect to the
canonical hermitian scalar product 〈·, ·〉C on C4. From Equation (7.15.2) one
immediately finds

{γi, γj} =
(
−{σi, σj} 0

0 −{σi, σj}

)
, {γi, γ0} = 0 , (γ0)2 = 1 ,

and (7.15.3) leads to (7.16.1), as desired. A real representation of the commu-
tation relations (7.16.1) on R8 can be obtained by viewing C4 as a vector space
over R, so that 1) each 1 above is replaced by idR2 , and 2) each i is replaced by
the antisymmetric 2× 2 matrix (

0 −1
1 0

)
.

More precisely, let us define the 4× 4 symmetric matrices σ̂i by

σ̂1 =
(

0 idR2

idR2 0

)
, σ̂3 =

(
idR2 0
0 −idR2

)
, (7.15.4)

σ̂2 =

 0 −
(

0 −1
1 0

)
(

0 −1
1 0

)
0

 , (7.15.5)

which are clearly symmetric, and the new γ’s by

γ0 =
(

0 idR4

idR4 0

)
= −γ0 , γi =

(
0 σ̂i
−σ̂i 0

)
= γi . (7.15.6)

It should be clear that the γ’s satisfy (7.16.1), with γ0 symmetric, and γi’s -
antisymmetric, as desired.
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Consider, now, a connection ∇i of the form

∇i = Di +Ai , (7.15.7)

where Di is the standard spin connection for spinor fields which, locally, are
represented by fields with values in V . We shall also use the symbol Di for the
usual Levi-Civita derivative associated to the metric g acting on tensors, etc.
The matrices γµ stand for cγ(eµ), with cγ — the canonical injection of TM into
the representation under consideration on V of the Clifford algebra associated
with the metric (??), and are D-covariantly constant,•7.15.2 •7.15.2: ptc:in an

exhaustive treatment
this should also be
justified; in particular
µ = 0 might not be
completely clear

Diγµ = 0 .

Setting
MFD := γi∇i , MTD := γiDi ,

we calculate

Di〈φ,∇iφ〉 = |∇φ|2 + 〈φ,DiD
iφ〉

+〈φ,Di(Aiφ)〉 − 〈Aiφ, (Di +Ai)φ〉 , (7.15.8)
Di〈φ, γiMFDφ〉 = Di〈φ, γiγj∇jφ〉

= −|MFDφ|2 + 〈φ,MTD2φ〉
+〈φ, γiγjDi(Ajφ)〉+ 〈γiAiφ, γj(Dj +Aj)φ〉 .(7.15.9)

Adding we obtain

DiU
i := Di〈φ,

(
∇i + γiMFD

)
φ〉 (7.15.10a)

= |∇φ|2 − |MFDφ|2 (7.15.10b)
+〈φ, (DiD

i + MTD2)φ〉 (7.15.10c)
+〈φ,

[
Ai − (Ai)t + γiγjAj + (γjAj)tγi

]
Diφ〉 (7.15.10d)

+〈φ,
[
DiA

i + γiγjDiAj
]
φ〉 (7.15.10e)

+〈φ,
[
(γiAi)tγjAj − (Ai)tAi

]
φ〉 . (7.15.10f)

The term (7.15.10c) is independent of the Ai’s, and is the one that arises in the
original Schrödinger-Lichnerowicz identity:

〈φ, (DiD
i + MTD2)φ〉 =

1
4
R|φ|2 . (7.15.11)

•7.15.3 Let us start by justifying (7.15.11): we have •7.15.3: ptc:proof of the
original identity added

(DiD
i + MTD2)φ = (gijDiDj + γiDiγ

jDj)φ
= (gij + γiγj)DiDjφ

= (gij + γiγj)(D(iDj) +D[iDj])φ

= γiγjD[iDj]φ . (7.15.12)
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From the definitions

Dkφ = ek(φ)− 1
4
ωijkγ

iγjφ ,

ωijk = g(ei,∇ekej) ,
∇ekX

i = ek(Xi) + ωijkX
k ,

Ri`jkX
` = ∇ej∇ekX

i −∇ek∇ejX
i −∇[ej ,ek]X

i ,

one readily finds

D[iDj]φ = −1
8
Rijk`γ

kγ`φ (7.15.13)

and to calculate (7.15.12) we need to find Rijk`γiγjγkγ`. Now

Rijk`γ
iγjγkγ` = (Ri(jk)`γ

iγjγkγ` + Ri[jk]`︸ ︷︷ ︸
= 1

2
(Rijk`−Rikj`)= 1

2
(Rijk`+Rik`j)=− 1

2
Ri`jk

γiγjγkγ`)

= Ri(jk)`γ
iγ(jγk)γ` − 1

2
Ri`jkγ

iγjγkγ`

= −Ri(jk)`γigjkγ` −
1
2
Ri`jkγ

iγjγkγ`

= Ri`γ
iγ` − 1

2
Ri`jkγ

iγjγkγ`

= −R− 1
2
Ri`jkγ

iγjγkγ` . (7.15.14)

Next,

Ri`jkγ
iγjγkγ` = Ri`jkγ

iγj(−2gk` − γ`γk)
= −2Rijγiγj −Ri`jkγ

iγjγ`γk

= 2R−Ri`jkγ
i(−2gj` − γ`γj)γk

= 2R− 2Rikγiγk +Ri`jkγ
iγ`γjγk

= 4R+Rijk`γ
iγjγkγ` .

Inserting this in (7.15.14) and rearranging terms one obtains

Rijk`γ
iγjγkγ` = −2R ,

and (7.15.11) follows from (7.15.12)-(7.15.13).
In order to work out the remaining terms in (7.15.10), an explicit form of

the Ai’s is needed. Suppose, first, that ∇ is the space-time spin connection as
defined in Equation (??):

Ai =
1
2
Kj

iγjγ0 ; (7.15.15)

Ai is then symmetric and we have, by symmetry of Kjk,

Ai − (Ai)t + γiγjAj + (γjAj)tγi =
1
2
Kjk

(
γiγjγkγ0 + γ0γ

kγjγi
)

= −1
2
trgK

(
γiγ0 + γ0γ

i
)

= 0 ,(7.15.16)
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so that there is no contribution from (7.15.10d). Next,

DiAi + γjγiDjAi =
1
2

(
DiKijγ

j +DjKikγ
jγiγk

)
γ0

=
1
2
(
DiKijγ

j −DjtrgKγj
)
γ0

=
1
4
νjγ

jγ0 , (7.15.17)

with ν as in Equation (??); this gives the contribution from (7.15.10e). Using
symmetry of KijK

i
k we further have

−(Ai)tAi =
1
4
KijK

i
kγ

jγ0γ
kγ0

= −1
4
KijK

i
kγ

jγk

= −1
8
KijK

i
k(γjγk + γkγj)

=
1
4
|K|2g .

Using
γiAi = −trgKγ0/2 = (γiAi)t (7.15.18)

one obtains

(γiAi)tγjAj − (Ai)tAi =
1
4
(
|K|2g − (trgK)2

)
.

Collecting all this we are led to

Di〈φ,
(
∇i + γiMFD

)
φ〉 = |∇φ|2 − |MFDφ|2 +

1
4
〈φ, (µ+ νjγ

jγ0)φ〉 , (7.15.19)

where µ is given by Equation (??).
Consider, now, the vector field U i defined by (7.15.10a):

U i = 〈φ,
(
∇i + γiMFD

)
φ〉 = 〈φ,

(
Di + γiMTD

)
φ〉+ 〈φ,

(
Ai + γiγjAj

)
φ〉 .

We have

Ai + γiγjAj =
1
2
(Kijγ

j − trgKγi)γ0

=
1
2
(trgKgij −Kij)γ0γj ,

which integrated upon a coordinate sphere SR in Mext gives

lim
R→∞

∮
S(R)

〈φ∞,
(
Ai + γiγjAj

)
φ∞〉dSi

=

(
lim
R→∞

1
2

∮
S(R)

(trgKgij −Kij)dSi

)
〈φ∞, γ0γjφ∞〉

= 4πpi〈φ∞, γ0γiφ∞〉 = 4πpi〈φ∞, γiγ0φ∞〉 , (7.15.20)
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with pi — the ADM momentum of Mext (recall that γ0 = −γ0). Here φ∞
is a covariantly constant spinor field of the euclidean metric associated to the
natural coordinates on Mext, as described in Section ??. A classical calculation
then gives•7.15.4 •7.15.4: ptc:A complete

treatment would also
require doing this

lim
R→∞

∮
S(R)

U idSi = 4πpµ〈φ∞, γµγ0φ∞〉 . (7.15.21)

Consider, next the full connection (??),

Ai =
1
2
Kijγ

jγ0︸ ︷︷ ︸
Ai(K)

−1
2
Ekγkγiγ0︸ ︷︷ ︸
Ai(E)

−1
4
εjk`B

jγkγ`γi︸ ︷︷ ︸
Ai(B)

. (7.15.22)

The contribution of K to the linear terms (7.15.10d) and (7.15.10e) has already
been worked out, so it remains to evaluate those of E and B. We have:

Ai(E)t = −1
2
Ekγ0γiγk = −1

2
Ekγiγkγ0 = −1

2
Ek (−γkγi − 2gki) γ0

= −Ai(E) + Eiγ0 , (7.15.23a)

γjAj(E) = −1
2
Ekγjγkγjγ0 = −1

2
Ek
(
−γkγj − 2δjk

)
γjγ0 = −1

2
Ek (3γk − 2γk) γ0

= −1
2
Ekγkγ0 , (7.15.23b)

(γjAj(E))t = γjAj(E) . (7.15.23c)

This gives

Ai(E)− (Ai(E))t + γiγjAj(E) + (γjAj(E))tγi

= −Ek(γkγi −
1
2
γiγk +

1
2
γkγ

i)γ0 − Eiγ0 = −1
2
Ek(γiγk + γkγ

i + 2δik)γ0

= 0 . (7.15.24)

We note that

A1(B) = −1
2
[
B1γ2γ3 +B2γ3γ1 +B3γ1γ2

]
γ1

= −1
2
[
B1γ

1γ2γ3 −B2γ3 +B3γ2
]

= −1
2

[
B1γ

1γ2γ3 − ε1jkB
jγk
]
, (7.15.25)

so, since the e1 direction can be chosen at will,

Ai(B) =
1
2

[
εijkB

jγk −Biγ
1γ2γ3

]
. (7.15.26)

Now

(γ1γ2γ3)t = (γ3)t(γ2)t(γ1)t = −γ3γ2γ1 = −γ2γ1γ3 = γ1γ2γ3 ,(7.15.27)
γiγ1γ2γ3 = −1

2ε
ijkγjγk , (7.15.28)

γi 12εjk`B
jγkγ` = Biγ1γ2γ3 + εijkBjγk , (7.15.29)
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where the last two equations have been obtained by a calculation similar to
that of Equation (7.15.25). This leads to

Ai(B)t = −1
2

[
εijkB

jγk +Biγ
1γ2γ3

]
, (7.15.30a)

γiAi(B) =
1
2

[
εijkB

jγiγk +
1
2
εijkBiγjγk

]
= −1

4
εijkB

iγjγk , (7.15.30b)

(γjAj(B))t = −γjAj(B) , (7.15.30c)

γiγjAj(B) = −1
2

[
Biγ1γ2γ3 + εijkBjγk

]
= (Ai(B))t , (7.15.30d)

(γjAj(B))tγi = −Ai(B) . (7.15.30e)

Here (7.15.30d) follows from (7.15.29) and (7.15.30b), while (7.15.30e) is ob-
tained by comparing minus (7.15.30b) multiplied from the right by γi, as justi-
fied by (7.15.30c), with the definition (7.15.22) of Ai(B). Using (7.15.30d) and
(7.15.30e) we conclude that

Ai(B)− (Ai(B))t + γiγjAj(B) + (γjAj(B))tγi

= Ai(B)− (Ai(B))t + (Ai(B))t −Ai(B)
= 0 , (7.15.31)

which shows that the contribution (7.15.10d) to (7.15.10) vanishes. We consider
next (7.15.10e):

DiA
i(E) + γiγjDiAj(E) = −1

2
DjE

k{γkγj + γiγjγkγi}γ0

= −1
2
DjE

k{γkγj + (−γjγi − 2gij)γkγi}γ0

= −1
2
DjE

k{−γkγj − γj(−γkγi − 2δik)γi}γ0

= −1
2
DjE

k{−γkγj − 3γjγk + 2γjγk}γ0

= −DjE
jγ0 =: −div(E)γ0 . (7.15.32)

To analyze the contribution of Ai(B) to (7.15.10e) it is convenient to use
(7.15.26), which gives

DiA
i(B) + γiγjDiAj(B) =

1
2
DiBk[εjk`(δijγ` + γiγjγ`)− (gik + γiγk)γ1γ2γ3] .

(7.15.33)

Fortunately it is not necessary to evaluate this expression in detail, because
any antisymmetric matrix appearing above will give a zero contribution after
insertion into (7.15.10e). Another way of seeing that is that for any linear map
F we have

〈φ, Fφ〉 = 〈φ, F tφ〉 = 〈φ, 1
2
(F + F t)φ〉 . (7.15.34)
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Now, by Clifford algebra rules, the right-hand-side of (7.15.33) will be a linear
combination of γi’s and of γ1γ2γ3; the γi’s are antisymmetric and can thus be
ignored, and it remains to work out the coefficient in front of the symmetric
matrix γ1γ2γ3. The first term gives no such contribution, the second one will
give one when i equals k, producing then a contribution −2gikγ1γ2γ3, while
the only possible contribution from the last two terms could occur when i = k,
but then they cancel out each other. We are thus led to

DiA
i(B) + γiγjDiAj(B) = −DiB

iγ1γ2γ3 + antisymmetric
=: −div(B)γ1γ2γ3 + antisymmetric .(7.15.35)

Let us, finally, consider the quadratic term (7.15.10f); from Equations (7.15.18),
(7.15.23b) and (7.15.30b) together with (7.15.28) we have

γiA
i = −1

2
(trgK + Eiγi)γ0 −

1
4
εijkB

iγjγk

= −1
2
[
(trgK + Eiγi)γ0 −Biγiγ

1γ2γ3
]
. (7.15.36)

It follows that

(γiAi)t = −1
2
[
(trgK + Eiγi)γ0 +Biγiγ

1γ2γ3
]
, (7.15.37)

and

(γiAi)tγjAj =
1
4
[
(trgK + Eiγi)γ0 +Biγiγ

1γ2γ3
] [

(trgK + Ejγj)γ0 −Bjγjγ
1γ2γ3

]
=

1
4

{
(trgK + Eiγi)γ0(trgK + Ejγj)γ0 −BiBjγiγ

1γ2γ3γjγ
1γ2γ3

−EiBj
[
γiγ0γjγ

1γ2γ3 − γjγ
1γ2γ3γiγ0

] }
=

1
4

{
(trgK + Eiγi)(trgK − Ejγj)−BiBjγiγj(γ1γ2γ3)2

+EiBj [γiγj − γjγi] γ1γ2γ3γ0

}
=

1
4

{
(trgK)2 + |E|2g + |B|2g − 2εijkEiBjγkγ0

}
. (7.15.38)

Next, from the definition (7.15.22) together with (7.15.23a) and (7.15.30a) we
obtain

(Ai)t =
1
2

[
(Kijγ

j + 2Ei + Ekγkγi)γ0 − εijkB
jγk −Biγ

1γ2γ3
]
. (7.15.39)

Using the form (7.15.26) of Ai(B) one has

(Ai)tAi =
1
4

[
(Kijγ

j + 2Ei + Ekγkγi)γ0 − εijkB
jγk −Biγ

1γ2γ3
]

×
[
(Ki

jγ
j − Ekγkγ

i)γ0 + εijkBjγk −Biγ1γ2γ3
]
.(7.15.40)

Again, we do not need to calculate all the terms above, only the symmetric part
matters. It is straightforward to check that the following symmetry properties
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hold:

symmetric : γ0 , γiγ0 , γ1γ2γ3 , (7.15.41a)
antisymmetric : γi , γiγj and γiγjγ0 for i 6= j , γ1γ2γ3γ0 .(7.15.41b)

For example,

(γ1γ2γ3γ0)t = γt0(γ
1γ2γ3)t = γ0γ

1γ2γ3 = −γ1γ2γ3γ0 , (7.15.42)

the remaining claims in (7.15.41) being proved similarly, cf. also (7.15.27).
Using (7.15.41), Equation (7.15.40) can be manipulated5 as follows

(Ai)tAi =
1
4

{
(Ki`γ

` + 2Ei + E`γ`γi)γ0

×
[
(Ki

jγ
j − Ekγkγ

i)γ0 + εijkBjγk −Biγ1γ2γ3
]

−εi`mB`γm
[
(Ki

jγ
j − Ekγkγ

i)γ0 + εijkBjγk −Biγ1γ2γ3
]

−Biγ1γ2γ3
[
(Ki

jγ
j − Ekγkγ

i)γ0 + εijkBjγk −Biγ1γ2γ3
]}

=
1
4

{
(Ki`γ

` + 2Ei + E`γ`γi)

×
[
−Ki

jγ
j − Ekγkγ

i − εijkBjγkγ0 +Biγ1γ2γ3γ0

]
−εi`mB`γm(Ki

jγ
j − Ekγkγ

i)γ0 + εi`mB
`εijmBj

−Biγ1γ2γ3
[
−Ekγkγiγ0 −Biγ1γ2γ3

]}
+ antisymmetric

=
1
4

{
(Ki`γ

`
[
−Ki

jγ
j − Ekγkγ

i − εijkBjγkγ0

]
+2Ei

[
−Ekγkγi − εijkBjγkγ0

]
+E`γ`γi

[
−Ki

jγ
j − Ekγkγ

i − εijkBjγkγ0 +Biγ1γ2γ3γ0

]
+ εi`mB

`Kim︸ ︷︷ ︸
0

+ B`Ekεi`m︸ ︷︷ ︸
antisym. in i,m

(−γmδik − δmk γ
i)︸ ︷︷ ︸

sym. in i,m︸ ︷︷ ︸
0

γ0 + 2|B|2g

+εik`BiEkγ`γ0 + |B|2g
}

+ antisymmetric

=
1
4

{
|K|2g −Ki`Ekε

`ki︸ ︷︷ ︸
0

γ1γ2γ3 + εijkKikBj︸ ︷︷ ︸
0

γ0

+2|E|2g − 2εijkEiBjγkγ0

−E`Ekγ` (−2gik − γkγi)γi︸ ︷︷ ︸
γk

−εijkBjE`(−g`iγk + gk`γi)γ0 − εijkB
iEjγkγ0

+2|B|2g
5The calculation here can be somewhat simplified by noting at the outset that there is no

symmetric nonzero matrix which can be built by contraction with K, E, and the γ-matrices
with no indices left, similarly for K and B, hence the contributions from Ai(K) and that of
Ai(E) + Ai(B) can be computed separately.
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−εijkBiEjγkγ0 + |B|2g
}

+ antisymmetric

=
1
4

{
|K|2g + 3|E|2g + 3|B|2g − 6εijkEiBjγkγ0

}
, (7.15.43)

where the last equality is justified by the fact that all the antisymmetric matrices
have to cancel out, since the matrix at the left-hand-side of the first line of
(7.15.43) is symmetric. Subtracting (7.15.43) from (7.15.38) we thus find the
following formula for the term (7.15.10f):

〈φ,
{
(γiAi)tγjAj − (Ai)tAi

}
φ〉 =

−1
4
〈φ,
{
|K|2g − (trgK)2 + 2|E|2g + 2|B|2g − 4εijkEiBjγkγ0

}
φ〉 .(7.15.44)

Summarizing, Equations (7.15.10), (7.15.11), (7.15.16), (7.15.17), (7.15.24),
(7.15.31), (7.15.32), (7.15.35) and (7.15.44) lead to

Di〈φ, (∇i + γiγj∇j)φ〉 = |∇φ|2 − |MFDφ|2

+
1
4
〈φ,
{
µ+ (νiγi − div(E))γ0 − div(B)γ1γ2γ3

}
φ〉 , (7.15.45)

where

µ := R− |K|2g + (trgK)2 − 2|E|2g − 2|B|2g , (7.15.46a)

νj = 2Di(Kij − trKgij) + 4εjk`EkB` . (7.15.46b)

We turn now our attention to the electromagnetic field contribution to the
boundary integrand 〈φ, (∇i + γiγj∇j)φ〉:

Ai(E) + γiγjAj(E) = Eiγ0 + antisymmetric , (7.15.47a)

Ai(B) + γiγjAj(B) = −1
2
Biγ1γ2γ3 − 1

4
εjk`B

jγiγkγ` + antisymmetric

= −Biγ1γ2γ3 + antisymmetric , (7.15.47b)

and Equation (7.15.21) gives

lim
R→∞

∮
S(R)

U idSi = 4π〈φ∞,
[
pµγ

µγ0 +Qγ0 − Pγ1γ2γ3
]
φ∞〉 . (7.15.48)

Let us turn our attention now to the hyperbolic case: let α ∈ R, we set

Ai = Ai +
α
√
−1

2
γi︸ ︷︷ ︸

Ai(α)

, ∇i = Di + Ai , (7.15.49)

with Ai as in Equation (7.15.22). (This is the standard way of taking into
account a cosmological constant when no Maxwell field is present [54].) Here√
−1 : V → V is any map satisfying

(
√
−1)2 = −idV ,

√
−1γi = γi

√
−1 , (

√
−1)t = −

√
−1 . (7.15.50)
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(If V is a complex vector space understood as a vector space over R, with the
real scalar product 〈·, ·〉 arising from a sesquilinear form 〈·, ·〉C, then

√
−1 can

be taken as multiplication by i. On the other hand, if no such map
√
−1 exists

on V , one can always replace V by its complexification VC := V ⊗C, with new
matrices γµ ⊗ idC, and use multiplication by idV ⊗ (i idC) on VC as the desired
map.)•7.15.5 We consider again Equation (7.15.10), with A there replaced by•7.15.5: ptc:this

discussion is a little of
an overkill, since we
are in space-dimension
three, so everything
can be made explicit

A . Now, the terms (7.15.10d) and (7.15.10e) are linear in A , and they have
already been shown to vanish when α = 0; thus, to show that they vanish for
α 6= 0 it suffices to show that they do so when Ai = Ai(α). This is obvious for
(7.15.10e), while for (7.15.10d) we have

(Ai(α))t = Ai(α) ,

γiAi(α) = −3
α
√
−1

2
, (γiAi(α))t = 3

α
√
−1

2
,

Ai(α)−(Ai(α))t+γiγjAj(α)+(γjAj(α))tγi =
α
√
−1

2

(
γi + (γi)t − 3

2
γi +

3
2
γi
)

= 0 .

It follows that the only new terms that can perhaps occur in Equations (7.15.10c)-
(7.15.10f) arise from (7.15.10f). We calculate(
γiAi + γiAi(α)

)t (
γjAj + γjAj(α)

)
=

(
(γiAi)t + 3

α
√
−1

2

)(
γjAj − 3

α
√
−1

2

)
= (γiAi)tγjAj +

9α2

4

+3
α
√
−1

2
(
γjAj − (γiAi)t

)
, (7.15.51)(

Ai +Ai(α)
)t (Ai +Ai(α)) =

(
(Ai)t +

α
√
−1

2
γi
)(

Ai +
α
√
−1

2
γi

)
= (Ai)tAi +

3α2

4

+
α
√
−1

2
( (Ai)tγi︸ ︷︷ ︸
−(Ai)t(γi)t=−(γiAi)t

+γjAj) ,(7.15.52)

so that

(γiAi)tγjAj − (A i)tAi = (γiAi)tγjAj − (Ai)tAi +
3α2

2
+α

√
−1
(
γjAj − (γiAi)t

)
. (7.15.53)

Equations (7.15.36)-(7.15.37) show that

α
√
−1
(
γjAj − (γiAi)t

)
= α

√
−1Biγiγ

1γ2γ3 , (7.15.54)

so that we obtain

Di〈φ, (∇i + γiγj∇j)φ〉 = |∇φ|2 − |MFDφ|2

+
1
4
〈φ,
{
µ+ 6α2 + (νiγi − div(E))γ0 +

(
4α
√
−1Biγi − div(B)

)
γ1γ2γ3

}
φ〉 ,

(7.15.55)
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where µ, ν is as in (7.15.46), div(E) is the divergence of E and div(B) that
of B. Somewhat surprisingly, the term Biγiγ

1γ2γ3 occurring above does not
seem to combine in any obvious way with the remaining ones to yield a use-
ful identity except when B vanishes. •7.15.6 •7.15.7 In any case the identity•7.15.6: ptc:This is

very strange - do you
see any way of fixing
this? I have added new
material that makes it
work when trgK is a
constant, but one
would expect that no
such restriction is
needed?

•7.15.7: ptc:Warning:
this is the file
hyperMax, its
maintained version is
in the levoca directory

(7.15.55) can then be used to prove a mass-charge inequality in an asymptoti-
cally hyperboloidal setting, in the spirit of Theorem ?? with B ≡ 0 there, both
in the boundaryless and in the trapped-boundary cases.•7.15.8 It turns out that

•7.15.8: ptc:except that
I have some difficulties
with understanding the
associated boundary
terms...

a slightly different approach can be used to handle the negative cosmological
constant with a general Maxwell field provided that trgK is constant, as follows:
let a ∈ R and consider the connection (7.15.22) with Kij replaced by

K̄ij := Kij + agij . (7.15.56)

The identity (7.15.45) will then hold with the current ν unchanged, as follows
from (7.15.46b), while µ given by (7.15.46a) will be replaced by

µ := R− |K̄|2g + (trgK̄)2 − 2|E|2g − 2|B|2g
= R− |K|2g + (trgK)2 + 4atrgK + 6a2 − 2|E|2g − 2|B|2g .(7.15.57)

We will then recover Equation (7.15.55) provided that a is chosen as either one
of the following roots

a± := −trgK
3

±

√(
trgK

3

)2

+ α2 .

Let us turn our attention now to the problem of boundary conditions which one
imposes in the asymptotically hyperboloidal case: consider ....•7.15.9 As shown•7.15.9: ptc:to be

finished, several objects
to be defined, zomega,
ourU

in [32], when
ψ = ψu + χ , (7.15.58)

with χ ∈ H and with ψu satisfying•7.15.10•7.15.10: ptc:use
systematically complex
numbers, or say
something about that;
fix normalisation D̊ψu := dψu −

1
4
ω̊ijγ

iγjψu = − i
2
γj ⊗ θ̊j ψu ; (7.15.59)

here {θ̊i} is a co-frame dual to {̊ei}, while u is any parameter •7.15.11 parameterizing•7.15.11: ptc:describe
which the solutions of (7.15.59). Then we have

lim
r→∞

∮
Sr

〈ψ, cg(n)cg(eA)(DA + iγA)ψ〉 =
1
4

lim
r→∞

∫
Sr

Uiνi. (7.15.60)

To be able to carry through the positivity argument one needs to be able to
solve the equation

MFDχ = −MFD(ϕψu)

for a χ ∈ H, where ϕ is a cutoff function supported in Mext, with ϕ equal to
one for large distances. This will be possible when MFDψu ∈ L2(Mext), which
in turn will be guaranteed by

V trgK , V E , V B ∈ L2(Mext) , (7.15.61)
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where
V = V (u) := 〈ψu, ψu〉 . (7.15.62)

It is rather clear that Equation (7.15.61) forces the total electric and magnetic
charge to vanish, so that under (7.15.61) the addition of Ai(E) and Ai(B) to
the connection ∇ does not lead to any new information, while complicating
considerably the argument.•7.15.12 When Equation (7.15.61) holds we might as•7.15.12: ptc:This is

not clear? I need to
think this over; what is
the correct definition
of E

well take Ai = Ai(K). Now, the boundary contribution from K is obtained
from (7.15.20), except that the part of the integrand which arises from ψu is
not constant over the boundary at infinity in general:•7.15.13 •7.15.13: ptc:maybe this

vanishes?

lim
R→∞

∮
S(R)

〈ψu,
(
Ai + γiγjAj

)
ψu〉dSi

= lim
R→∞

1
2

∮
S(R)

(
(trgKgij −Kij)〈ψu, γ0γjψu〉

)
dSi

= lim
R→∞

1
2

∮
S(R)

(
(trgKδij −Ki

j)Y j
)
dSi , (7.15.63)

where
Y j := 〈ψu, γ0γ

jψu〉 . (7.15.64)
•7.15.14 Collecting (7.15.60) and (7.15.63) we obtain •7.15.14: ptc:If

Ai = Ai(K),

lim
R→∞

∮
S(R)

U idSi = 4πH(X) , (7.15.65)

where H(X) is the Hamiltonian energy associated with the space-time vector
field X such that its normal component to the initial data hypersurface equals
n, and its tangential component equals Y [?];•7.15.15 recall that U is the vector•7.15.15: ptc:To jest

jakies dziwne, bo dla
anty de Sitera to i tak
jest wszystko styczne?
moze to znika?

field defined in Equation (7.15.10a).
Fall-off conditions weaker than those of (7.15.61) can be obtained if we

consider comparison spinor fields ψu which, instead of (7.15.59), satisfy

D̊ψu = − i
2
γj ⊗ e̊j ψu − Åj ⊗ e̊j ψu , (7.15.66)

with

Å := Åi ⊗ θ̊i =
( 1

2
K̊ijγ

jγ0︸ ︷︷ ︸
Ai(K̊)

−1
2
E̊kγkγiγ0︸ ︷︷ ︸
Ai(E̊)

−1
4
εjk`B̊

jγkγ`γi︸ ︷︷ ︸
Ai(B̊)

)
⊗ θ̊i . (7.15.67)

for some background fields K̊, E̊, B̊; in (7.15.67) the indices on K̊, E̊ and B̊
are frame indices with respect to the background ON-frame {̊ei}. This leads
to the need of reexamining the calculations of [32] for the contribution of the
new fields introduced...•7.15.16 In the case of the connection (7.15.22) with the•7.15.16: ptc:to be done

replacement (7.15.56), the asymptotic spinors one needs to consider are not
solutions of (7.15.66) anymore, this equation has to be replaced by

D̊e̊iψu = −a
2
γiγ0ψu − Åiψu . (7.15.68)
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In the simplest case Å = 0 there is a one-to-one correspondence between solu-
tions of (7.15.66) (which coincides then with (7.15.59)) and those of (7.15.68),
obtained as follows: Let φu satisfy (7.15.59), and set

ψu :=
1√
2
(1± iγ0)φu ⇐⇒ φu :=

1√
2
(1∓ iγ0)ψu . (7.15.69)

We then have

D̊e̊iψu = − i

2
√

2
(1± iγ0)γiφu

=
i

2
√

2
γi(1∓ iγ0)φu

=
i

2
√

2
γi(γ0)2(1∓ iγ0)φu

=
i

2
√

2
γiγ0 (γ0 ∓ i)︸ ︷︷ ︸

∓i(1±iγ0)

φu

= ±1
2
γiγ0ψu .

In the hyperboloidal case, there are still issues about the boundary
integrals which I do not understand at all when K does not vanish;
so, for the while, I am leaving things as they are. We can finish off
the paper without having to expand the cosmological constant case.
I will come back to this when I have more time

•7.15.17 In fact, Equation (7.15.55) will always hold when the offending term•7.15.17: ptc:This
paragraph does not
lead anywhere, and is
kept here only for
recycling purposes

(??) vanishes, there is an important case when this happens. Namely, suppose
that V is the real form of a complex vector space, still denoted by V , with

√
−1 = i idV , 〈·, ·〉 = <(〈·, ·〉C) ,

where < denotes the real part, and 〈·, ·〉C is a sesquilinear scalar product on V .
Suppose further that the γi’s are anti-Hermitian, and γ0 is Hermitian. Then
all the calculations performed so far remain correct with trivial modifications,
such as the replacement of
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7.16 Eigenvalues of certain matrices

In the proofs of the energy-momentum inequalities of Section ?? the positivity
properties of several matrices acting on the space of spinors have to be analyzed.
It is sufficient to make a pointwise analysis, so we consider a real vector space
V equipped with a scalar product 〈·, ·〉 together with matrices γµ, µ = 0, 1, 2, 3
satisfying

γµγν + γνγµ = −2ηµν , (7.16.1)

where η = diag(−1, 1, 1, 1). We further suppose that the matrices γtµ, trans-
posed with respect to 〈·, ·〉, satisfy

γt0 = γ0 , γti = −γi ,

where the index i runs from one to three. Let us start with

aµγ0γµ = a0 + aiγ0γi , (aµ) = (a0,~a) = (a0, (ai)) .

The matrix aiγ0γi is symmetric and satisfies

(aiγ0γi)2 = aiajγ0γiγ0γj = −aiajγ0γ0γiγj = |~a|2δ ,

so that its eigenvalues belong to the set {±|~a|δ}. Since γ0 anticommutes with
aiγ0γi, it interchanges the eigenspaces with positive and negative eigenvalues.
Let ψi, i = 1, ·, N be an ON basis of the |~a|δ eigenspace of aiγ0γi, set

φ2i−1 = ψi , φ2i = γ0ψi .

It follows that {φi}2N
i=1 forms an ON basis of V (in particular dimV = 2N), and

in that basis aµγ0γµ is diagonal with entries a0 ± |~a|δ. We have thus proved

Proposition 7.16.1 The quadratic form 〈ψ, aµγ0γµψ〉 is non-negative if and
only if a0 ≥ |~a|δ.

Let us consider, next, the symmetric matrix

A := aµγ0γµ + bγ0 + cγ1γ2γ3 . (7.16.2)

Let ψ1 be an eigenvecteur of aiγ0γi with eigenvalue |~a|δ, set

φ1 = ψ1 , φ2 = γ0ψ1 , φ3 = γ1γ2γ3ψ1 , φ4 = γ1γ2γ3γ0ψ1 .

From the commutation relations (7.16.1) one easily finds

aiγ0γiφ1 = |~a|δφ1 , aiγ0γiφ2 = −|~a|δφ2 , aiγ0γiφ3 = −|~a|δφ3 , aiγ0γiφ4 = |~a|δφ4 ,

γ0φ1 = φ2 , γ0φ2 = φ1 , γ0φ3 = −φ4 , γ0φ4 = −φ3 ,

γ1γ2γ3φ1 = φ3 , γ1γ2γ3φ2 = φ4 , γ1γ2γ3φ3 = φ1 , γ1γ2γ3φ4 = φ2 .
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It is simple to check that the φi’s so defined are ON; proceeding by induction
one constructs an ON-basis {φi}2N

i=1 of V (in particular dimV is a multiple of
4) in which A is block-diagonal, built-out of blocks of the form

a0 + |~a|δ b c 0
b a0 − |~a|δ 0 c
c 0 a0 − |~a|δ −b
0 c −b a0 + |~a|δ

 .

The eigenvalues of this matrix are easily found to be a0 ±
√
|~a|2δ + b2 + c2. We

thus have:

Proposition 7.16.2 We have the sharp inequality

〈ψ, (aµγ0γµ + bγ0 − cγ1γ2γ3)ψ〉 ≥
(
a0 −

√
|~a|2δ + b2 + c2

)
|ψ|2 ,

in particular the quadratic form 〈ψ,Aψ〉, with A defined in (7.16.2), is non-
negative if and only if

a0 ≥
√
|~a|2δ + b2 + c2 .
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Black holes

•8.0.1 •8.0.1: ptc:A figure by
Anil Zeninoglu from
Helmut’s Cargese
volume

Figure 8.1: A Schwarzschild-Kruskal space-time in a conformal Gauss gauge.
This is not a schematic picture but quantitatively correct. In Schwarzschild
coordinates t and r the lower horizontal line, the initial hypersurface S ∼ S3,
corresponds for π/2 < χ < π to the hypersurface {t = 0} of a Schwarzschild
space-time. On S the coordinate χ satisfies r = tan(χ/2), takes the value π/2 at
the throat and the value π at one of the asymptotically flat ends. The parameter
τ on the conformal geodesics vanishes on S. With Ω = sin2 χ/2 (1 + sinχ) the
physical metric induced on S̃ is h̃ = Ω−2 dω2 with dω2 the standard line element
on S3. The initial conditions of section ?? are satisfied with κ = sinχ so that
Θ = κ−1 Ω {1− τ2[cosχ(2+sinχ)/2 (1+sinχ)]2}. The rescaled space-time and
the conformal Gauss gauge extend smoothly through null infinity, where Θ = 0.
The expression for Θ stops being meaningful when the conformal geodesics hit
the singularity. The behaviour of the hypersurfaces of constant retarded and
advanced time w and v shows that along curves which approach the cylinder I
the null cones collapse. Along curves on J + which approach the critical set I+

this behaviour does not occur. This indicates a degeneracy at I+ of the set of
characteristics.

•8.0.2 •8.0.2: ptc:check
Nicholas’s spelling;
this is from his
Dissertationes
Mathematica paper

•8.0.3

•8.0.3: ptc:Figures
stolen from Giulini
[55]Figure 8.9: bipolar coordinates

•8.0.4

•8.0.4: ptc:the
encyclopedia file should
be used here
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Figure 8.2: The Kruskal-Szekeres extension of the Schwarzschild solution.1

Figure 8.3: The Carter-Penrose diagram of the Schwarzschild-Kruskal-Szekeres
space-time.??

Figure 8.4: One black hole

Figure 8.5: Two black holes well separated

Figure 8.6: Two black holes after merging

Figure 8.7: Multi-Schwarzschild Figure 8.8: Einstein-Rosen manifold

Figure 8.10: The Misner Wormhole representing two black holes



Appendix A

Some elementary facts in
differential geometry

A.1 Vector fields

Let M be an n-dimensional manifold. Physicists often think of vector fields in
terms of coordinate systems: a vector field X is an object which in a coordinate
system {xi} is represented by a collection of functions Xi. In a new coordinate
system {yj} the field X is represented by a new set of functions:

Xi(x) → Xj(y) := Xj(x(y))
∂yi

∂xj
. (A.1.1)

(The summation convention is used throughout, so that the index j has to be
summed over.) In modern differential geometry a different approach is taken:
one identifies vector fields with homogeneous first order differential operators
acting on real valued functions f : M → R. In local coordinates {xi} a vector
field X will be written as Xi∂i, where the Xi’s are the “physicists’s functions”
just mentioned. This means that the action of X on functions is given by the
formula

X(f) := Xi∂if (A.1.2)

(recall that ∂i is the partial derivative with respect to the coordinate xi). Con-
versely, given some abstract derivative operatorX, the (perhaps locally defined)
functions Xi in (A.1.2) can be found by acting on the coordinate functions:

X(xi) = Xi . (A.1.3)

One justification for the differential operator approach is the fact that the tan-
gent γ̇ to a curve γ can be calculated — in a way independent of the coordinate
system {xi} chosen to represent γ — using the equation

γ̇(f) :=
d(f ◦ γ)
dt

.

Indeed, if γ is represented as γ(t) = {xi = γi(t)} within a coordinate patch,
then we have

d(f ◦ γ)(t)
dt

=
d(f(γ(t)))

dt
=
dγi(t)
dt

(∂if)(γ(t)) ,

191
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recovering the usual coordinate formula γ̇ = (dγi/dt). An alternative justifica-
tion is that this approach does encode the transformation law in a natural way:
indeed, from (A.1.3) and (A.1.2) we have

X(yi) = Xj ∂y
i

∂xj
,

reproducing (A.1.1).
Covector fields are fields dual to vector fields. It is convenient to define

dxi(X) := Xi ,

where Xi is as in (A.1.2). With this definition the (locally defined) bases
{∂i}i=1,...,dimM of TM and {dxj}i=1,...,dimM of T ∗M are dual to each other:

〈dxi, ∂j〉 := dxi(∂j) = δij ,

where δij is the Kronecker delta, equal to one when i = j and zero otherwise.
Vector fields can be added and multiplied by functions in the obvious way.

Another useful operation is the Lie bracket, or commutator, defined as

[X,Y ](f) := X(Y (f))− Y (X(f)) . (A.1.4)

One needs to check that this does indeed define a new vector field: the simplest
way is to use local coordinates,

[X,Y ](f) = Xj∂j(Y i∂if)− Y j∂j(Xi∂if)
= Xj(∂j(Y i)∂if + Y i∂j∂if)− Y j(∂j(Xi)∂if +Xi∂j∂if)
= (Xj∂jY

i − Y j∂jX
i)∂if +XjY i∂j∂if − Y jXi∂j∂if︸ ︷︷ ︸

=XjY i (∂j∂if − ∂i∂jf)︸ ︷︷ ︸
0

= (Xj∂jY
i − Y j∂jX

i)∂if , (A.1.5)

which is indeed a homogeneous first order differential operator. Here we have
used the symmetry of the matrix of second derivatives of twice differentiable
functions. We note that the last line of (A.1.5) also gives an explicit coordinate
expression for the commutator of two differentiable vector fields.

A.2 Raising and lowering of indices

Let g be a symmetric two-covariant tensor field on M , by definition such an
object is the assignment to each point p ∈ M of a bilinear map g(p) from
TpM × TpM to R, with the additional property

g(X,Y ) = g(Y,X) .

In this work the symbol g will be reserved to non-degenerate symmetric two-
covariant tensor fields. It is usual to simply write g for g(p), the point p being
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implicitly understood. We will sometimes write gp for g(p) when referencing p
will be useful.

The usual Sylvester’s inertia theorem tells us that at each p the map g will
have a well defined signature; clearly this signature will be point-independent
on a connected manifold when g is non-degenerate. A pair (M, g) is said to be a
Riemannian manifold when the signature of g is (dimM, 0); equivalently, when
g is a positive definite bilinear form on every product TpM×TpM . A pair (M, g)
is said to be a Lorentzian manifold when the signature of g is (dimM − 1, 1).
One talks about pseudo-Riemannian manifolds whatever the signature of g,
as long as g is non-degenerate, but we will only encounter Riemannian and
Lorentzian metrics in this work.

Since g is non-degenerate it induces an isomorphism

[ : TpM → T ∗pM

by the formula
X[(Y ) = g(X,Y ) .

In local coordinates this gives

X[ = gijX
idxj =: Xjdx

j . (A.2.1)

This last equality defines Xj — “the vector Xj with the index j lowered”:

Xi := gijX
j . (A.2.2)

The operation (A.2.2) is called the lowering of indices in the physics literature
and, again in the physics literature, one does not make a distinction between
the one-form X[ and the vector X.

The inverse map will be denoted by ] and is called the raising of indices;
from (A.2.1) we obviously have

α] = gijαi∂j =: αi∂i ⇐⇒ dxi(α]) = αi = gijαj ,

where gij is the matrix inverse to gij . For example,

(dxi)] = gik∂k .

Clearly gij , understood as the matrix of a bilinear form on T ∗pM , has the same
signature as g, and can be used to define a scalar product g] on T ∗p (M):

g](α, β) := g(α], β]) ⇐⇒ g](dxi, dxj) = gij .

This last equality is justified as follows:

g](dxi, dxj) = g((dxi)], (dxj)]) = g(gik∂k, gj`∂`) = gikgk`︸ ︷︷ ︸
=δi`

gj` = gji = gij .

It is convenient to use the same letter g for g] — physicists do it all the time
— or for scalar products induced by g on all the remaining tensor bundles, and
we will sometimes do so.
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A.3 Lie derivatives (to be done)

A.4 Covariant derivatives

When dealing with Rn, or subsets thereof, there exists an obvious prescription
how to differentiate tensor fields: we have then at our disposal the canonical
trivialization {∂i}i=1,...,n of TRn, together with its dual trivialization {dxj}i=1,...,n

of T ∗Rn. We can expand a tensor field T of valence (k, `) in terms of those bases,

T = T i1...ik j1...j`∂i1 ⊗ . . .⊗ ∂ik ⊗ dxj1 ⊗ . . .⊗ dxj`

⇐⇒ T i1...ik j1...j` = T (dxi1 , . . . , dxik , ∂j1 , . . . , ∂j`) , (A.4.1)

and differentiate each component T i1...ik j1...j` of T separately:

X(T ) := Xi∂i(T i1...ik j1...j`)∂i1 ⊗ . . .⊗ ∂ik ⊗ dxj1 ⊗ . . .⊗ dxj` . (A.4.2)

The resulting object does, however, not behave as a tensor under coordinate
transformations: as an example, consider the one-form T = dx on Rn, which
has vanishing derivative as defined by (A.4.2). When expressed in spherical
coordinates we have

T = d(ρ cosϕ) = ρ sinϕdϕ+ cosϕdρ ,

the partial derivatives of which are non-zero, both with respect to the original
cartesian coordinates (x, y) and to the new spherical ones (ρ, ϕ). The notion of
a covariant derivative, sometimes also referred to as a connection, is introduced
precisely to obtain a notion of derivative which has tensorial properties. By
definition, a covariant derivative is a map which to a vector field X and a
tensor field T assigns a tensor field of the same type as T , denoted by ∇XT ,
with the following properties:

1. ∇XT is linear with respect to addition both with respect to X and T :

∇X+Y T = ∇XT +∇Y T , ∇X(T + Y ) = ∇XT +∇XS , (A.4.3)

2. ∇XT is linear with respect to multiplication of X by functions f ,

∇fXT = f∇XT , (A.4.4)

3. and, finally, ∇XT satisfies the Leibniz rule under multiplication of T by
a differentiable function f :

∇X(fT ) = f∇XT +X(f)T . (A.4.5)

It is natural to ask whether covariant derivatives do exist at all in general and,
if so, how many of them can there be. First, it immediately follows from the
axioms above that if D and ∇ are two covariant derivatives, then

∆(X,T ) := DXT −∇XT
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is multi-linear both with respect to addition and multiplication by functions
— the non-homogeneous terms X(f)T in (A.4.5) cancel out — and is thus a
tensor field. Reciprocally, if D is a covariant derivative and ∆(X,T ) is bilinear
with respect to addition and multiplication by functions, then

∇XT := DXT + ∆(X,T ) (A.4.6)

is a new covariant derivative.
We note that the sum of two covariant derivatives is not a covariant deriva-

tive. However, convex combinations of covariant derivatives, with coefficients
which may vary from point to point, are again covariant derivatives. This re-
mark allows one to construct covariant derivatives using partitions of unity:
Let, indeed, {Oi}i∈N be an open covering of M by coordinate patches and let
ϕi be an associated partition of unity. In each of those coordinate patches we
can decompose a tensor field T as in (A.4.1), and define

DXT :=
∑
i

ϕiX
j∂j(T i1...ik j1...j`)∂i1 ⊗ . . .⊗ ∂ik ⊗ dxj1 ⊗ . . .⊗ dxj` . (A.4.7)

This procedure, which depends upon the choice of the coordinate patches and
the choice of the partition of unity, defines one covariant derivative; all other
covariant derivatives are then obtained from D using (A.4.6). Note that (A.4.2)
is a special case of (A.4.7) when there exists a global coordinate system on
M . Thus (A.4.2) does define a covariant derivative. However, the associated
operation on tensor fields will not take the simple form (A.4.2) when we go to
a different coordinate system {yi} in general.

As an illustration, let us describe all possible covariant derivatives on func-
tions: first, it is straightforward to check that the assignment

(X, f) −→ X(f) (A.4.8)

is a covariant derivative. It then follows that prescribing a covariant derivative
on functions is equivalent to prescribing a field γ of one-forms with

∇Xf = X(f) + γ(X)f . (A.4.9)

Clearly, any one-form
γ(X) = ∇X1

determines a unique covariant derivative on functions by (A.4.9). We are free
to choose γ arbitrarily, and each covariant derivative on functions is uniquely
determined by some γ. For functions the generalization obtained by adding a
γ piece is not very useful, and throughout this work only the covariant deriva-
tive (A.4.8) will be used for functions. The addition of a lower order term
in ∇ becomes, however, a necessity when one wishes to construct tensors by
differentiation of tensors other than functions.

The simplest next possibility is that of a covariant derivative of vector fields.
We will first assume that we are working on a set Ω ⊂M over which we have a
global trivialization of the tangent bundle TM ; by definition, this means that
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there exist vector fields ea, a = 1, . . . ,dimM , such that at every point p ∈ Ω the
fields ea(p) ∈ TpM form a basis of TpM .1 Let θa denote the dual trivialization
of T ∗M — by definition the θa’s satisfy

θa(eb) = δab .

Given a covariant derivative ∇ on vector fields we set

Γab(X) := θa(∇Xeb) ⇐⇒ ∇Xeb = Γab(X)ea , (A.4.10a)

Γabc := Γab(ec) = θa(∇eceb) ⇐⇒ ∇Xeb = ΓabcXcea . (A.4.10b)

The (locally) defined) functions Γabc are called connection coefficients. If {ea}
is the coordinate basis {∂µ} we shall write

Γµαβ := dxµ(∇∂β∂α)
(
⇐⇒ ∇∂µ∂ν = Γσνµ∂σ

)
, (A.4.11)

etc. In this particular case the connection coefficients are usually called Christof-
fel symbols. We will sometimes write Γσνµ instead of Γσνµ. By using the Leibniz
rule (A.4.5) we find

∇XY = ∇X(Y aea)
= X(Y a)ea + Y a∇Xea

= X(Y a)ea + Y aΓba(X)eb
= (X(Y a) + Γab(X)Y b)ea
= (X(Y a) + ΓabcY bXc)ea , (A.4.12)

which gives various equivalent ways of writing ∇XY . The (perhaps only locally
defined) Γab’s are linear in X, and the collection (Γab)a,b=1,...,dimM is sometimes
referred to as the connection one-form. The one-covariant, one-contravariant
tensor field ∇Y is defined as

∇Y := ∇aY
bθa ⊗ eb ⇐⇒ ∇aY

b := θb(∇eaY ) ⇐⇒ ∇aY
b = ea(Y b) + ΓbcaY c .

(A.4.13)
We will sometimes write ∇a for ∇ea . Further, ∇aY

b will sometimes be written
as Y b

;a. It should be stressed that the notation ∇aY
b does not mean the action

of a derivative operator ∇a on a component Y b of a vector field (as would have
been the case if the Y a’s were treated as functions, as in (A.4.9)), but represents
the tensor field ∇Y as in (A.4.13).

Suppose that we are given a covariant derivative on vector fields, there is
a natural way of inducing a covariant derivative on one-forms by imposing the
condition that the duality operation be compatible with the Leibniz rule: given
two vector fields X and Y together with a field of one-forms α one sets

(∇Xα)(Y ) := X(α(Y ))− α(∇XY ) . (A.4.14)

1This is the case when Ω is a coordinate patch with coordinates (xi), then the
{ea}a=1,...,dimM can be chosen to be equal to {∂i}a=1,...,dimM . Recall that a manifold is
said to be parallelizable if a basis of TM can be chosen globally over M — in such a case Ω
can be taken equal to M . We emphasize that we are not assuming that M is parallelizable,
so that equations such as (A.4.10) have only a local character in general.
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Let us, first, check that (A.4.14) defines indeed a field of one-forms. The lin-
earity, in the Y variable, with respect to addition is obvious. Next, for any
function f we have

(∇Xα)(fY ) = X(α(fY ))− α(∇X(fY ))
= X(f)α(Y ) + fX(α(Y ))− α(X(f)Y + f∇XY )
= f(∇Xα)(Y ) ,

as should be the case for one-forms. Next, we need to check that ∇ defined by
(A.4.14) does satisfy the remaining axioms imposed on covariant derivatives.
Again multi-linearity with respect to additions is obvious, as well as linearity
with respect to multiplication of X by a function. Finally,

∇X(fα)(Y ) = X(fα(Y ))− fα(∇XY )
= X(f)α(Y ) + f(∇Xα)(Y ) ,

as desired.
The duality pairing

T ∗pM × TpM 3 (α,X) → α(X) ∈ R

is sometimes called contraction. As already pointed out, the operation ∇ on
one forms has been defined in (A.4.14) so as to satisfy the Leibniz rule under
duality pairing :

X(α(Y )) = (∇Xα)(Y ) + α(∇XY ) ; (A.4.15)

this follows directly from (A.4.14). This should not be confused with the Leib-
niz rule under multiplication by functions, which is part of the definition of
a covariant derivative, and therefore always holds. It should be kept in mind
that (A.4.15) does not necessarily hold for all covariant derivatives: if v∇ is
some covariant derivative on vectors, and f∇ is some covariant derivative on
one-forms, in general one will have

X(α(Y )) 6= (f∇X)α(Y ) + α(v∇XY ) .

Using the basis-expression (A.4.12) of ∇XY and the definition (A.4.14) we
have

∇Xα = Xa∇aαb θ
b ,

with

∇aαb := (∇eaα)(eb)
= ea(α(eb))− α(∇eaeb)

= ea(αb)− Γcbaαc .

It should now be clear how to extend ∇ to tensors of arbitrary valence: if
T is r covariant and s contravariant one sets

(∇XT )(X1, . . . , Xr, α1, . . . αs) := X
(
T (X1, . . . , Xr, α1, . . . αs)

)
−T (∇XX1, . . . , Xr, α1, . . . αs)− . . .− T (X1, . . . ,∇XXr, α1, . . . αs)
−T (X1, . . . , Xr,∇Xα1, . . . αs)− . . .− T (X1, . . . , Xr, α1, . . .∇Xαs) .

(A.4.16)
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The verification that this defines a covariant derivative proceeds in a way iden-
tical to that for one-forms. In a basis we have

∇XT = Xa∇aTa1...ar
b1...bsθa1 ⊗ . . .⊗ θar ⊗ eb1 ⊗ . . .⊗ ebs ,

and (A.4.16) gives

∇aTa1...ar
b1...bs := (∇eaT )(ea1 , . . . , ear , θ

b1 , . . . , θbs)
= ea(Ta1...ar

b1...bs)− Γca1aTc...ar
b1...bs − . . .− ΓcaraTa1...c

b1...bs

+Γb1caTa1...ar
c...bs + . . .+ ΓbscaTa1...ar

b1...c . (A.4.17)

Carrying over the last two lines of (A.4.16) to the left-hand-side of that equation
one obtains the Leibniz rule for ∇ under pairings of tensors with vectors or
forms. It should be clear from (A.4.16) that ∇ defined by that equation is
the only covariant derivative which agrees with the original one on vectors,
and which satisfies the Leibniz rule under the pairing operation. We will only
consider such covariant derivatives in this work.

A.4.1 Torsion

Let ∇ be a covariant derivative defined for vector fields, the torsion tensor T
is defined by the formula

T (X,Y ) := ∇XY −∇YX − [X,Y ] , (A.4.18)

where [X,Y ] is the Lie bracket defined in (A.1.4). We obviously have

T (X,Y ) = −T (Y,X) . (A.4.19)

Let us check that T is actually a tensor field: multi-linearity with respect to
addition is obvious. To check what happens under multiplication by functions,
in view of (A.4.19) it is sufficient to do the calculation for the first slot of T .
We then have

T (fX, Y ) = ∇fXY −∇Y (fX)− [fX, Y ]

= f

(
∇XY −∇YX

)
− Y (f)X − [fX, Y ] . (A.4.20)

To work out the last commutator term we compute, for any function g,

[fX, Y ](g) = fX(Y (g))− Y (fX(g))︸ ︷︷ ︸
=Y (f)X(g)+fY (X(g))

= f [X,Y ](g)− Y (f)X(g) ,

hence
[fX, Y ] = f [X,Y ]− Y (f)X , (A.4.21)

and the last term here cancels the undesirable before-last term in (A.4.20), as
required.

In a coordinate basis ∂µ we have [∂µ, ∂ν ] = 0 and one finds from (A.4.11)

Tµν := T (∂µ, ∂ν) = (Γσνµ − Γσµν)∂σ , (A.4.22)

which shows that — in coordinate frames — T is determined by twice the
antisymmetrization of the Γσµν ’s over the lower indices. In particular that last
antisymmetrization produces a tensor field.
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A.5 Curvature

Let ∇ be a covariant derivative defined for vector fields, the curvature tensor
is defined by the formula

R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z , (A.5.1)

where, as elsewhere, [X,Y ] is the Lie bracket defined in (A.1.4). We note the
anti-symmetry

R(X,Y )Z = −R(Y,X)Z . (A.5.2)

Multi-linearity with respect to addition is obvious, as before; multiplications by
functions require more work. First, we have (see (A.4.21))

R(fX, Y )Z = ∇fX∇Y Z −∇Y∇fXZ −∇[fX,Y ]Z

= f∇X∇Y Z −∇Y (f∇XZ)− ∇f [X,Y ]−Y (f)XZ︸ ︷︷ ︸
=f∇[X,Y ]Z−Y (f)∇XZ

= fR(X,Y )Z .

Next,

R(X,Y )(fZ) = ∇X∇Y (fZ)−∇Y∇X(fZ)−∇[X,Y ](fZ)

=
{
∇X

(
Y (f)Z + f∇Y Z

)}
−
{
· · ·
}
X↔Y

−[X,Y ](f)Z − f∇[X,Y ]Z

=
{
X(Y (f))Z︸ ︷︷ ︸

a

+Y (f)∇XZ +X(f)∇Y Z︸ ︷︷ ︸
b

+f∇X∇Y Z
}
−
{
· · ·
}
X↔Y

− [X,Y ](f)Z︸ ︷︷ ︸
c

−f∇[X,Y ]Z .

Now, a together with its counterpart with X and Y interchanged cancel out
with c, while b is symmetric with respect to X and Y and therefore cancels out
with its counterpart with X and Y interchanged, leading to the desired equality

R(X,Y )(fZ) = fR(X,Y )Z .

In a coordinate basis {ea} = {∂µ} we find2 (recall that [∂µ, ∂ν ] = 0)

Rαβγδ := 〈dxα, R(∂γ , ∂δ)∂β〉
= 〈dxα,∇γ∇δ∂β〉 − 〈· · ·〉δ↔γ

= 〈dxα,∇γ(Γσβδ∂σ)〉 − 〈· · ·〉δ↔γ

= 〈dxα, ∂γ(Γσβδ)∂σ + ΓρσγΓσβδ∂ρ〉 − 〈· · ·〉δ↔γ

= {∂γΓαβδ + ΓασγΓσβδ} − {· · ·}δ↔γ ,

2The reader is warned that certain authors use a different sign convention either for
R(X, Y )Z, or for Rα

βγδ, or both. A useful table that lists the sign conventions for a se-
ries of standard GR references can be found on the backside of the front cover of [83].
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leading finally to

Rαβγδ = ∂γΓαβδ − ∂δΓαβγ + ΓασγΓσβδ − ΓασδΓσβγ . (A.5.3)

In a general frame some supplementary commutator terms will appear in the
formula for Rabcd.

Equation (A.5.1) is most frequently used “upside-down”, not as a definition
of the Riemann tensor, but as a tool for calculating what happens when one
changes the order of covariant derivatives. Recall that for partial derivatives
we have

∂µ∂νZ
σ = ∂ν∂µZ

σ ,

but this is not true in general if partial derivatives are replaced by covariant
ones:

∇µ∇νZ
σ 6= ∇ν∇µZ

σ .

To find the correct formula let us consider the tensor field S defined as

Y −→ S(Y ) := ∇Y Z .

In local coordinates, S takes the form

S = ∇µZ
ν dxµ ⊗ ∂ν .

It follows from the Leibniz rule — or, equivalently, from the definitions in
Section A.4 — that we have

(∇XS)(Y ) = ∇X(S(Y ))− S(∇XY )
= ∇X∇Y Z −∇∇XY Z .

The commutator of the derivatives can then be calculated as

(∇XS)(Y )− (∇Y S)(X) = ∇X∇Y Z −∇Y∇XZ −∇∇XY Z +∇∇YXZ

= ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z

+∇[X,Y ]Z −∇∇XY Z +∇∇YXZ

= R(X,Y )Z −∇T (X,Y )Z . (A.5.4)

Writing ∇S in the usual form

∇S = ∇σSµ
ν dxσ ⊗ dxµ ⊗ ∂ν = ∇σ∇µZ

ν dxσ ⊗ dxµ ⊗ ∂ν ,

we are thus led to

∇µ∇νZ
α −∇ν∇µZ

α = RασµνZ
σ − T σµν∇σZ

α . (A.5.5)

In the important case of vanishing torsion, the coordinate-component equivalent
of (A.5.1) is thus

∇µ∇νX
α −∇ν∇µX

α = RασµνX
σ . (A.5.6)
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An identical calculation gives, still for torsionless connections,

∇µ∇νaα −∇ν∇µaα = −Rσαµνaσ . (A.5.7)

For a general tensor t and torsion-free connection each tensor index comes with
a corresponding Riemann tensor term:

∇µ∇νtα1...αr
β1...βs −∇ν∇µtα1...αr

β1...βs =
−Rσα1µνtσ...αr

β1...βs − . . .−Rσαrµνtα1...σ
β1...βs

+Rβ1
σµνtα1...αr

σ...βs + . . .+Rβsσµνtα1...αr
β1...σ . (A.5.8)
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A.5.1 Bianchi identities

We have already seen the anti-symmetry property of the Riemann tensor, which
in the index notation corresponds to the equation

Rαβγδ = −Rαβδγ . (A.5.9)

There are a few other identities satisfied by the Riemann tensor, we start with
the first Bianchi identity. Let A(X,Y, Z) be any expression depending upon
three vector fields X,Y, Z which is antisymmetric in X and Y , we set∑

[XY Z]

A(X,Y, Z) := A(X,Y, Z) +A(Y, Z,X) +A(Z,X, Y ) , (A.5.10)

thus
∑

[XY Z] is a sum over cyclic permutations of the vectors X,Y, Z. Clearly,∑
[XY Z]

A(X,Y, Z) =
∑

[XY Z]

A(Y, Z,X) =
∑

[XY Z]

A(Z,X, Y ) . (A.5.11)

Suppose, first, that X, Y and Z commute. Using (A.5.11) together with the
definition (??) of the torsion tensor T we calculate∑

[XY Z]

R(X,Y )Z =
∑

[XY Z]

(
∇X∇Y Z −∇Y∇XZ

)
=

∑
[XY Z]

(
∇X∇Y Z −∇Y (∇ZX + T (X,Z))︸ ︷︷ ︸

we have used [X,Z]=0, see (??)

)
=

∑
[XY Z]

∇X∇Y Z −
∑

[XY Z]

∇Y∇ZX︸ ︷︷ ︸
=0 (see (A.5.11))

−
∑

[XY Z]

∇Y (T (X,Z)︸ ︷︷ ︸
=−T (Z,X)

)

=
∑

[XY Z]

∇X(T (Y, Z)) ,

and in the last step we have again used (A.5.11). This can be somewhat re-
arranged by using the definition of the covariant derivative of a higher or-
der tensor (compare (A.4.16)) — equivalently, using the Leibniz rule rewritten
upside-down:

(∇XT )(Y, Z) = ∇X(T (Y, Z))− T (∇XY, Z)− T (Y,∇XZ) .

This leads to•A.5.1•A.5.1: ptc:there is a
sign wrong in the
whole calculation ∑

[XY Z]

∇X(T (Y, Z)) =
∑

[XY Z]

(
(∇XT )(Y, Z)− T (∇XY, Z)− T (Y, ∇XZ︸ ︷︷ ︸

=T (X,Z)+∇ZX

)
)

=
∑

[XY Z]

(
(∇XT )(Y, Z) + T (T (X,Z)︸ ︷︷ ︸

=−T (Z,X)

, Y )
)

−
∑

[XY Z]

T (∇XY, Z)−
∑

[XY Z]

T (Y,∇ZX)︸ ︷︷ ︸
=−T (∇ZX,Y )︸ ︷︷ ︸

=0 (see (A.5.11))
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=
∑

[XY Z]

(
(∇XT )(Y, Z)− T (T (X,Y ), Z)

)
.

Summarizing, we have obtained the first Bianchi identity:∑
[XY Z]

R(X,Y )Z =
∑

[XY Z]

(
(∇XT )(Y, Z)− T (T (X,Y ), Z)

)
, (A.5.12)

under the hypothesis that X, Y and Z commute. However, both sides of this
equation are tensorial with respect to X, Y and Z, so that they remain correct
without the commutation hypothesis.

We are mostly interested in connections with vanishing torsion, in which
case (A.5.12) can be rewritten as

Rαβγδ +Rαγδβ +Rαβγδ = 0 . (A.5.13)

Our next goal is the second Bianchi identity. We consider four vector fields
X, Y , Z and W and we assume again that everybody commutes with everybody
else. We calculate∑

[XY Z]

∇X(R(Y, Z)W ) =
∑

[XY Z]

(
∇X∇Y∇ZW︸ ︷︷ ︸

=R(X,Y )∇ZW+∇Y∇X∇ZW

−∇X∇Z∇YW
)

=
∑

[XY Z]

R(X,Y )∇ZW

+
∑

[XY Z]

∇Y∇X∇ZW −
∑

[XY Z]

∇X∇Z∇YW︸ ︷︷ ︸
=0

. (A.5.14)

Next,∑
[XY Z]

(∇XR)(Y, Z)W =
∑

[XY Z]

(
∇X(R(Y, Z)W )−R(∇XY, Z)W

−R(Y, ∇XZ︸ ︷︷ ︸
=∇ZX+T (X,Z)

)W −R(Y, Z)∇XW
)

=
∑

[XY Z]

∇X(R(Y, Z)W )

−
∑

[XY Z]

R(∇XY, Z)W −
∑

[XY Z]

R(Y,∇ZX)W︸ ︷︷ ︸
=−R(∇ZX,Y )W︸ ︷︷ ︸

=0

−
∑

[XY Z]

(
R(Y, T (X,Z))W +R(Y, Z)∇XW

)
=

∑
[XY Z]

(
∇X(R(Y, Z)W )−R(T (X,Y ), Z)W −R(Y, Z)∇XW

)
.
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It follows now from (A.5.14) that the first term cancels out the third one, leading
to ∑

[XY Z]

(∇XR)(Y, Z)W = −
∑

[XY Z]

R(T (X,Y ), Z)W , (A.5.15)

which is the desired second Bianchi identity for commuting vector fields. As
before, because both sides are multi-linear with respect to addition and multi-
plication by functions, the result remains valid for arbitrary vector fields.

For torsionless connections the components equivalent of (A.5.15) reads

Rαµβγ;δ +Rαµγδ;β +Rαµβγ;δ = 0 . (A.5.16)

A.5.2 The Levi-Civita connection

One of the fundamental results in pseudo-Riemannian geometry is that of ex-
istence of a torsion-free connection which preserves the metric:

Theorem A.5.1 Let g be a two-covariant symmetric non-degenerate tensor
field on a manifold M . Then there exists a unique connection ∇ such that

1. ∇g = 0,

2. the torsion tensor T of ∇ vanishes.

Proof: Let us start with uniqueness. Suppose, thus, that a connection satis-
fying the above is given, by the Leibniz rule we then have for any vector fields
X, Y and Z,

0 = (∇Xg)(Y, Z) = X(g(Y, Z))− g(∇XY, Z)− g(Y,∇XZ) . (A.5.17)

One then rewrites the same equation applying cyclic permutations to X, Y ,
and Z, with a minus sign for the last equation:

+g(∇XY, Z) + g(Y,∇XZ) = X(g(Y, Z)) ,
+g(∇Y Z,X) + g(Z,∇YX) = Y (g(Z,X)) ,
−g(∇ZX,Y )− g(X,∇ZY ) = −Z(g(X,Y )) . (A.5.18)

As the torsion tensor vanishes, the sum of the left-hand-sides of these equations
can be manipulated as follows:

g(∇XY, Z) + g(Y,∇XZ) + g(∇Y Z,X) + g(Z,∇YX)− g(∇ZX,Y )− g(X,∇ZY )
= g(∇XY +∇YX,Z) + g(Y,∇XZ −∇ZX) + g(X,∇Y Z −∇ZY )
= g(2∇XY − [X,Y ], Z) + g(Y, [X,Z]) + g(X, [Y, Z])
= 2g(∇XY, Z)− g([X,Y ], Z) + g(Y, [X,Z]) + g(X, [Y, Z]) .

This shows that the sum of the three equations (A.5.18) can be rewritten as

2g(∇XY, Z) = g([X,Y ], Z)− g(Y, [X,Z])− g(X, [Y, Z])
+X(g(Y, Z)) + Y (g(Z,X))− Z(g(X,Y )) . (A.5.19)
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Since Z is arbitrary and g is non-degenerate, the left-hand-side of this equation
determines the vector field ∇XY uniquely, and uniqueness of ∇ follows.

To prove existence, let S(X,Y )(Z) be defined as one half of the right-hand-
side of (A.5.19),

S(X,Y )(Z) =
1
2

(
X(g(Y, Z)) + Y (g(Z,X))− Z(g(X,Y ))

+g(Z, [X,Y ])− g(Y, [X,Z])− g(X, [Y, Z])
)
.(A.5.20)

Clearly S is linear with respect to addition in all fields involved. It is straightfor-
ward to check that it is linear with respect to multiplication of Z by a function,
and since g is non-degenerate there exists a unique vector field W (X,Y ) such
that

S(X,Y )(Z) = g(W (X,Y ), Z) .

One readily checks that the assignment

(X,Y ) →W (X,Y )

satisfies all the requirements imposed on a covariant derivative ∇XY . 2

Consider (A.5.19) with X = ∂γ , Y = ∂β and Z = ∂σ,

2g(∇γ∂β , ∂σ) = 2g(Γρβγ∂ρ, ∂σ)
= 2gρσΓρβγ
= ∂γgβσ + ∂βgγσ − ∂σgβγ

Multiplying this equation by gασ/2 we then obtain

Γαβγ = 1
2g
ασ{∂βgσγ + ∂γgσβ − ∂σgβγ} . (A.5.21)

There is one more identity satisfied by the curvature tensor which is specific
to the curvature tensor associated with the Levi-Civita connection, namely

g(X,R(Y, Z)W ) = g(Y,R(X,W )Z) . (A.5.22)

If one sets
Rabcd := gaeR

e
bcd , (A.5.23)

then (A.5.22) is equivalent to

Rabcd = Rcdab . (A.5.24)

In order to prove (A.5.22) it is convenient to first establish some preliminary
results, which are of interest on their own:

Proposition A.5.2 1. Let g be a continuous Lorentzian metric, for every p ∈
M there exists a neighborhood thereof with a coordinate system such that gµν =
ηµν = diag(−1,+1, · · · ,+1) at p.

2. If g is differentiable, then the coordinates can be further chosen so that

∂σgαβ = 0 (A.5.25)

at p, while preserving the degree of differentiability of g.
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Remark A.5.3 The properties spelled-out above do of course hold in the nor-
mal coordinates discussed in Section 4.2. However, the introduction of normal
coordinates does lead to a loss of differentiability of the metric.

Proof: 1. Let yµ be any coordinate system around p, and let ea = ea
µ∂/∂yµ

be any frame at p such that g(ea, eb) = ηab — such frames can be found by,
e.g., a Gram-Schmidt orthogonalisation. Calculating the determinant of both
sides of the equation

gµνea
µeb

ν = ηab

we obtain
det(gµν) det(eaµ)2 = −1 ,

which shows that det(eaµ) is non-vanishing. It follows that the formula

yµ = eµax
a

defines a (linear) diffeomorphism. In the new coordinates we have at p

g
( ∂

∂xa
,
∂

∂xb

)
= eµae

ν
bg
( ∂

∂yµ
,
∂

∂yν

)
= ηab . (A.5.26)

2. Let xµ be the coordinates described in point 1., shifting by a constant
if necessary one can without loss of generality assume that p lies at the origin
of those coordinates. The new coordinates zα will be implicitly defined by the
equations

xµ = zµ +
1
2
Aµαβz

αzβ ,

where Aµαβ is a set of constants, symmetric with respect to the interchange of
α and β . Set

g′αβ := g
( ∂

∂zα
,
∂

∂zβ

)
, gαβ := g

( ∂

∂xα
,
∂

∂xβ

)
.

Recall the transformation law

g′µν(z
σ) = gαβ(xρ(zσ))

∂xα

∂zµ
∂xβ

∂zν
.

By differentiation one obtains at xµ = zµ = 0,

∂g′µν
∂zρ

(0) =
∂gµν
∂xρ

(0) + gαβ(0)
(
Aαµρδ

β
ν + δαµA

β
νρ

)
=

∂gµν
∂xρ

(0) +Aνµρ +Aµνρ , (A.5.27)

where
Aαβγ = gασ(0)Aσβγ .

It remains to show that we can choose Aσβγ so that the left-hand-side can
be made to vanish at p. An explicit formula for Aσβγ can be obtained from
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(A.5.27) by a cyclic permutation calculation similar to that in (A.5.18). After
raising the first index, the final result is

Aαβγ =
1
2
gαρ

{
∂gβγ
∂xρ

−
∂gβρ
∂xγ

− ∂gργ
∂xβ

}
(0) ;

the reader may wish to check directly that this does indeed lead to a vanishing
right-hand-side of (A.5.27). 2

We are ready now to pass to the proof of (A.5.24). We suppose that the
metric is twice-differentiable, by point 2. of Proposition A.5.2 in a neighborhood
of any point p ∈ M there exists a coordinate system in which the connection
coefficients Γαβγ vanish at p. Equation (A.5.3) evaluated at p therefore reads

Rαβγδ = ∂γΓαβδ − ∂δΓαβγ

=
1
2

{
gασ∂γ(∂δgσβ + ∂βgσδ − ∂σgβδ)

−gασ∂δ(∂γgσβ + ∂βgσγ − ∂σgβγ)
}

=
1
2
gασ

{
∂γ∂βgσδ − ∂γ∂σgβδ − ∂δ∂βgσγ + ∂δ∂σgβγ

}
.

Equivalently,

Rσβγδ(0) =
1
2

{
∂γ∂βgσδ − ∂γ∂σgβδ − ∂δ∂βgσγ + ∂δ∂σgβγ

}
(0) .(A.5.28)

This last expression is obviously symmetric under the exchange of σβ with γδ,
and (A.5.24) follows.

A.5.3 Further algebraic identities?

•A.5.2 A natural question is whether there are any further identities satisfied•A.5.2: ptc:new
material, to be paper
rereadby the curvature tensor, or by its derivatives, in addition to those that we have

established so far. We start with the following3:

Proposition A.5.4 Let p ∈M and let ρµνρσ be a tensor at p with all the sym-
metries of the Riemann tensor, then there exists a pseudo-Riemannian metric
g for which ρµνρσ equals the curvature tensor of g at p.

Proof: Let g be given by the formula

gµν = ηµν +Aµνρσx
ρxσ . (A.5.29)

Here ηµν is a diagonal matrix with entries plus or minus on the diagonal, as
appropriate for the signature at hand, while A is a set of constants. We clearly
want A to be symmetric in its first two and in its last two indices. Formula
(A.5.28) applies and gives

Rσβγδ(0) = Aσδγβ −Aβδγσ −Aσγδβ +Aβγδσ . (A.5.30)

3Our treatment of the problems that arise here is based on results that can be found in
[104] and [84].
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It turns out to be convenient to impose a further condition as follows: define

A0 := {Aαβγδ | A[αβ]γδ = Aαβ[γδ] = Aα(βγδ) = 0} . (A.5.31)

At this stage the reader might think of the last condition in the definition of
A0 as of an ansatz; its origin will become clear in Section A.5.4 below, cf. the
comments following Proposition A.5.13. In order to establish Proposition A.5.4
we need to prove that any tensor with the symmetries of the Riemann tensor
can be obtained from some A ∈ A1. So define

R0 := {ραβγδ | ρ(αβ)γδ = ραβ(γδ) = ρα[βγδ] = ραβγδ − ργδαβ = 0} . (A.5.32)

Let Φ0 denote the map defined by the right-hand-side of (A.5.30), we have the
following:

Lemma A.5.5 The map

A0 3 A→ Φ0(A)αβγδ := Aαδβγ −Aαγβδ +Aβγαδ −Aβδαγ (A.5.33)

is a bijection from A0 to R0. Its inverse is given by

Ψ0(ρ)αβγδ = −1
6
(ραγβδ + ραδβγ) . (A.5.34)

Remark A.5.6 For further purposes it is useful to derive a somewhat simpler
form of (A.5.33). We start by noting that the identity Aα(βγδ) = 0 is, in view
of the symmetry of A in its last two indices, equivalent to

Aαβγδ +Aαγδβ +Aαδβγ = 0 , (A.5.35)

which can also be written as

Aαβγδ = −2Aα(γδ)β . (A.5.36)

It follows that the first two terms in (A.5.33) can be rewritten as

Aαδβγ︸ ︷︷ ︸
=−Aαγδβ−Aαβγδ

−Aαγβδ = −2Aαγδβ −Aαβγδ .

An identical calculation for the last two terms in (A.5.33) gives

Aβγαδ −Aβδαγ = −2Aβδαγ −Aβαδγ .

Adding one obtains an alternative formula, where only additions are performed:

Φ0(A)αβγδ = −2(Aβδαγ +Aβαδγ +Aαγδβ) . (A.5.37)

Equation (A.5.35) shows that the first two terms add up to minus Aβγδα, leading
to an equation which only involves two terms

Φ0(A)αβγδ = 2(Aβγδα −Aαγδβ) . (A.5.38)
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Proof of Lemma A.5.5: We will work directly with (A.5.33), we leave it
as an exercise to the reader to obtain a simpler proof based on (A.5.38).•A.5.3

The property that Φ0 maps A0 into R0 follows immediately from the facts•A.5.3: ptc:I am not
sure that this remark
makes sense that a) (A.5.28) has been obtained by calculating the curvature tensor of some

metric, and b) that R0 has been defined precisely by using the symmetries of
the Riemann tensor that we have derived so far. (It is in any case a simple
exercice to verify directly that Φ(A0) ⊂ R0.) To prove bijectivity we need to
verify that the map Ψ0 of (A.5.91) equals Φ−1

0 . Indeed:

1. Ψ0(ρ)αβγδ is clearly symmetric in γ and δ;

2. It is also symmetric in α and β:

Ψ0(ρ)αβγδ = −1
6
(ραγβδ + ραδβγ︸ ︷︷ ︸

=ρβγαδ

) = Ψ0(ρ)βαγδ .

3. The symmetrisation constraint holds because ρ is anti-symmetric in its
last two indices:

Ψ0(ρ)α(βγδ) = −1
6
(ρα(γβδ)︸ ︷︷ ︸

=0

+ ρα(δβγ)︸ ︷︷ ︸
=0

) = 0 .

As for Φ0 ◦Ψ0, we have•A.5.4 •A.5.4: ptc:the proof
would be simpler with
the new form?

(Φ0 ◦Ψ0)(ρ)αβγδ = −1
6

{
(ραβδγ + ραγδβ + ρβαγδ︸ ︷︷ ︸

=ραβδγ

+ ρβδγα︸ ︷︷ ︸
=ραγδβ

)− γ ↔ δ
}

= −1
3

{
(ραβδγ + ραγδβ)− γ ↔ δ

}
= −1

3
(2ραβδγ + ραγδβ − ραδγβ︸ ︷︷ ︸

=−ραδβγ

) . (A.5.39)

Using the cyclic identity the last two terms add up to ραβδγ , which shows
that Ψ0 is a right inverse for Φ0. We note that this suffices for the proof of
Proposition A.5.4. However, to finish the proof of the current lemma it remains
to show that the composition in the reverse order also produces the identity.
This could be done by counting dimensions; instead, we calculate directly. We
will need an identity which is derived as follows: applying (A.5.35) twice we
have

Aβδαγ = − Aβαγδ︸ ︷︷ ︸
=Aαβγδ

−Aβγδα

= Aαγδβ +Aαδβγ −Aβγδα (A.5.40)

It follows that

(Ψ0 ◦ Φ0)(A)αγβδ = −1
6

{
(Aαδβγ −Aαγβδ +Aβγαδ − Aβδαγ︸ ︷︷ ︸

replace using (A.5.40)

) + β ↔ δ
}
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= −1
6

{
(−2Aαγβδ + 2Aβγαδ) + β ↔ δ

}
= −1

6
(−4Aαγβδ + 4Aγ(βδ)α︸ ︷︷ ︸

=−2Aγαβδ

) = Aαγβδ .

2

Proposition A.5.4 follows now by taking g to be of the form (A.5.29) with
A = Ψ0(ρ). 2

The bijectivity part of Lemma A.5.5 gives the following result:

Proposition A.5.7 For any ρ ∈ R0 there exists a unique•A.5.5 metric of•A.5.5: ptc:is this up to
isometry or
something? the form (A.5.29) with A ∈ A0, where A0 is defined by (A.5.31), such that

Riem(0) = ρ.

We shall say that a tensorX, calculated out of the metric and its derivatives,
is freely prescribable at a point if there exists a metric g such that for any value
of X there exists a metric g such that X = g(0). Proposition A.5.4 can be
restated as

Proposition A.5.8 (Thomas [104]) Any ρ ∈ R0 is freely prescribable at a
point.

In Thomas’s terminology [104], Proposition A.5.8 is phrased as the property
that the identities appearing in the definition of R0 form a complete set of
identities.

To get further insight into the structure of the Riemann tensor, let us start
by observing that

Proposition A.5.9 The collection of components

{Rαβαβ (no summation )}α<β (A.5.41)

is freely prescribable at a point.

Proof: Clearly no non-trivial permutation of α and β can take one element
from this collection into another, similarly for symmetry under the exchange of
the first pair with the second pair. Finally the cyclic identity for such elements
reads

Rαβαβ +Rααββ︸ ︷︷ ︸
=0

+Rαββα = 0 ,

which simply reflects the anti-symmetry of the Riemann tensor in the last two
indices, and therefore does not impose any constraint on the collection (A.5.41).
2

In dimension one the Ricci scalar vanishes, as well as the whole curvature
tensor. In higher dimensions we have:

Proposition A.5.10 In dimensions n > 1 the Ricci scalar is freely prescribable
at a point.
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Proof: We have
R =

∑
αβ

Rαβαβ = 2
∑
α<β

Rαβαβ , (A.5.42)

thus R is a linear combination of independent objects freely prescribable at a
point, and hence also freely prescribable at a point. 2

Consider, next the Ricci tensor. In dimension two it is not freely prescrib-
able: indeed, in this dimension the only non-trivial component of the Riemann
tensor is

R1212 =
ε

2
R (A.5.43)

(which has actually already been shown to be freely prescribable at a point),
with ε = ±1 depending upon the signature of g; to obtain (A.5.43) we are
assuming that the metric g is diagonal with entries ±1 on the diagonal. In
other words, the symmetry properties of elements of R0 in dimension two imply
that every other component of the Riemann tensor is proportional to R1212, or
vanishes. Define, then, a tensor field D by the formula

Dijkl = Rijkl −
R

2
(gikgjl − gilgjk) .

It has all the symmetries of the Riemann tensor, with D1212 = 0. It follows
that D vanishes, which shows that in dimension two we necessarily have

Rijkl =
R

2
(gikgjl − gilgjk) . (A.5.44)

This implies

Rij =
R

2
gij , (A.5.45)

which is of rather special form, clearly not freely specifiable.
In order to analyse the Ricci tensor in dimensions n > 2 it is convenient to

define the following tensor:

Pαβ =
1

n− 2

(
Rαβ −

R

2(n− 1)
gαβ

)
. (A.5.46)

One then defines the Weyl tensor by the formula

Cαβγδ = Rαβγδ − gαγPβδ + gαδPβγ − gβδPαγ + gβγPαδ . (A.5.47)

The definition of P has been tailored so that

Cαβαγ = 0 , (A.5.48)

which can be checked by a straightforward calculation. (For the purpose for
this calculation it is useful to work out first the trace of (A.5.46), obtaining

trgP := gαβPαβ =
R

2(n− 1)
.
)

(A.5.49)

The Weyl tensor has useful covariance properties under conformal transfor-
mations, discussed in Section ??, which are of no concern to us here.
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It follows directly from (A.5.47) that the Weyl tensor has all the symmetries
of the Riemann one: the anti-symmetry in α and β, and the symmetry under
the exchange of αβ with γδ are clear. Finally each of the last four terms is
symmetric under the permutation of some pair of the indices in the set βγδ, so
an anti-symmetrisation upon those will necessarily give zero, as desired.

Equation (A.5.46) can be inverted using (A.5.49),

Rαβ = (n− 2)Pαβ + trgPgαβ , (A.5.50)

which shows that the correspondence P ↔ Ric is a bijection. This implies that
P is freely prescribably at a point if and only if the Ricci tensor is.

We are ready now to prove

Proposition A.5.11 In dimensions n ≥ 3 the Ricci tensor is freely prescribable
at a point. The same holds for the Einstein tensor or for the P tensor (A.5.46).

Proof: For any symmetric P consider the tensor

ραβγδ = gαγPβδ − gαδPβγ + gβδPαγ − gβγPαδ .

As already pointed out it has all the symmetries of the Riemann tensor, ρ ∈ R0,
and the result follows from Proposition A.5.8. (We note that this argument does
not work in dimension two because of the (n− 2) factor in (A.5.46).) 2

The argument just given naturally leads to the question whether the Weyl
tensor is freely prescribable at a point. Let, then, C0 be the collection of “Weyl-
tensor-candidates”:

C0 := {καβγδ | κ(αβ)γδ = καβ(γδ) = κα[βγδ] = καβγδ − κγδαβ = καβαγ = 0} .
(A.5.51)

We have

Proposition A.5.12 1. In dimension n = 3 the Weyl tensor vanishes.

2. In dimensions n ≥ 4 both the Weyl tensor and P are freely prescribable
at a point.

Proof: 1. Multiplying g by −1 if necessary, we may without loss of generality
assume that there exists an ON frame such that g11 = ε = ±1, g22 = g33 = 1.
We then have

0 = Cα1α1 = C2121 + C3131 ,

0 = Cα2α2 = εC2121 + C3232 ,

0 = Cα3α3 = εC3131 + C3232 .

This can be written as a matrix equation, 1 0 1
ε 1 0
0 1 ε

 C1212

C2323

C1313

 = 0 .
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The determinant of the matrix above is 2ε, hence all components of the Weyl
tensor which involve only two different indices vanish. Next

0 = Cα1α2 = C3132 ,

and one similarly shows that all other components of C that involve three
different indices vanish. Since in dimension three there cannot be four different
indices, the result follows.

2. Let κ ∈ C0 and let P by an arbitrary symmetric tensor, repeat the proof
of Proposition (A.5.11) with

ραβγδ = καβγδ + gαγPβδ − gαδPβγ + gβδPαγ − gβγPαδ .

2

This gives a rather exhaustive treatment of the properties of the possible
forms of the Riemann tensor at a point.

As promised we pass now to the origin of the last restriction in the definition
of A0, (A.5.31). This will be discussed in the next section.•A.5.6 •A.5.6: ptc:this remark

might have to be
discarded after
rearrangements

A.5.4 How to recognise that coordinates are normal

•A.5.7 •A.5.7: ptc:Move this
subsection to the
normal coordinates oneThe purpose of this section is to give a few simple necessary and sufficient

condition for a coordinate system to be normal:

Proposition A.5.13 (Thomas [104]) Let {xµ} be a local coordinate system de-
fined on a star shaped domain containing the origin. The following conditions
are equivalent:

1. For every aµ ∈ Rn the rays s→ saµ are geodesics;

2. Γµαβ(x)xαxβ = 0;

3.
∂gγα
∂xβ

(x)xαxβ = 0;

4. gαβ(x)xβ = gαβ(0)xβ.

•A.5.8 Before we pass to the proof of Proposition A.5.13, let us apply it to•A.5.8: ptc:this should
be removed in the
oberwolfach versionthe metric (A.5.29): we will have gµνxν = ηµνx

ν if and only if Aµνρσxνxρxσ =
0. Differentiating three times this is equivalent to Aµ(νρσ). Thus, point 4 of
Proposition A.5.13 shows that the last condition in (A.5.31) is equivalent to the
statement that the coordinates x in (A.5.29) are normal. We emphasise that
while the formula (A.5.30) does not require the normality condition, bijectivity
of the map Φ0 will be lost if normality is not assumed.

Proof of Proposition A.5.13: 1.⇔ 2.: The rays γµ(s) = saµ are geodesics
if and only if

0 =
d2γµ

ds2︸ ︷︷ ︸
=0

+Γµαβ(saσ)
dγα

ds

dγβ

ds
= Γµαβ(saσ)aαaβ ,
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multiplying by s2 and setting xµ = saµ the result follows.
3.⇔ 4.:

gµα(xσ)xα = gµα(0)xα ⇐⇒ gµα(saσ)aα = gµα(0)aα

⇐⇒ d

ds
(gµα(saσ)aα) = 0

⇐⇒ ∂gµα(xσ)
∂xβ

xαxβ = 0 .

2.⇒ 4.: From the formula for the Christoffel symbols in terms of the metric
we have

Γµαβ(x)xαxβ = 0 ⇐⇒
(

2
∂gµα
∂xβ

−
∂gαβ
∂xµ

)
xαxβ = 0 . (A.5.52)

Multiplying by xµ we obtain

∂gµα(xσ)
∂xβ

xαxβxµ = 0 ⇐⇒ ∂gµα(saσ)
∂xβ

aαaβaµ = 0

⇐⇒ d

ds
(gµα(saσ)aαaµ) = 0

⇐⇒ gµα(saσ)aαaµ = gµα(0)aαaµ

⇐⇒ gµα(xσ)xαxµ = gµα(0)xαxµ .

Differentiating it follows that

∂gµα(xσ)
∂xγ

xαxµ + 2gγα(xσ)xα = 2gγα(0)xα .

Substituting this into the last term in (A.5.52) one obtains

∂gµα
∂xβ

(xσ)xαxβ + gµα(xσ)xα − gµα(0)xα = 0 . (A.5.53)

This implies that

d

ds
(gµα(saµ)saα − gµα(0)saα) = 0 ,

and the result follows by integration.
3.&4.⇒ 2.: Point 4. implies

gαβ(xγ)xαxβ = gαβ(0)xαxβ .

Differentiating one obtains

∂gαβ(xγ)
∂xµ

xαxβ + 2gαµ(xγ)xα = 2gαµ(0)xα .

The last two terms are equal by point 4. so that

∂gαβ(xγ)
∂xµ

xαxβ = 0 .

This shows that the last term in (A.5.52) vanishes, so does the next-to-last by
point 3., and the proof is complete. 2
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A.5.5 Taylor expansions of the metric in normal coordinates

•A.5.9•A.5.9: ptc:this should
go as a subsection of
the normal coordinates
section; there should be
somewhere a section
on Jacobi fields

•A.5.10

•A.5.10: ptc:do Vince
equations help here?

Consider any coordinate system yi defined around a point p ∈ M . Let x
denote the normal coordinates around p, and let ei = eki∂yk be an ON-frame
at p. On an appropriate subset of the intersection of the domains of definition
of both coordinate systems, the exponential map yi(xk) is obtained by solving
the system of ODE’s

d2zi(s, xj)
ds2

= −Γimn(z`(s, xj))
dzm(s, xj)

ds

dzn(s, xj)
ds

, (A.5.54)

with initial values

zi(0, xi) = 0 ,
dzm(0, xj)

ds
= emkx

k , (A.5.55)

and then setting
yi(xk) = zi(1, xk) .

It is a standard fact in the theory of ODE’s that the derivatives ∂yi/∂xk are
obtained by solving the system of equations

d2 ∂z
i(s,xj)
∂xk

ds2
= − ∂

∂xk

{
Γimn(z`(s, xj))

dzm(s, xj)
ds

dzn(s, xj)
ds

}
= −∂Γimn

∂yr
(z`(s, xj))

∂zr(s, x)
∂xk

dzm(s, xj)
ds

dzn(s, xj)
ds

−2Γimn(z`(s, xj))
d∂z

m(s,xj)
∂xk

ds

dzn(s, xj)
ds

, (A.5.56)

with initial values

∂zi(0, xi)
∂xk

= 0 ,
d∂z

m(0,xj)
∂xk

ds
= emk , (A.5.57)

and then setting
∂yi(xr)
∂xk

=
∂zi(1, xr)
∂xk

.

Equation (A.5.56) has a natural geometric interpretation which we now derive.
Let γ(s) be any curve and let Z(s) be any vector field defined along that curve:
by definition, this means that we have Z(s) ∈ Tγ(s)M . (The collection

∪sTγ(s)M

is sometimes denoted by γ∗TM , or by γ!TM , and is called the pull-back by γ
of the bundle TM .)•A.5.11 For such vector fields one sets •A.5.11: ptc:discard

and/or reword those
comments if pull back
bundles are discussed
somewhere

DZi

ds
(s) :=

dZi

ds
+ Γijk(γ(s))γ̇j(s)Zk(s) ∈ Tγ(s)M , (A.5.58)
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giving again a vector field defined along γ. Equation (A.5.58) looks formally
like ∇γ̇Z, but recall that the operation ∇XY requires Y to be a vector field
defined over M , while Z is only defined over γ; this is the reason why we did not
write it in this way. (The operation D/ds is actually the pull-back to γ∗TM
of the connection ∇, and is a connection acting on sections of the pulled-back
bundle.)

Suppose, now, that we have a one parameter family of geodesics γ(s, λ),
where s is the parameter along the geodesic, and λ is a parameter which distin-
guishes the geodesics. (In (A.5.54)-(A.5.55) we actually have an n-parameter
family of geodesics, which reduces to the case here by taking as λ any one of
the coordinates xi.) Set

Z = γ∗∂λ (equivalently, Z(s, λ) =
∂γi(s, λ)
∂λ

∂i) ,

for each λ this defines a vector field Z along γ(λ). The vector fields γ̇ and Z
defined over ∪s,λγ(s, λ) commute:

[Z, γ̇] =
[
∂γk

∂λ
∂k,

∂γi

∂s
∂i

]
= [γ∗∂λ, γ∗∂s] = γ∗ [∂λ, ∂s]︸ ︷︷ ︸

=0

= 0 .

Since ∇ has no torsion this implies

∇γ̇Z = ∇Z γ̇ ,

leading to

D2Z

ds2
(s) = ∇γ̇∇γ̇Z = ∇γ̇∇Z γ̇ = ∇γ̇∇Z γ̇ −∇Z ∇γ̇ γ̇︸︷︷︸

=0

= R(γ̇, Z)γ̇ .

We have obtained an equation known as the Jacobi equation, or as the geodesic
deviation equation:

D2Z

ds2
(s) = R(γ̇, Z)γ̇ . (A.5.59)

Solutions of (A.5.59) are called Jacobi fields along γ.
Now, (A.5.56) coincides with (A.5.59) in a coordinate system in which the

Christoffel symbols vanish along γ.•A.5.12 Since (A.5.59) is coordinate indepen-•A.5.12: ptc:one should
justify existence of
such systems dent, it follows that the fields

Zk(s, xk) :=
∂zi(s, xj)
∂xk

∂zi (A.5.60)

appearing in (A.5.56), are Jacobi field defined along the geodesics s→ sxi.

While the above geometric considerations settle the question, they leave one won-
dering by what magic a single derivative of the Christoffel symbols appearing in
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(A.5.56) has turned into a Riemann tensor. The answer is that the missing deriva-
tive of Γ is hidden in the D2/ds2 symbol, which may be seen as follows: Iterating
(A.5.58) and assuming that γ is a geodesic one finds

D2Zi

ds2
(s) =

D

ds

(dZi

ds
+ Γi

jk(γ(s))γ̇j(s)Zk(s)
)

=
d

ds

(dZi

ds
+ Γi

jk(γ(s))γ̇j(s)Zk(s)
)

+Γi
mn(γ(s))γ̇m(s)

(dZn

ds
+ Γn

jk(γ(s))γ̇j(s)Zk(s)
)

=
d2Zi

ds2
+
∂Γi

jk

∂y`
(γ(s))γ̇`(s)γ̇j(s)Zk(s) + Γi

jk(γ(s)) γ̈j(s)︸ ︷︷ ︸
=−Γj

uv(γ(s))γ̇u(s)γ̇v(s)

Zk(s)

+Γi
mn(γ(s))γ̇m(s)

(
2
dZn

ds
+ Γn

jk(γ(s))γ̇j(s)Zk(s)
)
. (A.5.61)

When Z is one of the fields Zk of (A.5.60) one can use (A.5.56) to replace d2Zi/ds2

in the last line above, and it then suffices to check that all the ∂Γ and ΓΓ terms
combine to a Riemann tensor as in (A.5.59).

We note that for any X = Xiei ∈ TpM the vector

∂yi(xr)
∂xk

Xk ∈ Ty(x)=expp(x)M

is, by definition of the push-forward operation, the coordinate-equivalent of(
expp(x)

)
∗X .

We have thus proved:

Proposition A.5.14 The fields Yi :=
(

expp(x)
)
∗ei are given by

Yi = Zi(1) , (A.5.62)

where the Zi(s)’s are Jacobi fields Zi(s) along the geodesic s→ sxi with initial
values Zi(0) = 0, Żi(0) = ei.

As a straightforward corollary we obtain:

Proposition A.5.15 The coordinate components gij of the metric tensor in a
normal coordinate systems are given by the formula

gij(x) = g(Zi(1), Zj(1)) ,

where Zi(s) is a Jacobi field along the geodesic s → sxi with initial values
Zi(0) = 0, Żi(0) = ei.

Proof: By definition,

gij(x) =
((

expp(x)
)
∗g
)
(∂xi , ∂xj )

=
((

expp(x)
)
∗g
)
(ei, ej)

= g
((

expp(x)
)
∗ei,

(
expp(x)

)
∗ei

)
= g(Yi, Yj) ,

and the result follows from Proposition A.5.14.
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In coordinate notation the above calculation runs as follows: let gxixj denote the
coordinate components of the metric tensor in the normal coordinate system xi,
and let gyiyj denote those in the coordinate system yi. In normal coordinates we
have ei(0) = ∂xi , and Proposition A.5.14 gives

Yi(x) = Y k
i(x)∂yk =

∂zk

∂xi
(1, x)∂yk =

∂yk

∂xi
(x)∂yk , (A.5.63)

so that

gxixj (x) = gyky`(y(x))
∂yk

∂xi

∂y`

∂xj
= gyky`(y(x))Y k

iY
`
j = g(Yi, Yj) ,

as desired. By the way, (A.5.63) shows that the matrix formed out of the vectors
(Y1, · · · , Yk) is simply the Jacobi matrix of the exponential map in the coordinate
system {yi}.

2

•A.5.13 We continue by deriving the Taylor coefficients of the Jacobi fields•A.5.13: ptc:the
problem with this
derivation is that one
obtains an expansion
of the Jacobi fields in a
wrong basis, not very
helpful, is it? while the
MSV guys seem to
have the right one
directly?

Zk in a frame fi which is parallel propagated along the radial geodesics s →
γxk(s) = {sxk}. More precisely, we take

fi(0) = ei ,

and we propagate the fi’s along each of the γxk ’s using the equation

∇γ̇
xk
fi = 0 . (A.5.64)

Let γ̇i
xk

denote the components of γ̇xk in the basis fi, we have

0 = ∇γ̇
xk
γ̇xi = ∇γ̇

xk
(γ̇ixkfi) =

dγ̇i
xk

ds
fi + γixk ∇γ̇

xk
fi︸ ︷︷ ︸

=0

,

so that
γ̇ixk(s) = γ̇ixk(0) = xi =⇒ γ̇xk = xifi . (A.5.65)

For any vector field along γxk we have

DZ

ds
=
D(Zifi)
ds

=
dZi

ds
fi + Zi

Dfi
ds︸︷︷︸

=∇γ̇
xk
fi=0

=
dZi

ds
fi .

This shows that if we decompose the Zr’s in the {fi} basis,

Zr(s, xk) = Zir(s, xk)fi ,

then the Jacobi equation (??) reads

d2Zir
ds2

(s, xk) =
(
R(γ̇xk , Zr)γ̇xk

)
i = Rij`m(sxk)xjxmZ`r(s, xk) . (A.5.66)
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We wish to derive the coefficients of a Taylor expansion of the Zr’s. Recall that
(see Proposition A.5.14)

Zr(0, xk) = 0 .

Equation (A.5.66) gives thus

d2Zir
ds2

(0, xk) = 0 . (A.5.67)

Next,
er = Żr(0, xk) = Żir(0, xk)fk(0) = Żir(0, xk)ek ,

which yields
Żir(0, x

k) = δik . (A.5.68)

In order to continue, recall that for any function ϕ we have

d

ds
ϕ = xifi(ϕ) .

Differentiating (A.5.66) one thus obtains

d3Zir
ds3

(s, xk) =
d

ds

(
Rij`m(sxk)xjxmZ`r(s, xk)

)
= fm1(R

i
j`m)(sxk)xjxmxm1Z`r(s, xk) +Rij`m(sxk)xjxm

dZ`r(s, xk)
ds

,

(A.5.69)

leading to

d3Zir
ds3

(0, xk) = Rijrm(0)xjxm = Ri(j|r|m)(0)xjxm . (A.5.70)

One more derivative of (A.5.69) gives

d4Zir
ds4

(0, xk) = 2fm1(R
i
jrm)(0)xjxmxm1 .

Let us show that the partial derivative above can be replaced by a covariant
one. In order to do that, let ϕi be a basis dual to the fi’s, and let ωij = ωijkϕ

k

be the connection one-forms associated with the frame fi, as discussed•A.5.14

in Appendix A.6, it follows from (A.6.2) that •A.5.14: ptc:this should
be after Appendix A.6?
or somewhere in the
main text? or as an
appendix to the
relevant chapter?

ωijkx
k = 0 . (A.5.71)

This implies that for any tensor field T i1...ik j1...j` we have

xm∇fmT
i1...ik

j1...j` = xmfm(T i1...ik j1...j`) + xmωi1 im︸ ︷︷ ︸
=0

T i...ik j1...j` + . . .

−xmωjj1m︸ ︷︷ ︸
=0

T i1...ik j...j` − . . .

= xmfm(T i1...ik j1...j`) .
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It follows that

d4Zir
ds4

(0, xk) = 2Rijrm;m1(0)xjxmxm1

= 2Ri(j|r|m;m1)(0)xjxmxm1 . (A.5.72)

More generally, the formula

dn(fg)
dsn

=
dnf

dsn
g + n

dn−1f

dsn−1

dg

ds
+ · · ·

leads to•A.5.15•A.5.15: ptc:fix the first
lines; the x dependence
of S needs justification

d3+nZir
ds3+n

(0, xk) = nfm1(R
i
jrm)(0)xjxmxm1 + Sij

= nRijrm;m1(0)xjxmxm1

=
(
nRi(m1|r|m2;m3···mn+2)(0) + Sirm1···mn+2

)
xm1xm2 · · ·xmn+2 ,

(A.5.73)

where the coefficients Sirm1···mn+2 are polynomials in the Riemann tensor and
its derivatives of order less than or equal to n− 2.

•A.5.16•A.5.16: ptc:this needs
finishing; the point is
to derive an identity
between Riemann and
A

As a corollary of the results derived so far, we obtain the following:•A.5.17

•A.5.17: ptc:add on,
make sure that the
relevant information is
there

Proposition A.5.16 Let Q be a polynomial in the inverse metric, the metric,
and a finite number of their partial derivatives, with the property that the nu-
merical value of Q does not depend upon the coordinate system chosen. Then
Q is obtained by contractions of g, g], the volume tensor

√
det g εa1...an (where

εa1...an is totally anti-symmetric and equals the sign of (1 . . . n) → (a1 . . . an) for
permutations), the Riemann tensor and its covariant derivatives.

Proof: In normal coordinates centred at p all partial derivatives of the metric
at p are polynomials in the Riemann tensor and a finite number of its derivatives.
•A.5.18•A.5.18: ptc:this is not

quite complete, what
about the volume form?
why do they have to be
contractions; there is
an analysis of that by
G.B. Gurevich,
Foundations of the
Theory of Algebraic
invariants, Noordhoff,
Groningen 1964 : from
an email by Malcom:

{ No I don’t have a quick fix for that - it’s
exactly why the ’I think’ appeared. Even contracting with the
(raised) metric is not so clear because it involves, in the metric
itself, something of order n-1 (in n dimensions) divided by
something of order n in the components, so the result may be
rational rather than polynomial in the components. In fact
classical invariant theory tends to be couched in terms of
rational rather than polynomial invariants, possibly for this
reason. The invariants people take in GR are usually polynomial in
the Riemann tensor and its derivatives but not in the metric
components (for the same reason?). But every polynomial is
rational of course...
\\
A quick further look however turned up what is needed to complete
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the proof - in the sense of where to look. From a secondary
source (Siklos’ thesis) Gurevich gives as the Fundamental Theorem
a theorem that every rational invariant of a system of arbitrary
tensors is a linear combination of terms each of which is obtained
from the tensors with the aid of outer multiplication, total
alternation (i.e. using the volume form) and contraction. I would
guess the reason for the limitation on contractions in our case
can be understood as follows: the objects giving the coefficients
have to be tensors to get the invariance, and have to depend
solely on the metric and its derivatives (to be
polynomial/rational). The derivatives could be replaced by
derivatives with indices down multiplied by metric terms so we can
forget them as coefficients. So one needs only to ask what tensors
can one form solely from polynomials in the metric? But I don’t
know if the full proof runs on that sort of line.

Regards, Malcolm }

2

A.5.6 Further first-order differential identities?

At the end of Section A.5.1 we have derived a differential identity satisfied by
the Riemann tensor – the second Bianchi identity (A.5.16) – and again one
would like to know whether any more first order differential identities exist.
This turns out not to be the case. Similarly to (A.5.29), the idea now is to
prescribe two terms in a Taylor expansion of the metric in normal coordinates.
In the next section we will consider expansions with an arbitrary number of
terms, so it is convenient to set-up an appropriate general formalism now.

•A.5.19 •A.5.19: ptc:this should
be moved to a separate
section on linearised
equations in the body

Consider a metric of the form

gαβ = g̊αβ + hαβ , (A.5.74)

here one should think of h as a perturbation. Let ε0 be a parameter which
measures the size of h, and for i > 0 let εi ≥ 0 be a parameter which measures
the size of the i − th •A.5.20 derivatives of h. By increasing the parameters if•A.5.20: ptc:should his

be partial or covariant?
I think here is partial,
but covariant would be
more elegant? or this
does not matter?
should be said in the
calculation

necessary one can without loss of generality assume that

0 ≤ εi ≤ εi+1 , (A.5.75)

and this assumption will be made throughout. For example, when h is the
`-th term from a Taylor expansion in normal coordinates together with the
accompanying remainder, then for a smooth metric g one has

ε0 = C0|x|` , ε1 = C1|x|`−1 , . . . , ε`−1 = C`−1|x| , εi = Ci for i ≥ ` .
(A.5.76)
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Assuming the metric to be C1, to calculate the Christoffel symbols of g one
can proceed as follows: choose a coordinate system4 so that

g̊(0) = η and ∂σ g̊µν(0) = 0, which gives Γ̊αβγ = o(1) , (A.5.77)

hence

Γαβγ =
1
2
gασ{∂βgσγ + ∂γgσβ − ∂σgβγ}

=
1
2
(̊gασ +O(ε0)){∂βhσγ + ∂γhσβ − ∂σhβγ + o(1)}

=
1
2
(̊gασ +O(ε0)){∇̊βhσγ + ∇̊γhσβ − ∇̊σhβγ + o(1 + ε0)} .

At x = 0 we thus obtain

Γαβγ = Γαβγ − Γ̊αβγ

=
1
2
g̊ασ{∇̊βhσγ + ∇̊γhσβ − ∇̊σhβγ}+O(ε0ε1) .

The reader should note that it follows immediately from the axioms for a con-
nection in Section ?? that the difference of two connections is a tensor, so that
regardless of the coordinate system we have

Cαβγ := Γαβγ − Γ̊αβγ =
1
2
g̊ασ{∇̊βhσγ + ∇̊γhσβ −∇̊σhβγ}+O(ε0ε1) . (A.5.78)

To calculate the curvature we continue in coordinates satisfying (A.5.77). Cal-
culating directly at x = 0 we have

Rαβγδ = ∂γΓαβδ − ∂δΓαβγ + ΓασγΓσβδ − ΓασδΓσβγ
= ∂γ (̊Γαβδ + Cαβδ)− ∂δ (̊Γαβγ + Cαβγ) + CασγC

σ
βδ − CασδC

σ
βγ

= R̊αβγδ + ∇̊γC
α
βδ − ∇̊δC

α
βγ + CασγC

σ
βδ − CασδC

σ
βγ .

The object that appears at the left of this string of equalities is a tensor, and
so is the one on the right, so that we obtain in all coordinate systems

Rαβγδ = R̊αβγδ + ∇̊γC
α
βδ − ∇̊δC

α
βγ + CασγC

σ
βδ − CασδC

σ
βγ . (A.5.79)

We emphasise that this is an exact formula when C is defined by the first
equality in (A.5.78), no error terms have been neglected. In the calculations
that follow we will assume that terms which are O(ε0ε1) are also O(ε1); recall
that we are thinking about a situation in which the ε’s are small, in which case
this property holds. The second equality in (A.5.78) gives then•A.5.21•A.5.21: ptc:I have no

idea where the first
term comes from

Cαβγ = O(ε0 + ε1 + ε0ε1) = O(ε1) , (A.5.80)

4For smooth metrics normal coordinates for g̊ could be used. Since those require more
differentiability than C1, and further lead to a loss of differentiability of the metric, it is
more convenient to use an approximate normal coordinate system adapted to g̊ as in Propo-
sition A.5.2.
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and

Rµβγδ = gµαR
α
βγδ

= (̊gµα + hµα)
(
R̊αβγδ + ∇̊γC

α
βδ − ∇̊δC

α
βγ +O(ε21)

)
= R̊µβγδ + hµαR̊

α
βγδ + ∇̊γ (̊gµαCαβδ)− ∇̊δ (̊gµαCαβγ) +O(ε1ε2)

= R̊µβγδ + hµαR̊
α
βγδ +

1
2
∇̊γ{∇̊βhµδ + ∇̊δhµβ − ∇̊µhβδ}

−1
2
∇̊δ{∇̊βhµγ + ∇̊γhµβ − ∇̊µhβγ}+O(ε1ε2) .

Similarly,

Rµ
βγδ = R̊µ

βγδ +
1
2
∇̊γ{∇̊βh

µ
δ + ∇̊δh

µ
β − ∇̊µhβδ}

−1
2
∇̊δ{∇̊βh

µ
γ + ∇̊γh

µ
β − ∇̊µhβγ}+O(ε1ε2) , (A.5.81)

where hα
β := g̊ασhσβ .

Rewriting a commutator of derivatives in terms of the Riemann tensor one
finally obtains

Rαβγδ = R̊αβγδ +
1
2

{
∇̊γ∇̊βhαδ − ∇̊γ∇̊αhβδ − ∇̊δ∇̊βhαγ + ∇̊δ∇̊αhβγ

}
+R̊σβγδhασ −

1
2
R̊α

σ
γδhσβ −

1
2
R̊β

σ
γδhασ +O(ε1ε2) . (A.5.82)

For further reference we note

Rαγ = R̊αγ +
1
2

{
∇̊γ∇̊βhαβ − ∇̊γ∇̊α(̊gβδhβδ)− ∇̊β∇̊βhαγ + ∇̊β∇̊αhβγ

}
−R̊α

β
γ

δhβδ + R̊σ
γhασ −

1
2
R̊α

σ
γ

βhσβ +
1
2
R̊σ

γhασ +O(ε1ε2)

= R̊αγ +
1
2

{
∇̊γ∇̊βhαβ − ∇̊γ∇̊α(̊gβδhβδ)− ∇̊β∇̊βhαγ + ∇̊β∇̊αhβγ

}
−3

2
R̊α

σ
γ

βhσβ +
3
2
R̊σ

γhασ +O(ε1ε2) , (A.5.83)

where we have used
gαβ = g̊αβ − g̊αδ g̊βγhδγ +O(ε0) .

Moreover,

R = R̊− ∇̊α∇̊α(̊gβδhβδ) + ∇̊α∇̊βhαβ − R̊σβhσβ +O(ε1ε2) . (A.5.84)

An alternative, equivalent, expression for the Ricci tensor can be obtained working
directly with (A.5.81)

Rβδ = R̊βδ +
1
2
∇̊γ{∇̊βh

γ
δ + ∇̊δh

γ
β − ∇̊γhβδ} −

1
2
∇̊δ∇̊βh

γ
γ +O(ε1ε2) .

(A.5.85)

If we denote by Ric′ the derivative of the Ricci tensor with respect to the metric,
(A.5.85) implies the formula

(Ric′ · h)βδ =
1
2

(
−∇̊γ∇̊γhβδ − ∇̊δ∇̊βtr̊gh

)
+ ∇̊γ∇̊(βh

γ
δ)

= −1
2
∆hβδ + ∇̊(β∇̊γ

(
hγ

δ) −
1
2
tr̊gh δ

γ
δ)

)
+Rσ

(βhγ)σ −Rβ
σ

δ
γhσγ . (A.5.86)
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•A.5.22•A.5.22: ptc:some
useful formulae in
formules.tex by erwann

To continue, we introduce the set R1 of candidates for a first derivative of
the Riemann tensor:

R1 := {ραβγδµ | ρ(αβ)γδµ = ραβ(γδ)µ = ρα[βγδ]µ = ραβγδµ−ργδαβµ = ραβ[γδµ] = 0} .
(A.5.87)

We write the following ansatz for the new metric

gαβ = g̊αβ +
2
3!
Aαβγδµx

γxδxµ , (A.5.88)

so that the tensor h of (A.5.74) is a third-order polynomial in x. We assume
that A lives in a space A1 of tensors satisfying

A1 := {Aαβγδµ | A[αβ]γδµ = Aαβγδµ −Aαβ(γδµ) = Aα(βγδµ) = 0} . (A.5.89)

The coordinates x might, but do not have to, be chosen to be normal for
g̊; if they are, then point 4. of Proposition A.5.13 shows that they remain
normal for g, though this plays no role in the considerations that follow. The
associated sequence of εi’s satisfies (A.5.76) with ` = 3. Noting that ε1ε2 =
C|x|3, Equation (A.5.82) gives

Rαβγδ(0) = R̊αβγδ(0)

Rαβγδ;µ(0) = R̊αβγδ;µ(0) +Aαδγβµ −Aβδγαµ −Aαγδβµ +Aβγδαµ .

(A.5.90)

As before, the right-hand-side of (A.5.90) defines a map Φ1 from A1 to R1:

Lemma A.5.17 The map

Φ1(A)αβγδµ = Aαδγβµ −Aβδγαµ −Aαγδβµ +Aβγδαµ .

is a bijection from A1 to R1.

Proof: As in the proof of Lemma A.5.5, we check that the map

Ψ1(ρ)αβγδµ = −ρα(γ|β|δµ) , (A.5.91)

which clearly has the right symmetries to take values in A1 (compare the be-
ginning of proof of Lemma A.5.5), equals Φ−1

1 . In order to do this we write
Ψ1(ρ) in detail,

Ψ1(ρ)αβγδµ = − 1
3!

{
ραγβδµ + ραδβγµ + ραγβµδ + ραµβγδ︸ ︷︷ ︸

B

+ ραµβδγ + ραδβµγ︸ ︷︷ ︸
C

}
.

The first two terms have the same form as in the definition of Ψ0 in (A.5.91)
except for a supplementary index µ added at the end, while Φ1 leaves the last in-
dex alone, and those terms can therefore be handled as in (A.5.39), reproducing
ραβγδµ. It is convenient to rewrite Φ1 as

Φ1(A)αβγδµ =
{
Aαδβγµ +Aβγαδµ

}
− γ ↔ δ ,
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which says: translate the fourth index to the second slot by jumping over the
previous ones, in the result exchange the first pair of indices with the second,
and then anti-symmetrise the result over the original third and fourth indices.
Applying this rule to calculate the contribution of B to Φ1(Ψ1(ρ)) gives

B →
{

(ραµγβδ + ργβαµδ︸ ︷︷ ︸
=ραµγβδ

)− µ↔ β
}

+
{

(ραγµβδ + ρµβαγδ)︸ ︷︷ ︸
=ραγµβδ

−γ ↔ β
}

= 2(ραµγβδ − ραβγµδ + ραγµβδ − ραβµγδ)
= 2(ραµγβδ − 2ραβγµδ + ραγµβδ) . (A.5.92)

C coincides with B except for a symmetrisation in γ and δ, so that

B + C → 2(ραµγβδ − 2ραβγµδ + ραγµβδ + ραµδβγ − 2ραβδµγ + ραδµβγ) .

•A.5.23 •A.5.23: ptc:help, I
couldn’t finish this

Proposition A.5.18 Any ρ ∈ R1 is freely prescribable at a point.

•A.5.24 •A.5.24: ptc:do I want
to say anything about
the Einstein tensor in
dimension three and /
or higher dimensions?

As shown in Proposition A.5.12, in dimension three the Riemann tensor
is determined uniquely by the Ricci one. It follows that the second Bianchi
identity can be rewritten as an identity for the derivatives of the Ricci tensor.
Now, in the identity Rαβ[δγ;µ] = 0 in dimension three the only values of δγµ that
possibly lead to a non-trivial equation are — up to permutation — δγµ = 123.
Consider, for example, this identity with αβ = 12:

R1212;3 +R1223;1 +R1231;2 = 0 . (A.5.93)

In an ON frame with g11 = ε = ±1, g22 = g33 = 1 Equation (A.5.47) gives

R1212 = εP22 + P11 , R1223 = −P13 , R1231 = −εP23 ,

which inserted into (A.5.93) gives

0 = ε
(
(P22 + εP11︸ ︷︷ ︸

=trgP−P3
3

);3 − εP13;1︸ ︷︷ ︸
=P3

1
;1

− P23;2︸︷︷︸
=P3

2
;2

)
= ε
(
trgP;3 − P3

α
;α

)
.

It should be clear, or can be checked by similar calculations, that the two
remaining non-trivial identities combine together to the identity

trgP;β − Pβ
α

;α = 0 , (A.5.94)

equivalent to the second Bianchi identity in dimension three. Using (A.5.46)
and (A.5.49) this is further equivalent to the usual divergence identity(

Rα
β − R

2
δβα

)
;β = 0 . (A.5.95)

This leads to
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Proposition A.5.19 In dimension three, the first derivatives of the Ricci ten-
sor satisfying (A.5.95) are freely prescribable. •A.5.25 •A.5.25: ptc:what about

higher dimensions?

Proof: The proof of Corollary A.5.12 shows that in dimension three a tensor
field ραβγδµ will satisfy all but the last equation in (A.5.87) if and only if ραβγδµ
is of the form

ραβγδµ = gαγPβδµ − gαδPβγµ + gβδPαγµ − gβγPαδµ ,

for some P which is symmetric in the first two indices. The calculation leading
to (A.5.92) shows that the last condition in (A.5.87) will hold if and only if

Pα
α
β = Pβ

α
α ,

which is equivalent to (A.5.95) when ρ is interpreted as the derivative of the
Riemann tensor. 2

A.5.7 Higher differential identities?

For a, b ∈ TpM set

Aαβγδ(a, b) = aαaβbγbδ + bαbβaγaδ − aαbβa(γbδ) − bαaβa(γbδ)

= aαa[βbγ]bδ + aαa[βbδ]bγ + bαb[βaγ]aδ + bαb[βaδ]aγ .

(A.5.96)

The first line shows that A has the right symmetries both in the first pair of
indices and in the last one, while the second immediately implies that the cyclic
identity holds — remember that a symmetrisation of an anti-symmetrisation
gives zero.

This generalises to more indices as follows:

Aαβµ1µ2...µn(a, b) = aαaβbµ1bµ2 . . . bµn + bαbβa(µ1
aµ2bµ3 . . . bµn)

−(aαbβ + bαaβ)a(µ1
bµ2 . . . bµn) . (A.5.97)

In order to verify the only not-entirely obvious symmetry it suffices to rewrite
(A.5.97) as

Aαβµ1µ2...µn(a, b) = aαaβbµ1bµ2 . . . bµn − aαbβa(µ1
bµ2 . . . bµn)

+bαbβa(µ1
aµ2bµ3 . . . bµn) − bαaβa(µ1

bµ2 . . . bµn) ,

and symmetrisation over all but the first index clearly gives zero on each of the
lines above.

The next question we wish to address is whether there exist any differential
identities involving more than one derivative which are satisfied by the Riemann
tensor. Clearly, there are the obvious identities which result from differentiating
the Bianchi identities; those can hardly be considered as new conditions. Next,
there are identities which arise when one exchanges the order of two covariant
derivatives, leading to contractions with the Riemann tensor. Those are of
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course trivial, and to get rid of those it is natural in our context to focus
attention to completely symmetrised derivatives of the Riemann tensor. We
shall use the symbol S for such derivatives:

Sαβγδµ1...µ` := Rαβγδ;(µ1...µ`) . (A.5.98)

We have:

Proposition A.5.20 The symmetrised derivatives of the Riemann tensor sat-
isfying the Bianchi identities are freely prescribable at a point.•A.5.26 •A.5.26: ptc:I have no

idea whether this is
true

Here the space S` of candidate S tensors is the space•A.5.27 •A.5.27: ptc:the last
condition seems wrong,
and it seems to scary
to write it downS` := {sαβγδµ1...µ` | sαβγδµ1...µ` − sαβγδ(µ1...µ`) = s(αβ)γδµ1...µ` =

= sαβ(γδ)µ1...µ` = sα[βγδ]µ1...µ` = sαβγδµ1...µ` − sγδαβµ1...µ` =
= sαβ[γδµ1]µ2...µ` = 0} . (A.5.99)

The proofs are rather obvious generalisations of those in the preceding sections.
We proceed by induction on `, writing the metric in the form

gαβ = g̊αβ +
2
3!
Aαβγδµ1...µ`x

γxδxµ1 · · ·xµ` , (A.5.100)

so that the tensor h of (A.5.74) is an `’th order polynomial in x. We assume
that A lives in a space A1 of tensors satisfying

A` := {Aαβγδµ1...µ` | A[αβ]γδµ1...µ` = Aαβγδµ1...µ`−Aαβ(γδµ1...µ`) = Aα(βγδµ1...µ`) = 0} .
(A.5.101)

As before the coordinates x might be chosen to be normal for g̊; and they
will be normal for g if and only if they are normal for g̊ by point 4. of
Proposition A.5.13. The associated sequence of εi’s satisfies (A.5.76). As
ε1ε2 = C|x|2`−3, Equation (A.5.82) gives

Rαβγδ(0) = R̊αβγδ(0)
· · · (A.5.102)

Rαβγδ;µ1...µ`−1
(0) = R̊αβγδ;µ1...µ`−1

(0)

Rαβγδ;µ1...µ`(0) = R̊αβγδ;µ1...µ`(0) +Aαδγβµ1...µ` −Aβδγαµ1...µ`

−Aαγδβµ1...µ` +Aβγδαµ1...µ` (A.5.103)

As before, the right-hand-side of (A.5.103) defines a map Φ` from A` to S`:

Lemma A.5.21 The map

Φ`(A)αβγδµ1...µ` = Aαδγβµ1...µ` −Aβδγαµ1...µ` −Aαγδβµ1...µ` +Aβγδαµ1...µ` .

is a bijection from A` to S`.

Proof: The formula for Φ−1
` is

Aαβγδµ1...µ` =?Sα|γ|βδµ1...µ`)

(this should follow by abstract arguments from [84] if they are correct). 2
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A.6 Moving frames

A formalism which is very convenient for practical calculations is that of moving
frames; it also plays a key role when considering spinors, compare Section ??.
By definition, a moving frame is a (locally defined) field of bases {ea} of TM
such that the scalar products

gab := g(ea, eb) (A.6.1)

are point independent. In most standard applications one assumes that the ea’s
form an orthonormal basis, so that gab is a diagonal matrix with plus and minus
ones on the diagonal. However, it is sometimes convenient to allow other such
frames, e.g. with isotropic vectors being members of the frame.

It is customary to denote by ωabc the associated connection coefficients:

ωabc := θa(∇eceb) ⇐⇒ ∇Xeb = ωabcX
cea , (A.6.2)

where, as elsewhere, {θa(p)} is a basis of T ∗pM dual to {ea(p)} ⊂ TpM . The
connection one forms ωab are defined as

ωab(X) := θa(∇Xeb) ⇐⇒ ∇Xeb = ωab(X)ea . (A.6.3)

As always we use the metric to raise and lower indices, so that

ωabc := gadω
e
bc , ωab := gadω

e
b . (A.6.4)

When ∇ is metric compatible, the ωab’s are anti-antisymmetric: indeed, as the
gab’s are point independent, for any vector field X we have

0 = X(gab) = X(g(ea, eb)) = g(∇Xea, eb) + g(ea,∇Xeb)
= g(ωca(X)ec, eb) + g(ea, ωdb(X)ed)
= gcbω

c
a(X) + gadω

d
b(X)

= ωba(X) + ωab(X) .

Hence
ωab = −ωba ⇐⇒ ωabc = −ωbac . (A.6.5)

If the connection is the Levi-Civita connection of g, this equation will allow us
to algebraically express the ωab’s in terms of the Lie brackets of the vector fields
ea. In order to see this, we note that

g(ea,∇eceb) = g(ea, ωdbced) = gadω
d
bc = ωabc .

Rewritten the other way round this gives an alternative equation for the ω’s
with all indices down:

ωabc = g(ea,∇eceb) ⇐⇒ ωab(X) = g(ea,∇Xeb) . (A.6.6)

If ∇ has no torsion we find

ωabc − ωacb = g(ea,∇eceb −∇ebec) = g(ea, [ec, eb]) .
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We can now do the usual cyclic permutation calculation to obtain

ωabc − ωacb = g(ea, [ec, eb]) ,
−(ωbca − ωbac) = −g(eb, [ea, ec]) ,
−(ωcab − ωcba) = −g(ec, [eb, ea]) .

Summing the three equations and using (A.6.5) we obtain

ωabc = 1
2

(
g(ea, [ec, eb])− g(eb, [ea, ec])− g(ec, [eb, ea])

)
. (A.6.7)

Equation (A.6.7) provides an explicit expression for the ω’s. While it is useful to
know that there is one, and while this expression is useful to estimate things, it
is rarely used for practical calculations; see Example A.6.1 for more comments
about that last issue.

It turns out that one can obtain a simple expression for the torsion of ω
using exterior differentiation. Recall that if α is a one-form, then its exterior
derivative dα can be defined using the formula

dα(X,Y ) = X(α(Y ))− Y (α(X))− α([X,Y ]) . (A.6.8)

We set
T a(X,Y ) := θa(T (X,Y )) ,

and using (A.6.8) together with the definition (A.4.18) of the torsion tensor T
we calculate as follows:

T a(X,Y ) = θa(∇XY −∇YX − [X,Y ])
= X(Y a) + ωab(X)Y b − Y (Xa)− ωab(Y )Xb − θa([X,Y ])
= X(θa(Y ))− Y (θa(X))− θa([X,Y ]) + ωab(X)θb(Y )− ωab(Y )θb(X)
= dθa(X,Y ) + (ωab ∧ θb)(X,Y ) .

It follows that
T a = dθa + ωab ∧ θb . (A.6.9)

In particular when the torsion vanishes we obtain the so-called Cartan’s first
structure equation

dθa + ωab ∧ θb = 0 . (A.6.10)

Example A.6.1 As an example of the moving frame technique we consider (the
most general) three-dimensional spherically symmetric metric

g = e2β(r)dr2 + e2γ(r)dθ2 + e2γ(r) sin2 θdϕ2 . (A.6.11)

There is an obvious choice of ON co-frame•A.6.1 for g given by •A.6.1: ptc:should this
be frame or coframe;
watch out for
consistency throughout
the section, and
elsewhere

θ1 = eβ(r)dr , θ2 = eγ(r)dθ , θ3 = eγ(r) sin θdϕ , (A.6.12)

leading to
g = θ1 ⊗ θ1 + θ2 ⊗ θ2 + θ3 ⊗ θ3 ,
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so that the frame ea dual to the θa’s will be ON, as desired:

gab = g(ea, eb) = diag(1, 1, 1) .

The idea of the calculation which we are about to do is the following: there is only
one connection which is compatible with the metric, and which is torsion free. If
we find a set of one forms ωab which exhibit the properties just mentioned, then
they have to be the connection forms of the Levi-Civita connection. As shown in
the calculation leading to (A.6.5), the compatibility with the metric will be ensured
if we require

ω11 = ω22 = ω33 = 0 ,

ω12 = −ω21 , ω13 = −ω31 , ω23 = −ω32 .

Next, we have the equations for the vanishing of torsion:

0 = dθ1 = − ω1
1︸︷︷︸

=0

θ1 − ω1
2θ

2 − ω1
3θ

3

= −ω1
2θ

2 − ω1
3θ

3 ,

dθ2 = γ′eγdr ∧ dθ = γ′e−βθ1 ∧ θ2

= − ω2
1︸︷︷︸

=−ω12

θ1 − ω2
2︸︷︷︸

=0

θ2 − ω2
3θ

3

= ω1
2θ

1 − ω2
3θ

3 ,

dθ3 = γ′eγ sin θ dr ∧ dϕ+ eγ cos θ dθ ∧ dϕ = γ′e−βθ1 ∧ θ3 + e−γ cot θ θ2 ∧ θ3

= − ω3
1︸︷︷︸

=−ω13

θ1 − ω3
2︸︷︷︸

=−ω23

θ2 − ω3
3︸︷︷︸

=0

θ3

= ω1
3θ

1 + ω2
3θ

2 .

Summarising,

−ω1
2θ

2 − ω1
3θ

3 = 0 ,
ω1

2θ
1 − ω2

3θ
3 = γ′e−βθ1 ∧ θ2 ,

ω1
3θ

1 + ω2
3θ

2 = γ′e−βθ1 ∧ θ3 + e−γ cot θ θ2 ∧ θ3 .

It should be clear from the first and second line that an ω1
2 proportional to θ2 should

do the job; similarly from the first and third line one sees that an ω2
3 proportional

to θ3 should work. It is then easy to find the relevant coefficient, as well as to find
ω2

3:

ω1
2 = −γ′e−βθ2 = −γ′e−β+γdθ , (A.6.13a)

ω1
3 = −γ′e−βθ3 = −γ′e−β+γ sin θ dϕ , (A.6.13b)

ω2
3 = −e−γ cot θ θ3 = − cos θ dϕ . (A.6.13c)

It is convenient to define curvature two-forms:

Ωa
b =

1
2
Rabcdθ

c ∧ θd . (A.6.14)

The second Cartan structure equation then reads

Ωa
b = dωab + ωac ∧ ωcb . (A.6.15)
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This identity is easily verified using (A.6.8):

Ωa
b(X,Y ) =

1
2
Rabcd θ

c ∧ θd(X,Y )︸ ︷︷ ︸
=XcY d−XdY c

= RabcdX
cY d

= θa(∇X∇Y eb −∇Y∇Xeb −∇[X,Y ]eb)
= θa(∇X(ωcb(Y )ec)−∇Y (ωcb(X)ec)− ωcb([X,Y ])ec)

= θa
(
X(ωcb(Y ))ec + ωcb(Y )∇Xec

−Y (ωcb(X))ec − ωcb(X)∇Y ec − ωcb([X,Y ])ec
)

= X(ωab(Y )) + ωcb(Y )ωac(X)
−Y (ωab(X))− ωcb(X)ωac(Y )− ωab([X,Y ])

= X(ωab(Y ))− Y (ωab(X))− ωab([X,Y ])︸ ︷︷ ︸
=dωab(X,Y )

+ωac(X)ωcb(Y )− ωac(Y )ωcb(X)
= (dωab + ωac ∧ ωcb)(X,Y ) .

Equation (A.6.15) provides an efficient way of calculating the curvature tensor
of any metric.

Example A.6.1 continued: From (A.6.13) we find:

Ω1
2 = dω1

2 + ω1
1︸︷︷︸

=0

∧ω1
2 + ω1

2 ∧ ω2
2︸︷︷︸

=0

+ω1
3 ∧ ω3

2︸ ︷︷ ︸
∼θ3∧θ3=0

= −d(γ′e−β+γdθ)
= −(γ′e−β+γ)′dr ∧ dθ
= −(γ′e−β+γ)′e−β−γθ1 ∧ θ2

=
∑
a<b

R1
2abθ

a ∧ θb ,

which shows that the only non-trivial coefficient (up to permutations) with the pair
12 in the first two slots is

R1
212 = −(γ′e−β+γ)′e−β−γ . (A.6.16)

A similar calculation, or arguing by symmetry, leads to

R1
313 = −(γ′e−β+γ)′e−β−γ . (A.6.17)

Finally,

Ω2
3 = dω2

3 + ω2
1 ∧ ω1

3 + ω2
2︸︷︷︸

=0

∧ω2
3 + ω2

3 ∧ ω3
3︸︷︷︸

=0

= −d(cos θ dϕ) + (γ′e−βθ2) ∧ (−γ′e−βθ3)
= (e−2γ − (γ′)2e−2β)θ2 ∧ θ3 ,

yielding
R2

323 = e−2γ − (γ′)2e−2β . (A.6.18)
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The curvature scalar can easily be calculated now to be

R = Rij
ij = 2(R12

12 +R13
13 +R23

23)
= −4(γ′e−β+γ)′e−β−γ + 2(e−2γ − (γ′)2e−2β) . (A.6.19)



Appendix B

Some interesting space-times

B.1 Minkowski space-time

The simplest example possible of a Lorentzian metric is that of Minkowski
space-time: by definition, this is Rn+1 with the metric

η ≡ ηµνdx
µdxν := −(dx0)2 + (dx1)2 + · · · (dxn)2 . (B.1.1)

The symbol ηµν will be used throughout this work as above, and the coordinates
xµ in (B.1.1) will be referred to as Minkowskian; we will sometimes write t for
x0. The inverse metric ηµν coincides with η:

ηµν = diag(−1,+1, · · · ,+1) . (B.1.2)

In the Minkowskian coordinates the connection coefficients, as given by (A.5.21),
vanish, which implies the vanishing of the Riemann tensor.

B.2 further examples (Schwarzschild, Kerr)...

233
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B.3 Taub-NUT space-times

•B.3.1 The Taub–NUT metrics are solutions of vacuum Einstein equations on•B.3.1: ptc:I am not
sure that this is proof
read, in final form, in
any case one could add
here some results about
non-equivalent
extensions,
non-equivalent scris,
and so on

space-time manifolds MI of the form

MI := I × S3 ,

where I an interval. They take the form [82]

−U−1dt2 + (2L)2Uσ2
1 + (t2 + L2)(σ2

2 + σ2
3) , (B.3.1)

U(t) = −1 + 2(mt+L2)
t2+L2 . (B.3.2)

Here L and m are real numbers with L > 0. Further, the one-forms σ1, σ2 and
σ3 are left invariant one–forms on SU(2) ≈ S3: If

iS3 : S3 → R4

is the standard embedding of S3 into R4, then

σ1 = 2i∗S3(x dw − w dx+ y dz − z dy) ,
σ2 = 2i∗S3(z dx− x dz + y dw − w dy) ,
σ3 = 2i∗S3(x dy − y dx+ z dw − w dz) .

The function U always has two zeros,

U(t) =
(t+ − t)(t− t−)

t2 + L2
,

where
t± := m±

√
m2 + L2 .

It follows that I has to be chosen so that t± 6∈ I.
It is convenient to parameterize S3 with Euler angles

(µ, θ, ϕ) ∈ [0, 2π]× [0, 2π]× [0, π] ,

so that

x+ iy = sin
(
θ

2

)
ei(µ−φ)/2 , z + iw = cos

(
θ

2

)
ei(µ+φ)/2 . (B.3.3)

This leads to the following form of the metric

g = −U−1dt2 + (2L)2U(dµ+ cos θdϕ)2 + (t2 + L2)(dθ2 + sin2 θdϕ2) .(B.3.4)

There is a natural action of S1 on circles obtained by varying µ at fixed t, θ
and ϕ:

µ→ µ+ 2α .

It follows from (B.3.3) that this corresponds to the following action of S1 on R4

(x+ iy, z + iw) → eiα(x+ iy, z + iw) .

This shows that the circles with fixed t, θ and ϕ form the Hopf fibration of S3

by S1’s.•B.3.2•B.3.2: ptc:I’m note
completely sure; have
to crosscheck Clearly

g#(dt, dt) = gtt = −U , (B.3.5)

which shows that the level sets of t are



B.3. TAUB-NUT SPACE-TIMES 235

• spacelike for t ∈ (t−, t+), and

• timelike for t < t− or t > t+.

Equation (B.3.5) further shows that

∇t = gµt∂µ = −U∂t ,

so that
g(∇t,∇t) = −U(t) < 0 for t ∈ (t−, t+) .

Equivalently, t is a time function in that range of t’s. Theorem ?? implies that

(M(t−,t+), g) is globally hyperbolic .

From (B.3.4) we further find

g(∂µ, ∂µ) = 2L2U ,

so that the Hopf circles — to which ∂µ is tangent — are

• spacelike for t ∈ (t−, t+), and

• timelike for t < t− or t > t+.

In particular

(M(−∞,t−), g) and (M(t+,∞), g) contain closed timelike curves .

Let γ be the metric induced by g on the level sets of t,

γ = (2L)2Uσ2
1 + (t2 + L2)(σ2

2 + σ2
3) .

Again in the t-range (t−, t+), the volume |Sτ | of the level sets Sτ of t equals

|Sτ | =
∫

Sτ

dµγ =

√
U(t)(t2 + L2)

U(0)L2
|S0| .

Here dµγ is the volume element of the metric γ — in local coordinates

dµγ =
√

det γij d3x .

This is a typical “big-bang — big-crunch” behaviour, where the volume of
the space-slices of the universe “starts” at zero, expands to a maximum, and
collapses again to a zero value.

The standard way of performing extensions across the Cauchy horizons t±
is to introduce new coordinates

(t, µ, θ, ϕ) → (t, µ±
∫ t

t0

[2LU(s)]−1ds, θ, ϕ) , (B.3.6)

which gives

g± = ±4L(dµ+ cos θdϕ)dt
+(2L)2U(dµ+ cos θdϕ)2 + (t2 + L2)(dθ2 + sin2 θdϕ2) . (B.3.7)
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Somewhat surprisingly, the metrics g± are non-singular for all t ∈ R. In order
to see that, let

M := R× S3 ,

and on M consider the one-forms θa, a = 0, . . . , 3, defined as

θ0 = dt ,

θ1 = 2εL(dµ+ cos θdφ) = 2Lεσ3 ,

θ2 =
√
t2 + L2 dθ ,

θ3 =
√
t2 + L2 sin θdϕ .

θ0 and θ1 are smooth everywhere on M , while θ2 and θ3 are smooth except for
the usual spherical coordinates singularity at the south and north poles of S3.
In this frame the metrics gε take the form

gε = θ0 ⊗ θ1 + θ1 ⊗ θ0 + Uθ1 ⊗ θ1 + θ2 ⊗ θ2 + θ3 ⊗ θ3

= gabθ
a ⊗ θb . (B.3.8)

Each of the metrics g± can be smoothly conformally extended to the bound-
ary at infinity “t = ∞” by introducing

x = 1/t ,

so that (B.3.7) becomes

g± = x−2
(
∓ 4L(dµ+ cos θdϕ)dx

+(2L)2x2U(dµ+ cos θdϕ)2 + (1 + L2x2)(dθ2 + sin2 θdϕ2)
)
.(B.3.9)

In each case this leads to a Scri diffeomorphic to S3. There is a simple isometry
between g+ and g− given by

(x, µ, θ, ϕ) → (x,−µ, θ,−ϕ)

(this does correspond to a smooth map of the region t ∈ (t+,∞) into itself,
cf. [33]), so that the two Scri’s so obtained are isometric. However, in addition
to the two ways of attaching Scri to the region t ∈ (t+,∞) there are the two
corresponding ways of extending this region across the Cauchy horizon t =
t+, leading to four possible manifolds with boundary. It can then be seen,
using e.g. the arguments of [33], that the four possible manifolds split into two
pairs, each of the manifolds from one pair not being isometric to one from
the other. Taking into account the corresponding completion at “t = −∞”,
and the two extensions across the Cauchy horizon t = t−, one is led to four
inequivalent conformal completions of each of the two inequivalent [33] time-
oriented, maximally extended, standard Taub-NUT space-times.
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Conformal rescalings of the
metric

Consider a metric g̃ related to g by a conformal rescaling:

g̃ij = ϕ`gij ⇐⇒ g̃ij = ϕ−`gij . (C.0.1)

This gives the following transformation law for the Christoffel symbols:

Γ̃ijk =
1
2
g̃im(∂j g̃km + ∂kg̃jm − ∂mg̃jk)

=
1
2
ϕ−`gim(∂j(ϕ`g̃km) + ∂k(ϕ`g̃jm)− ∂m(ϕ`gjk))

= Γijk +
`

2ϕ
(δik∂jϕ+ δij∂kϕ− gjkD

iϕ) , (C.0.2)

where D denotes the covariant derivative of g. Equation (C.0.2) can be rewrit-
ten as

D̃XY = DXY + C(X,Y ) , (C.0.3)

with

C(X,Y ) =
`

2ϕ

(
Y (ϕ)X +X(ϕ)Y − g(X,Y )Dϕ

)
(C.0.4a)

=
`

2ϕ

(
Y (ϕ)X +X(ϕ)Y − g̃(X,Y )D̃ϕ

)
. (C.0.4b)

C.1 The curvature

Further,•C.1.1 •C.1.1: ptc:these are
formulae from Mielke,
checked by Walter, but
perhaps a derivation
would make sense,
especially since we
don’t have riemann
here; one should also
introduce the schouten
tensor, the conformal
geodesics, etc

R̃ij := Ric(g̃)ij

= Rij −
(n− 2)`

2ϕ
DiDjϕ+

(n− 2)`(`+ 2)
4ϕ2

DiϕDjϕ−
`

2ϕ
∆gϕgij

−(n− 2)`2 − 2`
4ϕ2

DkϕDkϕgij . (C.1.1)
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By contraction one obtains

R̃ := g̃ijR̃ij = ϕ`gijR̃ij

= ϕ`
(
R− (n− 1)`

ϕ
∆gϕ−

(n− 1)` {(n− 2)`− 4}
4ϕ2

DiϕDiϕ

)
.

(C.1.2)

Clearly a very convenient choice is

(n− 2)` = 4 ,

leading to

g̃ij = ϕ
4

n−2 gij , R̃ = ϕ`
(
R− 4(n− 1)

(n− 2)ϕ
∆gϕ

)
. (C.1.3)

C.2 Non-characteristic hypersurfaces

Let S be a non-characteristic hypersurface in M , under (C.0.1) the unit normal
to S transforms as

ñi = ϕ−`/2ni ⇐⇒ ñi = ϕ`/2ni . (C.2.1)

The projection tensor P defined in (6.3.4) is invariant under (C.0.1),

P̃ = P .

From the definition (6.3.6) of the Weingarten map we obtain, for X ∈ TS ,

B̃(X) = P̃ (D̃X ñ) = P
(
DX(ϕ−`/2n) + C(X, ñ)

)
= P

(
X(ϕ−`/2)n+ ϕ−`/2DXn+

`

2ϕ

(
ñ(ϕ)X +X(ϕ)ñ− g̃(X, ñ)︸ ︷︷ ︸

0

D̃ϕ
)

= P
(
ϕ−`/2DXn+

`

2ϕ
ñ(ϕ)X

)
= ϕ−`/2B(X) +

`

2ϕ
ñ(ϕ)X .

The definition (6.3.9) of the extrinsic curvature tensor (second fundamental
form) K leads to, for X,Y ∈ TS ,

K̃(X,Y ) = g̃
(
B̃(X), Y

)
= g̃
(
ϕ−`/2B(X) +

`

2ϕ
ñ(ϕ)X,Y

)
,

which can be rewritten in the following three equivalent forms

K̃(X,Y ) = ϕ`/2K(X,Y ) +
`ñ(ϕ)
2ϕ

g̃(X,Y ) (C.2.2a)

= ϕ`/2K(X,Y ) +
`ϕ(−`−2)/2n(ϕ)

2
g̃(X,Y ) (C.2.2b)
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= ϕ`/2K(X,Y ) +
`ϕ(`−2)/2n(ϕ)

2
g(X,Y ) . (C.2.2c)

(C.2.3)

(C.2.4)



240 APPENDIX C. CONFORMAL RESCALINGS OF THE METRIC



Appendix D

Sobolev spaces on manifolds

241



242 APPENDIX D. SOBOLEV SPACES ON MANIFOLDS

D.1 Weighted Sobolev spaces on manifolds

•D.1.1 In this section we shall recall the main elements of the construction of•D.1.1: ptc:this is an
auxiliary section,
which will NOT be in
the final version of the
paper, just to be sure
that things are right

Sobolev spaces on manifolds. The material here is well known to most re-
searchers; however, in other works assumptions on completeness or on radius of
injectivity of the manifold are made — those ensure some further properties of
the spaces constructed. Our point here is to make it clear that no supplemen-
tary properties are needed for the claims below. We will actually be slightly
more general and construct weighted Sobolev spaces, the standard ones are ob-
tained by setting to one the functions φ and ψ in Equation (D.1.2). The reader
is referred to [7, 8, 59] for a discussion of further properties of the usual Sobolev
spaces on Riemannian manifolds.

Let, then, M be a differentiable manifold1; by definition, M is paracompact
and Hausdorff. The metric g on M will be assumed to be Riemannian and con-
tinuous, higher differentiability of g will be indicated whenever needed. Para-
compactness of M implies that there exists a (countable) covering Oi, i ∈ N, of
M with open sets on which local coordinate systems Φi : Oi → Rn are defined.
Let φi be a partition of unity subordinate to that covering. Let B(M) be the
σ-algebra of Borel sets of M , for Ω ∈ B(M) we set

µi(Ω) =
∫

Φi(Oi)
(χΩφi) ◦ Φ−1

i

√
det gij dx1 . . . dxn ,

where χΩ denotes the characteristic function of the set Ω. By standard theory2

on Rn the µi’s are measures on B(M), and thus so is

µ̊ =
∑
i∈N

µi .

Let Λ(M, g) be the σ-algebra obtained by Caratheodory completion [93] of
(B(M), µ̊), and let µg denote the resulting extension of µ̊ to Λ(M, g); Λ(M, g)
does actually not depend upon g, but we shall keep g in its argument to empha-
size that the metric has been used in its construction•D.1.2 . For any 1 ≤ p <∞•D.1.2: ptc:perhaps

not? and any non-negative Λ(M, g)-measurable function α on M the spaces Lp(αµg)
are then obtained by the usual construction of Lebesgue, starting from the
measured space (M,Λ(M, g), αµg). Here

αµg(Ω) :=
∫
M
χΩαdµg .

The Fischer-Riesz [94, Thm. 3.11] theorem shows that the Lp(αµg)’s are com-
plete Banach spaces when equipped with the norm

‖f‖Lp :=
(∫

M
|f |pαdµg

)1/p

. (D.1.1)

1We use the analysts’ convention that a manifold M is always open; thus a manifold M
with non-empty boundary ∂M does not contain its boundary; instead, M := M ∪ ∂M is a
manifold with boundary in the differential geometric sense.

2The elementary facts from measure theory which we use here can be found e.g. in [94]
and [93].
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(Throughout this section we shall freely mix the notions of functions and of
equivalence classes of functions, depending upon the context, where two func-
tions are equivalent if they are equal αµg almost everywhere.) A function f is
in Lp(αµg) if and only if f is Λ(M, g)-measurable with the right-hand-side of
(D.1.1) being finite. All continuous functions on M are Λ(M, g)-measurable,
and all compactly supported continuous functions are in Lp(αµg).

Let u be a section of the tensor bundle

T rsM := TM ⊗ · · · ⊗ TM︸ ︷︷ ︸
r times

⊗T ∗M ⊗ · · · ⊗ T ∗M︸ ︷︷ ︸
s times

;

u will be said to be measurable if for all collections X1, X2, . . ., Xs of continuous
vector fields and all collections α1, α2, . . ., αr of continuous one-forms the
function u(α1, . . . , αr, X1, . . . , Xr) is measurable. u will be said to be in Lp(αµg)
if u is measurable and if the g-Riemannian norm |u|g of u is in Lp(αµg). A tensor
field u will be said to be in Lploc(αµg) if for every compact K the tensor field
χKu is in Lp(αµg). All continuous tensor fields are measurable; pointwise limits
of measurable tensor fields are measurable tensor fields.

For i in N and for i-times differentiable tensor fields u we shall denote
by ∇(i)u the section of the tensor bundle T rs+iM obtained by covariantly dif-
ferentiating i times the tensor field u using the Levi-Civita connection of g,
∇(i) := ∇...∇︸ ︷︷ ︸

i times

u, where ∇ is the Levi-Civita covariant derivative of g; this re-

quires g to be i times differentiable when r + s > 0; i − 1 differentiability of g
suffices if u is a function. In local coordinates, if

u = ui1···ir j1···js ∂i1 ⊗ · · · ⊗ ∂ir ⊗ dxj1 · · · ⊗ dxjs ,

then

∇(i)u := ∇k1 · · ·∇kiu
i1···ir

j1···js ∂i1 ⊗· · ·⊗∂ir ⊗dxk1 · · ·⊗dxki ⊗dxj1 · · ·⊗dxjs .

Let us denote by 〈·, ·〉 the pairing between T rsM and T srM tensors:

〈v, u〉 := vj1···js i1···iru
i1···ir

j1···js ;

recall that the summation convention is used throughout, which means that
repeated indices, one up and one down, have to be summed over. Let (∇(i))t

denote the formal adjoint of ∇(i) obtained by integrating i-times by parts:∫
〈(∇(i))tv, u〉dµg =

∫
〈v,∇(i)u〉dµg ;

here we have assumed that both u and v are i-times differentiable and that
at least one of them has compact support. For example, if u is a compactly
supported differentiable field of one forms, then for differentiable v’s we have∫

vij∇iuj = −
∫
uj∇iv

ij ,

so that
(∇(1))tv = −∇iv

ij∂j .
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Similarly one checks that whatever the rank of u, in our conventions above the
operator (∇(1))t is minus the divergence on the first slot of v. The higher order
operators (∇(i))t are obtained by iteration of the formula for (∇(1))t.

Let u and K be two tensor fields in L1
loc(dµg) and suppose that for any

smooth compactly supported v we have∫
〈(∇(i))tv, u〉dµg =

∫
〈v,K〉dµg .

(This equation is well posed for metrics which are in Ci−1,1 = W i,∞
loc .) We then

say that K is the i-th covariant derivative of u in the sense of distributions, and
we set

∇(i)u := K .

Let φ and ψ be two strictly positive Λ(M, g)-measurable functions on M .
Let u be a tensor field in L1

loc such that its distributional derivatives ∇(i)u,
i = 1, . . . , k are also in L1

loc, we shall say that u ∈W k,p
φ,ψ if the norm

‖u‖
Wk,p
φ,ψ

:= (
∫
M

(
k∑
i=0

(
φi|∇(i)u|gψ

)p
dµg)

1
p (D.1.2)

is finite. We will write W k,p
φ,ψ(g) for W k,p

φ,ψ if ambiguities are likely to occur.

We claim that W k,p
φ,ψ with the above norm is a Banach space. Indeed, let

un be a Cauchy sequence in W k,p
φ,ψ, thus for 0 ≤ i ≤ k the sequences ∇(i)un are

Cauchy in Lp(φipψpdµg). The Fischer-Riesz theorem implies that there exist
tensor fields K(i) such that the ∇(i)un’s converge to K(i) in Lp(φipψpdµg). It
then follows by elementary considerations (using L1-continuity of the integral
together with Hölder’s inequality if p > 1) that for any smooth compactly
supported v’s we have∫

〈(∇(i))tv,K(0)〉dµg = lim
n→∞

∫
〈(∇(i))tv, un〉dµg

= lim
n→∞

∫
〈v,∇(i)un〉dµg

=
∫
〈v,K(i)〉dµg .

This shows that K(i) is the i-th distributional derivative of K(0), so that K(0)

is in W k,p
φ,ψ, as desired, with un converging to K(0) in W k,p

φ,ψ.

When p = 2 the W k,p
φ,ψ’s are Hilbert spaces with the obvious scalar product

associated to the norm (D.1.2).
We denote by W̊ k,p

φ,ψ the closure in W k,p
φ,ψ of the space of W k,p

φ,ψ functions or
tensors which are compactly (up to a negligible set) supported in M , with the
norm induced from W k,p

φ,ψ; it is easily seen that smooth compactly supported

tensor fields are dense in W̊ k,p
φ,ψ.

•D.1.3 For k = 0 the spaces W k,p
φ,ψ and W̊ k,p

φ,ψ coincide: indeed, let Xn ⊂M be•D.1.3: ptc:added
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any family of open relatively compact sets exhausting M , it is easily seen from
the Lebesgue dominated convergence theorem that for u ∈ W 0,p

φ,ψ the family of
tensor fields χXnu converges to u in W 0,p

φ,ψ. We shall often use the notation Lpψ
for this space.

The interesting question whether or not W̊ k,p
φ,ψ coincides with W k,p

φ,ψ for k ≥ 1
is irrelevant for our purposes, but we mention that if there exists a compact set
K ⊂M and a constant C such that we have

φ ≤ Cσ

on M \ K , where σ denotes the distance from, say, some point x0 ∈ M ,
then•D.1.4 the set C∞c of compactly supported smooth functions or tensor fields•D.1.4: ptc:justify,

actually this might be
wrong; probably want
x0 ∈ K̊ ; what about
completeness,
injectivity radius?

is dense inW 1,p
φ,ψ. The reader is referred to [7, 8, 59] for further results concerning

the density question when φ ≡ ψ ≡ 1.
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Appendix F

A pot-pourri of formulae

•F.0.5 Here are some formulae for the commutation of derivatives: •F.0.5: ptc:these are
formulae by Erwann, I
haven’t checked them

∇m∇ltik −∇l∇mtik = Rpklmtip +Rpilmtkp ,

∇i∇jV
l −∇j∇iV

l = RlkijV
k ,

∇k∇k|df |2 = 2(∇lf∇l∇k∇kf +Ric(∇f,∇f) + |∇∇f |2) ,

∇k∇k∇i∇jf −∇i∇j∇k∇kf −Rkj∇k∇if −Rki∇k∇jf + 2Rqjli∇q∇lf

= (∇iRkj +∇jRki −∇kRij)∇kf .

The Bianchi identities for a Levi-Civita connection:

Rijkl +Riljk +Riklj = 0 ,

∇lR
t
ijk +∇kR

t
ilj +∇jR

t
ikl = 0 ,

∇tR
t
ijk +∇kRij −∇jRik = 0 ,

∇kRik −
1
2
∇kR = 0 .

Linearisations for various objects of interest:

DgΓkij(g)h =
1
2
(∇ih

k
j +∇jh

k
i −∇khij) ,

2[DgRiem(g)h]sklm = ∇l∇khsm−∇l∇shkm+∇m∇shkl−∇m∇khsl+Rpklmhps+Rpsmlhpk ,

2[DgRiem(g)h]iklm = ∇l∇kh
i
m−∇l∇ihkm+∇m∇ihkl−∇m∇kh

i
l+g

isRpsmlhpk−Rpklmhip ,

DgRic(g)h =
1
2
∆Lh− div∗div(Gh) ,

∆Lh = −∇k∇khij +Rikh
k
j +Rjkh

k
j − 2Rikjlhkl ,

Gh = h− 1
2
tr hg, (divh)i = −∇khik, div∗w =

1
2
(∇iwj +∇jwi) ,

DgR(g)h = −∇k∇k(tr h) +∇k∇lhkl −Rklhkl ,

[DgR(g)]∗f = −∇k∇kfg +∇∇f − f Ric(g) .

249
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Warped products: Let (M, g), ∇ := ∇g, f : M → R and

(M = M ×f I, g̃ = −f2dt2 + g) ,

then for X,Y tangent to M and V,W tangent to I, we have

Ric(g̃)(X,Y ) = Ric(g)(X,Y )− f−1∇∇f(X,Y ) ,

Ric(g̃)(X,V ) = 0 = g̃(X,V ) ,

Ric(g̃)(V,W ) = −f−1∇k∇kfg̃(V,W ) .

Let (M, g), ∇ := ∇g, f : M → R and let (M = M×f I, g̃ = εf2dt2+g), ε = ±1.
xa = (x0 = t, xi = (x1, . . ., xn)) .

Γ̃0
00 = Γ̃0

ij = Γ̃ki0 = 0, Γ̃0
i0 = f−1∂if, Γ̃k00 = −εf∇kf, Γ̃kij = Γkij ,

R̃lijk = Rlijk, R̃l0j0 = −εf∇j∇lf, R̃0
ij0 = f−1∇j∇if ,

R̃0
ijk = R̃lij0 = R̃l0jk = R̃0

0jk = R̃0
0j0 = 0 ,

R̃mijk = Rmijk, R̃0ijk = 0, R̃0ij0 = εf∇j∇if ,

R̃ik = Rik − f−1∇k∇if, R̃0k = 0, R̃00 = −εf∇i∇if ,

R̃ = R− 2f−1∇i∇if .

Hypersurfaces: Let M be a non-isotropic hypersurface in M̃ , with ν normal,
and u, v tangent to M at m, we have

II(u, v) = (∇̃UV −∇UV )m = (∇̃UV )⊥m = II(v, u) = −l(u, v)νm .

Setting S(u) = ∇̃uν ∈ TmM , one has

< S(u), v >=< ∇̃uν, v >=< −ν, ∇̃uV >= l(u, v) .

If x, y, u, v are tangent to M , then•F.0.6•F.0.6: ptc:there are
bound to be sign
problems here

R(x, y, u, v) = R̃(x, y, u, v) + l(x, u)l(y, v)− l(x, v)l(y, u) .

The Gauss-Codazzi equations read

R̃(x, y, u, ν) = ∇yl(x, u)−∇xl(y, u) .

The Ricci tensor can be decomposed as:

R̃(y, v) = R(y, v) + II ◦ II(y, v)− trII II(y, v) + R̃(ν, y, ν, v) ,

R̃(y, ν) = −∇ytrII + yj∇iIIij ,

R̃ = R+ |II|2 − (trII)2 + 2R̃(ν, ν) .

The Weyl tensor:

Wijkl = Rijkl−
1

n− 2
(Rikgjl−Rilgjk+Rjlgik−Rjkgil)+

R

(n− 1)(n− 2)
(gjlgik−gjkgil) .
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We have
Wi

j
kl(efg) = Wi

j
kl(g) .

The Schouten tensor

Sij =
1

n− 2
[2Rij −

R

n− 1
gij ] .

Under a conformal transformation g′ = efg, we have

Γ′kij − Γkij =
1
2
(δkj ∂if + δki ∂jf − gij∇kf) .

R′ij = Rij −
n− 2

2
∇i∇jf +

n− 2
4

∇if∇jf −
1
2
(∇k∇kf +

n− 2
2

|df |2)gij

R′ = e−f [R− (n− 1)∇i∇if −
(n− 1)(n− 2)

4
∇if∇if ] .

Specialising to g′ = e
2

n−2
ug,

R′ij = Rij −∇i∇ju+
1

n− 2
∇iu∇ju−

1
n− 2

(∇k∇ku+ |du|2)gij .

In the notation g′ = v
2

n−2 g,

R′ij = Rij − v−1∇i∇jv +
n− 1
n− 2

v−2∇iv∇jv −
1

n− 2
v−1(∇k∇kv)gij .

If we write instead g′ = φ4/(n−2)g, then

R′ij = Rij−2φ−1∇i∇jφ+
2n
n− 2

φ−2∇iφ∇jφ−
2

n− 2
φ−1(∇k∇kφ+φ−1|dφ|2)gij ,

R′φ(n+2)/(n−2) = −4(n− 1)
n− 2

∇k∇kφ+Rφ .

When we have two metrics g and g′ at our disposal, then

T kij := Γ′kij − Γkij =
1
2
g′kl(∇ig

′
lj +∇jg

′
li −∇lg

′
ij) .

Riem′i
klm − Riemi

klm = ∇lT
i
km −∇mT

i
kl + T ijlT

j
km − T ijmT

j
kl .

Under g′ = efg, the Laplacian acting on functions becomes•F.0.7 •F.0.7: ptc:quelle signe
pour le laplacien

∇′k∇′
kv = e−f (∇k∇kv +

n− 2
2

∇kf∇kv) .

For symmetric tensors we have instead

∇′k∇′
kuij = e−f

[
∇k∇kuij +

n− 6
2

∇kf∇kuij − (∇if∇kukj +∇jf∇kuki)

+(∇kf∇iukj +∇kf∇juki) + (
3− n

2
∇kf∇kf −∇k∇kf)uij

−n
4
(∇if∇kfukj +∇jf∇kfuki) +

1
2
∇if∇jfu

k
k +

1
2
gijukl∇kf∇lf

]
.
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Laplacians : For symmetric u’s and arbitrary T ’s let

(Du)kij :=
1√
2
(∇kuij −∇juik),

then
(D∗T )ij =

1
2
√

2
(−∇kTkij −∇kTkji +∇kTijk +∇kTjik) .

Further
D∗Duij = −∇k∇kuij +

1
2
(∇k∇iujk +∇k∇juik) ,

and
div∗divu = −1

2
(∇i∇kujk +∇j∇kuik) ,

thus

(D∗D + div∗div)uij = −∇k∇kuij +
1
2
(Rkjuki +Rkiu

k
j − 2Rqjliuql) .

Stationary metrics : (M,γ) Riemannian, in dimension three, let λ : M → R,
ξ : M → T ∗M , (N = I ×M, g) with

g(t, x) =
(
λ tξ
ξ λ−1(ξ tξ − γ)

)
= λ(dt+ λ−1ξidx

i)2 − λ−1γijdx
idxj .

Let w = −λ2 ∗γ d(λ−1ξ). ∇ = ∇g, Ei = γisEs. Then

Ric(γ)ij =
1
2
λ−1(∇iλ∇jλ+ wiwj) + λ−2(Ric(g)ij −Ric(g)cdξcξdγij) ,

∇i∇iλ = λ−1(|dλ|2 − |w|2)− 2λ−1Ric(g)abξaξb ,

∇i(λ−2wi) = 0 ,

λ(∗γdw)i = −2λ−1T (g)icξ
c, Ric(g) = G(T (g)) .
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