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REPRESENTATIVE PROCESS 
CONTROL PROBLEMS 
• Process: The conversion of feed materials to products using chemical 

and physical operations.  

• In practice, the term process tends to be used for both the processing 
operation and the processing equipment. 

 

• Note: this definition applies to three types of common processes: 

• continuous, 

• batch,  

• and semi-batch 



Continuous Processes 

• Tubular heat exchanger. A process fluid on 
the tube side is cooled by cooling water on 
the shell side.  

• Typically, the exit temperature of the process 
fluid is controlled by manipulating the 
cooling water flow rate. Variations in the 
inlet temperatures and the process fluid flow 
rate affect the heat exchanger operation. 
Consequently, these variables are considered 
to be disturbance variables. 



• Continuous stirred-tank reactor (CSTR).  

• If the reaction is highly exothermic, it is 
necessary to control the reactor 
temperature by manipulating the flow rate 
of coolant in a jacket or cooling coil. The 
feed conditions (composition, flow rate, and 
temperature) can be manipulated variables 
or disturbance variables. 

Continuous Processes-cont. 



• Thermal cracking furnace. 

•  Crude oil is broken down ("cracked") into a number of 
lighter petroleum fractions by the heat transferred 
from a burning fuel/air mixture. The furnace 
temperature and amount of excess air in the flue gas 
can be controlled by manipulating the fuel flow rate 
and the fuel/air ratio. The crude oil composition and 
the heating quality of the fuel are common disturbance 
variables. 

Continuous Processes-cont. 



• Multicomponent distillation column.  

• Many different control objectives can be 
formulated for distillation columns.  

• For example, the distillate composition can be 
controlled by adjusting the reflux flow rate or the 
distillate flow rate. If the composition cannot be 
measured on-line, a tray temperature near the top 
of the column can be controlled instead. If the feed 
stream is supplied by an upstream process, the 
feed conditions will be disturbance variables. 

Continuous Processes-cont. 



• For each of these four examples, the process control problem has been 
characterized by identifying three important types of process variables. 

• Controlled variables (CVs): The process variables that are controlled. The 
desired value of a controlled variable is referred to as its set point. 

•  Manipulated variables (MVs): The process variables that can be adjusted 
in order to keep the controlled variables at or near their set points. 
Typically, the manipulated variables are flow rates. 

•  Disturbance variables (DVs): Process variables that affect the controlled 
variables but cannot be manipulated. Disturbances generally are related to 
changes in the operating environment of the process:  

• for example, its feed conditions or ambient temperature. Some disturbance 
variables can be measured on-line, but many cannot such as the crude oil 
composition for Process (c), a thermal  cracking furnace. 

 

The specification of CVs, MVs, and DVs is a critical step in developing a 
control system. 



Batch and Semi-Batch Processes 

• Batch and semi-batch processes provide needed flexibility for 
multiproduct plants, especially when products change 
frequently and production quantities are small. 

 

• Batch or semi-batch reactor. 

• An initial charge of reactants is brought up to reaction 
conditions, and the reactions are allowed to proceed for a 
specified period of time or until a specified conversion is 
obtained.  

• Typically, the reactor temperature is controlled by 
manipulating a coolant flow rate. 

• Batch and semi-batch reactors are used routinely in specialty 
chemical plants, polymerization plants, and in pharmaceutical 
and other bioprocessing facilities 



Batch and Semi-Batch Processes-cont. 
Batch digester in a pulp mill. 
• Both continuous and semi-batch digesters ( شبه دفعة

 are used in paper manufacturing to break (هاضم
down wood chips in order to extract the cellulosic 
fibers. The end point of the chemical reaction is 
indicated by the kappa number, a measure of lignin 
content. It is controlled to a desired value by 
adjusting the digester temperature, pressure, and/or 
cycle time. 

 

• (lignin content : a complex organic polymer 
deposited in the cell walls of many plants) 



Batch and Semi-Batch Processes-cont. 
Plasma etcher in semiconductor processing 

•  A single wafer (رقاقة )containing hundreds of 
printed circuits is subjected to a mixture of 
etching gases (غازات النقش 

•   ) under conditions suitable to establish and 
maintain a plasma (a high voltage applied at 
high temperature and extremely low pressure). 
The unwanted material on a layer of a 
microelectronics circuit is selectively removed 
by chemical reactions. The temperature, 
pressure, and flow rates of etching gases to the 
reactor are controlled by adjusting electrical 
heaters and control valves. 



Batch and Semi-Batch Processes-cont. 
Kidney dialysis unit (وحدة غسيل الكلى).  

• This medical equipment is used to remove waste 
products from the blood of human patients whose 
own kidneys are failing or have failed. The blood 
flow rate is maintained by a pump, and "ambient 
conditions," such as temperature in the unit, are 
controlled by adjusting a flow rate. The dialysis is 
continued long enough to reduce waste  
concentrations to acceptable levels. 



ILLUSTRATIVE EXAMPLE- 
A BLENDING PROCESS  
(A continuous, stirred-tank blending system) 
• The control objective is to blend the two inlet 

streams to produce an outlet stream that has the 
desired composition. Stream 1 is a mixture of two 
chemical species, A and B.  

• We assume that its mass flow rate w1 is constant, 
but the mass fraction of A, x1, varies with time.  

• Stream 2 consists of pure A and thus x2 = 1.  

• The mass flow rate of Stream 2, w2, can be 
manipulated using a control valve.  

• The mass fraction of A in the exit stream is 
denoted by x and the desired value (set point) by 
Xsp.  

• Thus for this control problem, the controlled 
variable is x, the manipulated variable is w2, 
and the disturbance variable is x1. 
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Strategies for reducing the effects of x1 
on x 
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CLASSIFICATION OF PROCESS 
CONTROL STRATEGIES 
• Method 1 is an example of a feedback control strategy. 

• The distinguishing feature of feedback control is that the controlled 
variable is measured, and that the measurement is used to adjust the 
manipulated variable. For feedback control, the disturbance variable 
is not measured. 

• It is important to make a distinction between negative feedback and 
positive feedback. 

• negative feedback refers to the desirable situation in which the 
corrective action taken by the controller forces the controlled variable 
toward the set point. 



CLASSIFICATION OF PROCESS 
CONTROL STRATEGIES-cont. 
• when positive feedback occurs, the controller makes things worse by 

forcing the controlled variable farther away from the set point. 
• For example, in the blending control problem, positive feedback takes place 

if Kc < 0, because w2 will increase when x increases. 
 

• An important advantage of feedback control is that corrective action occurs 
regardless of the source of the disturbance. 

• Another important advantage is that feedback control reduces the 
sensitivity of the controlled variable to unmeasured disturbances and 
process changes.  

• However,feedback control does have a fundamental limitation: no 
corrective action is taken until after the disturbance has upset the process, 
that is, until after the controlled variable deviates from the set point. 



CLASSIFICATION OF PROCESS 
CONTROL STRATEGIES 
• Method 2 is an example of a feedforward control strategy. 

• The distinguishing feature of feedforward control is that the 
disturbance variable is measured, but the controlled variable is not. 
The important advantage of feedforward control is that corrective 
action is taken before the controlled variable deviates from the set 
point.  

• Ideally, the corrective action will cancel the effects of the disturbance 
so that the controlled variable is not affected by the disturbance. 



CLASSIFICATION OF PROCESS 
CONTROL STRATEGIES 
• Feedforward control has three significant disadvantages: 

• (i) the disturbance variable must be measured (or accurately 
estimated),  

• (ii) no corrective action is taken for unmeasured disturbances, and  

• (iii) a process model is required.  

• For example, the feedforward control strategy for the blending system 
(Method 2) does not take any corrective action for unmeasured w1 
disturbances. 



CLASSIFICATION OF PROCESS 
CONTROL STRATEGIES 
• A more practical approach is to use a combined feedforward-

feedback control system, in which feedback control provides 
corrective action for unmeasured disturbances, while feedforward 
control reacts to eliminate measured disturbances before the 
controlled variable is upset. 

• This approach is illustrated by Method 3, a combined feedforward-
feedback control strategy because both x and x1 are measured. 

 

• Finally, Method 4 consists of a process design change and thus is not 
really a control strategy. 



Reference: 

• Process Dynamics and Control, by Dale E. Seborg, Thomas F. Edgar, 
Duncan A. Mellichamp, Francis J. Doyle III, John Wiley & Sons, 
Inc.2011. 
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Process Control Diagrams 

• consider the equipment that is used to 
implement control strategies. 

• For the stirred-tank mixing system under 
feedback control. 

• the exit concentration x is controlled and 
the flow rate W2 of pure species A is 
adjusted using proportional control. 



Block diagram for composition feedback 
control system 



composition feedback control system 

• Operation of the concentration control system can be summarized for the 
key hardware components as follows: 

• 1. Analyzer and transmitter: The tank exit concentration is measured by 
means of an instrument that generates a corresponding milliampere (mA)-
level signal. This time-varying signal is then sent to the controller. 

• 2. Feedback controller: The controller performs three distinct calculations.  
• First, it converts the actual set point Xsp into an equivalent internal signal Xsp· 

• Second, it calculates an error signal e(t) by subtracting the measured value Xm(t) 
from the set point isp' that is, e(t) = Xsp - Xm(t).  

• Third, controller output p(t) is calculated from the proportional control law. 



composition feedback control system 

• Control valve: The controller output p(t) in this case is a DC current 
signal that is sent to the control valve to adjust the valve stem 
position, which in turn affects flow rate w2(t).  

• Because many control valves are pneumatic, i.e., are operated by air 
pressure, the controller output signal may have to be converted to an 
equivalent air pressure signal capable of adjusting the valve position. 

• The block labeled "control valve" has p(t) as its input signal and w2(t) 
as its output signal, which illustrates that the signals on a block 
diagram can represent either a physical variable such as w2(t) or an 
instrument signal such as p(t). 



THE HIERARCHY OF 
PROCESS CONTROL 
ACTIVITIES 
• Measurement and Actuation (Level1) 

• Measurement devices (sensors and 
transmitters) and actuation 
equipment (for example, control 
valves) are used to measure process 
variables and  implement the 
calculated control actions.  

• These devices are interfaced to the 
control system, usually digital control 
equipment such as a digital  computer. 



• Safety and Environmental/Equipment Protection (Level2) 

• One layer includes process control functions, such as alarm 
management during abnormal situations, and safety instrumented 
systems for emergency shutdowns. 

• The safety equipment (including sensors and control valves) operates 
independently of the regular instrumentation used for regulatory 
control in Level3a.  

• Sensor validation techniques can be employed to confirm that the 
sensors are functioning properly. 

THE HIERARCHY OF PROCESS 
CONTROL ACTIVITIES 



• Regulatory Control (Level 3a) 
• regulatory control, is achieved by applying standard feedback and 

feedforward control techniques. 

• Multivariable and Constraint Control (Level3b) 
• Many difficult process control problems have two distinguishing 

characteristics:  

• (i) significant interactions occur among key process variables, 

•  and (ii) inequality constraints exist for manipulated and controlled variables. 

• The ability to operate a process close to a limiting constraint is an 
important objective for advanced process control. 

 

THE HIERARCHY OF PROCESS 
CONTROL ACTIVITIES 



THE HIERARCHY OF PROCESS 
CONTROL ACTIVITIES 
• Real-time Optimization (Level 4) 

• The optimum operating conditions for a plant are determined as part 
of the process design. But during plant operations, the optimum 
conditions can change frequently owing to changes in equipment 
availability, process disturbances, and economic conditions (for 
example, raw material costs and product prices).  

• Consequently, it can be very profitable to recalculate the optimum 
operating conditions on a regular basis. 



THE HIERARCHY OF PROCESS 
CONTROL ACTIVITIES 
• Planning and Scheduling (Level 5) 

• For continuous processes, the production rates of all products and 
intermediates must be planned and coordinated, based on 
equipment constraints, storage capacity, sales projections, and the 
operation of other plants, sometimes on a global basis. 

• planning and scheduling activities pose difficult optimization 
problems that are based on both engineering considerations and 
business projections. 



Theoretical Models of Chemical 
Processes 
• Dynamic models play a central role in the subject of process dynamics 

and control. The models can be used to: 

• 1. Improve understanding of the process. 

• 2. Train plant operating personnel. 

• 3. Develop a control strategy for a new process. 

• 4. Optimize process operating conditions. 



• Models can be classified based on how they are obtained: 

• (a) Theoretical models are developed using the principles of 
chemistry, physics, and biology. 

• (b) Empirical models are obtained by fitting experimental data. 

• (c) Semi-empirical models are a combination of the models in 
categories (a) and (b);  

• the numerical values of one or more of the parameters in a 
theoretical model are calculated from experimental data. 

Theoretical Models of Chemical 
Processes 



An Illustrative Example: 
A Blending Process 
• consider the isothermal stirred-tank 

blending system 

• the overflow line has been omitted and 
inlet stream 2 is not necessarily pure A 
(that is, x2 ≠ 1). 

• Now the volume of liquid in the tank V can 
vary with time, 

• and the exit flow rate is not necessarily 
equal to the sum of the inlet flow rates.  

• An unsteady-state mass balance for the 
blending system has the form 



• the rate of mass accumulation is simply d(Vp)ldt, 

 

• where wI, w2, and w are mass flow rates. 

• We assume that the blending tank is perfectly mixed.  

• This assumption has two important implications:  
• (i) there are no concentration gradients in the tank contents and  

• (ii) the composition of the exit stream is equal to the tank composition.  

• The perfect mixing assumption is valid for low-viscosity liquids that 
receive an adequate degree of agitation.  

• In contrast, the assumption is less likely to be valid for high-viscosity 
liquids such as polymers or molten metals. 

 



• For the perfect mixing assumption, the rate of accumulation of 
component A is d(Vpx)/dt, where x is the mass fraction of A. 

• The unsteady-state component balance is 

 

 

• Question : how to find the steady state model ? 

• a steady-state model is a special case of an unsteady-state model that 
can be derived by setting accumulation terms equal to zero. 



Conservation Laws 

• Theoretical models of chemical processes are based on conservation 
laws such as the conservation of mass and energy. 

• consider important conservation laws and use them to develop 
dynamic models for representative processes. 

• Conservation of Mass 

 

 



Conservation Laws 

• Conservation of Component i 

 

 

 

 

• Represents the rate of generation (or consumption) of component i as 
a result of chemical reactions.  

• Conservation equations can also be written in terms of molar 
quantities, atomic species, and molecular species . 



• Conservation of Energy 

• The general law of energy conservation is also called the First Law of 
Thermodynamics. 

 

Conservation Laws 



• The total energy of a thermodynamic system, Utot, is the sum of its 
internal energy, kinetic energy, and potential energy: 

 

 

• it is appropriate to make two assumptions: 

• 1. Changes in potential energy and kinetic energy can be neglected, 
because they are small in comparison with changes in internal energy. 

• 2. The net rate of work can be neglected, because it is small 
compared to the rates of heat transfer and convection. 

 

Conservation Laws 



Conservation Laws 

• Therefore, the energy balance can be written as: 



Reference: 

• Process Dynamics and Control, by Dale E. Seborg, Thomas F. Edgar, 
Duncan A. Mellichamp, Francis J. Doyle III, John Wiley & Sons, 
Inc.2011. 
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Example:  
Consider the following modelling equations  

There are four states (V,CA,CB,Cp), 
Four inputs (Fi,F, CAi,Cbi) 
Single parameter (k) 





Second Order Runge Kutta 

or 





example 
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Steam-Heated Stirred Tank 

• Steam (or some other heating medium) can be condensed 
within a coil or jacket to heat liquid in a stirred tank, and the 
inlet steam pressure can be varied by adjusting a control 
valve.  

• The condensation pressure Ps then fixes the steam 
temperature Ts through an appropriate thermodynamic 
relation or from tabular information such as the steam tables 



• Consider the stirred-tank heating system with constant 
holdup and a steam heating coil. 

•  We assume that the thermal capacitance of the liquid 
condensate is negligible compared to the thermal 
capacitances of the tank liquid and the wall of the 
heating coil. 

•  This assumption is reasonable when a steam trap is 
used to remove the condensate from the coil as it is 
produced.  

• As a result of this assumption, the dynamic model 
consists of energy balances on the liquid and the 
heating coil wall: 



• where the subscripts w, s, and p refer, respectively, to the wall 
of the heating coil and to its steam and process sides.  

• Note that these energy balances are similar to Eqs. 2-47 and 2-
48 for the electrically heated example.   Copmpare  

• The dynamic model contains three output variables (Ts, T, and 
Tw) and three equations: an algebraic equation with Ts related 
to Ps (a specified function of time or a constant) and two 
differential equations. Thus, 

• Eqs. 2-50 through 2-52 constitute an exactly specified model 
with three input variables: Ps, Ti, and w.  

• Several important features are noted. 



• 1. Usually hsAs >> hp-Ap, because the resistance to heat transfer on 
the steam side of the coil is much lower than on the process side. 

• 2. The change from electrical heating to steam heating increases the 
complexity of the model (three equations instead of two) but does 
not increase the model order (number of first-order differential 
equations). 

• 3. As models become more complicated, the input and output 
variables may be coupled through certain parameters.  

• For example, hp may be a function of w, or hs may vary with the 
steam condensation rate; sometimes algebraic equations cannot be 
solved explicitly for a key variable.  

• In this situation, numerical solution techniques have to be used. 

• Usually, implicit algebraic equations must be solved by iterative 
methods at each time step in the numerical integration. 



Liquid Storage Systems 

• A typical liquid storage process is shown in Fig. 2.5 where q; and q are 
volumetric flow rates. A mass balance yields 

 

 

• Assume that liquid density p is constant and the tank is cylindrical 
with cross-sectional area, A.  

• Then the volume of liquid in the tank can be expressed as V = Ah, 
where h is the liquid level (or head). Thus, (2-53) becomes 

 



• Note that Eq. 2-54 appears to be a volume balance. 

• There are three important variations of the liquid storage 
process: 

• 1. The inlet or outlet flow rates might be constant; 

• for example, exit flow rate q might be kept constant by a 
constant-speed, fixed-volume (metering) pump.  

• An important consequence of this configuration is that 
the exit flow rate is then completely independent of 
liquid level over a wide range of conditions.  

• Consequently, 

• is the steady-state value.  

• For this situation, the tank operates essentially as a flow 
integrator 



• The tank exit line may function simply as a resistance to flow from the 
tank (distributed along the entire line), or it may contain a valve that 
provides significant resistance to flow at a single point. 

•  In the simplest case, the flow may be assumed to be linearly related 
to the driving force, the liquid level, in analogy to Ohm's law for 
electrical circuits (E = IR) 

 

 

• where Rv is the resistance of the line or valve. 

• Rearranging (2-55) gives the following flow-head equation: 

 



• Substituting (2-56) into (2-54) gives a first-order differential equation: 

 

 

 

• This model of the liquid storage system exhibits dynamic behavior 
similar to that of the stirred tank heating system of Eq. 2-36. 

• 3. A more realistic expression for flow rate q can be obtained when a 
fixed valve has been placed in the exit line and turbulent flow can be 
assumed. 

• The driving force for flow through the valve is the pressure drop  ∆P: 

 



• where P is the pressure at the bottom of the tank and Pa is the 
pressure at the end of the exit line.  

• We assume that Pa is the ambient pressure.  

• If the valve is considered to be an orifice, a mechanical energy 
balance, or Bernoulli equation , can be used to derive the relation 

 

 

 

• where Cv* is a constant. The value of Cv* depends on the particular 
valve and the valve setting (how much it is open). 

• The pressure P at the bottom of the tank is related to liquid level h by 
a force balance 



• where the acceleration of gravity g is constant.  

• Substituting (2-59) and (2-60) into (2-54) yields the dynamic model 



The Continuous Stirred-Tank Reactor 
(CSTR) 
• Consider a simple liquid-phase, irreversible chemical reaction where 

chemical species A reacts to form species B. The reaction can be 
written as A→ B.  

• We assume that the rate of reaction is first-order with respect to 
component A, 

 

• where r is the rate of reaction of A per unit volume, k is the reaction 
rate constant (with units of reciprocal time), and cA is the molar 
concentration of species A. 

• For single-phase reactions, the rate constant is typically a strong 
function of reaction temperature given by the Arrhenius relation, 



• where k0 is the frequency factor,  

• E is the activation energy,  

• and R is the gas constant. 

•  The expressions in (2-62) and (2-63) are based 
on theoretical considerations, but model 
parameters ko and E are usually determined by 
fitting experimental data. 

•  Thus, these two equations can be considered 
to be semi-empirical relations. 

• The inlet stream consists of pure component A 
with molar concentration, cAi· 

•  A cooling coil is used to maintain the reaction 
mixture at the desired operating temperature 
by removing heat that is released in the 
exothermic reaction. 



• initial CSTR model development is based on three assumptions: 

• 1. The CSTR is perfectly mixed. 

• 2. The mass densities of the feed and product streams are equal and 
constant. They are denoted by p. 

• 3. The liquid volume V in the reactor is kept constant by an overflow line. 









Staged Systems (a Three-Stage Absorber) 
• Chemical processes, particularly separation processes, often consist of a 

sequence of stages. In each stage, materials are brought into intimate 
contact to obtain (or approach) equilibrium between the individual 
phases.  The most important examples of staged processes include 
distillation, absorption, and extraction. 

• The stages are usually arranged as a cascade with immiscible or partially 
miscible materials (the separate phases) flowing either cocurrently or 
countercurrently. Countercurrent contacting, shown in Fig. usually 
permits the highest degree of separation to be attained in a fixed 
number of stages 



• The feeds to staged systems may be introduced at each end of the 
process, as in absorption units, or a single feed may be introduced at 
a middle stage, as is usually the case with distillation.  

• The stages may be physically connected in either a vertical or 
horizontal  configuration, depending on how the materials are 
transported, that is, whether pumps are used between stages, and so 
forth.  

 

• we consider a gas-liquid absorption process, because its dynamics 
are somewhat simpler to develop than those of distillation and 
extraction processes. At the same time, it illustrates the 
characteristics of more complicated countercurrent staged processes. 

 



• For the three-stage absorption unit shown 
in Fig.  a gas phase is introduced at the 
bottom (molar flow rate G) and a single 
component is to be absorbed into a liquid 
phase introduced at the top (molar flow 
rate L, flowing countercurrently). 

• A practical example of such a process is 
the removal of sulfur dioxide (S02) from 
combustion gas by use of a liquid 
absorbent. The gas passes up through the 
perforated (sieve) trays and contacts the 
liquid cascading down through them. 



• series of weirs and down comers typically are used to retain a 
significant holdup of liquid on each stage while forcing the gas to flow 
upward through the perforations. 

• Because of intimate mixing, we can assume that the component to be 
absorbed is in equilibrium between the gas and liquid streams leaving 
each stage i. 

• a simple linear relation is often assumed.  

• For stage i 



Why ? 





Distributed Parameter Systems 
(the Double-Pipe Heat Exchanger) 

• All of the process models discussed up to this point have been of the 
lumped parameter type, meaning that any dependent variable can be 
assumed to be a function only of time and not of spatial position.  

• For the stirred tank systems discussed earlier, we assumed that any 
spatial variations of the temperature or concentration  within the 
liquid could be neglected. 

•  Perfect mixing in each stage was also assumed for the absorber.  

• Even when perfect mixing cannot be assumed, a lumped or average 
temperature may be taken as representative of  the tank contents to 
simplify the process model. 



• While lumped parameter models are normally used to describe 
processes, many important process units are inherently distributed 
parameter; that is, the output variables are functions of both time 
and position. 

• Hence, their process models contain one or more partial differential 
equations. Pertinent examples include shell-and-tube heat 
exchangers, packed-bed reactors, packed columns, and long pipelines 
carrying compressible gases.  

• In each of these cases, the output variables are a function of distance 
down the tube (pipe), height in the bed (column), or some other 
measure of location. 

• In some cases, two or even three spatial variables may be considered; 
for example, concentration and temperature in a tubular reactor may 
depend on both axial and radial positions, as well as time. 



• Figure shown illustrates a double-pipe heat 
exchanger where a fluid flowing through the 
inside tube with velocity v is heated by steam 
condensing in the outer tube.  

• If the fluid is assumed to be in plug flow, the 
temperature of the liquid is expressed as T L(Z, 
t) where z denotes distance from the fluid inlet. 

•  The fluid heating process is truly distributed 
parameter; at any instant in time there is a 
temperature profile along the inside tube. 

•  The steam condensation, on the other hand, 
might justifiably be treated as a lumped 
process, because the steam temperature Ts(t) 
can be assumed to be a function of the 
condensation pressure, itself presumably a 
function only of time and not a function of 
position.  

• We also assume that the wall temperature T 
w(Z, t) is different from TL and Ts due to the 
thermal capacitance and resistances. 



• In developing a model for this process, assume that the liquid enters 
at temperature T L(O, t)-that is, at z = 0. 

• Heat transfer coefficients (steam-to-wall hs and wall-to liquid hL) can 
be used to approximate the energy transfer processes.  

• We neglect the effects of axial energy conduction, the resistance to 
heat transfer within the metal wall, and the thermal capacitance of 
the steam condensate. 

•  A distributed parameter model for the heat exchanger can be derived 
by applying Eq. 2-8 over a differential tube length ∆z of the exchanger. 
In such a shell energy balance, the partial differential equation is 
obtained by taking the limit as ∆z    0.  

• Using the conservation law, Eq. 2-8, the following PDE results 







• To be able to solve Eqs. 2-77 and 2-79, boundary conditions for both TL and 
Tw at time t = 0 are required. 

• Assume that the system initially is at steady state (   TL/    t=   Tw/   t = 0; 
Ts(0) is known).  

• The steady state profile, h(z, 0), can be obtained by integrating Eq. 2-77 
with respect to z simultaneously with solving the steady-state version of 
Eq. 2-79, an algebraic expression. 

• Note that the steady-state version of (2-77) is an ODE in z, with TL(0, 0) as 
the boundary condition. 

• Tw(Z, 0) is found algebraically from Ts and TL(z, 0). 
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Pneumatic Actuating Valves 

•  One characteristic of pneumatic controls is that they almost 
exclusively employ pneumatic actuating valves.  

• A pneumatic actuating valve can provide a large power output. 
(Since a pneumatic actuator requires a large power input to 
produce a large power output, it is necessary that a sufficient 
quantity of pressurized air be available.)  

• In practical pneumatic actuating valves, the valve characteristics 
may not be linear; that is, the flow may not be directly proportional 
to the valve stem position, and also there may be other nonlinear 
effects, such as hysteresis. 

• Consider the schematic diagram of a pneumatic actuating valve 
shown next, assume that the area of the diaphragm is A. Assume 
also that when the actuating error is zero the control pressure is 
equal to Pc and the valve displacement is equal to X. 



Pneumatic Actuating Valves 



• consider small variations in the variables and 
linearize the pneumatic actuating valve.  

• define the small variation in the control pressure 
and the corresponding valve displacement to be 
pc and x, respectively.  

• Since a small change in the pneumatic pressure 
force applied to the diaphragm repositions the 
load, consisting of the spring, viscous friction, and 
mass, the force balance equation becomes 

Pneumatic Actuating Valves 



Pneumatic Actuating Valves 



Pneumatic Actuating Valves 



• The standard control pressure for this kind of a pneumatic actuating 
valve is between 3 and 15 psig.  

• The valve-stem displacement is limited by the allowable stroke of 
the diaphragm and is only a few inches. If a longer stroke is needed, 
a piston-spring  combination may be employed. 

• In pneumatic actuating valves, the static-friction force must be 
limited to a low value so that excessive hysteresis does not result.  

• Because of the compressibility of air, the control action may not be 
positive; that is, an error may exist in the valve-stem position. 

• The use of a valve positioner results in improvements in the 
performance of a pneumatic actuating valve. 

Pneumatic Actuating Valves 



Basic Principle for Obtaining Derivative 
Control Action. 

methods for obtaining derivative 
control action.  

• The basic principle for 
generating a desired control 
action is to insert the inverse 
of the desired transfer 
function in the feedback path.  

• For the system shown , the 
closed-loop transfer function is 



Explain Why ? 



• Considering small changes in the variables, we can 
draw a block diagram of this controller as shown  
 

 
 
 
 

 
 
• What is the type of this controller ?  

 
• We shall now show that the addition of a restriction in 

the negative feedback path will modify the 
proportional controller to a proportional-plus-
derivative controller, or a PD controller. 

Fig. 1 



Assuming again small changes in the actuating error, nozzle-flapper distance, 
and control pressure, we can summarize the operation of this controller as 
follows:  
Let us first assume a small step change in e. Then the change in the control 
pressure pc will be instantaneous. The restriction R will momentarily prevent 
the feedback bellows from sensing the pressure change pc. 

Fig. 2 



• Thus the feedback bellows will not respond momentarily, and the 
pneumatic actuating valve will feel the full effect of the movement 
of the flapper. As time goes on, the feedback bellows will expand. 
The change in the nozzle-flapper distance x and the change in the 
control pressure pc can be plotted against time t, as shown in Figure 
(b). 

• At steady state, the feedback bellows acts like an ordinary feedback 
mechanism. The curve pc versus t clearly shows that this controller 
is of the proportional plus-derivative type.  (why ? ) 

• A block diagram corresponding to this pneumatic controller is 
shown in Figure (c). In the block diagram, K is a constant, A is the 
area of the bellows, and ks is the equivalent spring constant of the 
bellows.  

• The transfer function between pc and e can be obtained from the 

block diagram as follows: 



Gived detailed derivative of the equation 
Thus, delayed negative feedback, or the transfer function  
l/(RCs +1) in the feedback path, modifies the proportional 
controller to a proportional-plus-derivative controller. 
Note that if the feedback valve is fully opened the control 
action becomes proportional. 
If the feedback valve is fully closed, the control action becomes 
narrow-band proportional (on-off). 



Fig. 3  Pneumatic Proportional plus integral controller 
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Fig. 4-a 



Fig. 4-b 





• The widespread use of hydraulic circuitry in machine tool applications, 
aircraft control systems, and similar operations occurs because of such 
factors as positiveness, accuracy, flexibility, high horsepower-to-weight 
ratio, fast starting, stopping, and reversal with smoothness and precision, 
and simplicity of operations. 

• The operating pressure in hydraulic systems is somewhere between 145 
and 5000 lbf/in.² (between 1 and 35 MPa). In some special applications, 
the operating pressure may go up to 10,000 lbf/in. ² (70 MPa).  

• For the same power requirement, the weight and size of the hydraulic unit 
can be made smaller by increasing the supply pressure. With high- 
pressure hydraulic systems, very large force can be obtained. 

• Rapid-acting, accurate positioning of heavy loads is possible with 
hydraulic systems. A combination of electronic and hydraulic systems is 
widely used because it combines the advantages of both electronic control 
and hydraulic power. 



• Advantages and Disadvantages of Hydraulic Systems.  
• Some of the advantages are the following: 
• 1. Hydraulic fluid acts as a lubricant, in addition to carrying away 

heat generated in the system to a convenient heat exchanger. 
• 2. Comparatively small sized hydraulic actuators can develop large 

forces or torques. 
• 3. Hydraulic actuators have a higher speed of response with fast 

starts, stops, and speed reversals. 
• 4. Hydraulic actuators can be operated under continuous, 

intermittent, reversing, and stalled conditions without damage. 
• 5. Availability of both linear and rotary actuators gives flexibility in 

design. 
• 6. Because of low leakages in hydraulic actuators, speed drop when 

loads are applied is small. 
 



• On the other hand, several disadvantages tend to limit their use. 

• 1. Hydraulic power is not readily available compared to electric power. 

• 2. Cost of a hydraulic system may be higher than a comparable electrical system  
performing a similar function. 

• 3. Fire and explosion hazards exist unless fire-resistant fluids are used. 

• 4. Because it is difficult to maintain a hydraulic system that is free from leaks, the 
system tends to be messy. 

• 5. Contaminated oil may cause failure in the proper functioning of a hydraulic 
system. 

• 6. As a result of the nonlinear and other complex characteristics involved, the 
design of sophisticated hydraulic systems is quite involved. 

• 7. Hydraulic circuits have generally poor damping characteristics. If a hydraulic 
circuit is not designed properly, some unstable phenomena may occur or 
disappear, depending on the operating condition. 

Note that most hydraulic systems are nonlinear. Sometimes, however, it is possible 

to linearize nonlinear systems so as to reduce their complexity and permit solutions 
that are sufficiently accurate for most purposes. 



Hydraulic Servo System 
• Figure below shows a hydraulic servomotor.  

• It is essentially a pilot-valve-controlled hydraulic power 
amplifier and actuator.  

• The pilot valve is a balanced valve, in the sense that the 
pressure forces acting on it are all balanced. 

• A very large power output can be controlled by a pilot 
valve, which can be positioned with very little power. 

In practice, the ports shown 
often made wider than the 
corresponding valves. In 
such a case, always leakage 
through the valvesthere is,  
which improves both the 
sensitivity and the linearity 
of the hydraulic servomotor 



• Let us define the valve orifice areas of ports 
1,2,3,4 as A1, A2, A3, A4, respectively. Also, 
define the flow rates through ports 1,2,3,4 as 
q1, q2, q3, q4, respectively. 

• valve is symmetrical, A1 = A3 and A2 = A4. 
Assuming the displacement x to be small,we 
obtain 

where k is a constant. 



• Furthermore, we shall assume that the return 
pressure po in the return line is small and thus 
can be neglected. Then flow rates through 
valve orifices are 
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For a given maximum force, if the pressure difference is sufficiently high, the 
piston area, or the volume of oil in the cylinder, can be made small. 
Consequently, to minimize the weight of the controller, we must make the 
supply pressure sufficiently high. 



• Assume that the power piston moves a load 
consisting of a mass and viscous friction. 

• Then the force developed by the power piston 
is applied to the load mass and friction, and 
we obtain 

 

• or 

where m is the mass of the load and b is the viscous-
friction coefficient. 
 



• Assuming that the pilot valve displacement x is 
the input and the power piston displacement y 
is the output, we find that the transfer function 
for the hydraulic servomotor is, from Equation 
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