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A Game

Consider a gambling house. A fair coin is going to be tossed

twice. A gambler has a choice of betting at two games:

(i) A bet of Rs 1000 on first game yields Rs 1600 if the first

toss results in a Head (H) and yields Rs 100 if the first toss

results in Tail (T).

(ii) A bet of Rs 1000 on the second game yields Rs 1800, Rs

300, Rs 50 and Rs 1450 if the two toss outcomes are

HH,HT,TH,TT respectively.
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A Game......

Now it can be seen that the expected return from Game 1 is

Rs 850 while from Game 2 is Rs 900 and so on the whole, the

gambling house is set to make money if it can get large

number of players to play.

The novelty of the game (designed by an expert) was lost after

some time and the casino owner decided to make it more

interesting: he allowed people to bet without deciding if it is

for Game 1 or Game 2 and they could decide to stop or

continue after first toss.
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A Game......

As can be seen, if a player is at node H, the money at hand Rs

1600 is more than expected reward after second toss - Rs 950,

while at node T, money at hand is Rs 100 while the expected

reward after second toss is Rs 750.

So an intelligent gambler would bet Rs 1000, observe first

toss, if it is H then he would stop while if it is T, he would go

for second toss. Let us see its effect:
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A Game......

The lesson: the game was favourable to the gambling house as

long as the duration was fixed before the game started.

But as soon as the players were allowed to decide the duration

during the game based on the information available till then,

the game became favourable to the gamblers and the

gambling house can lose a lot of money.
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A Game......

The gambling house would like to see that the game remains

favourable to the house in spite of giving the choice to players.

What should it do?

It should ensure that at each node the reward is greater than

or equal to expected reward after one more step.

Of course, it also needs to ensure that the amount of bet a

player has to pay is greater than or equal to expected reward

after one step. For example:
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For now let us consider a finite or countable set Ω as the set

of elementary events and P(ω) denotes probability of the

elementary event ω .

For events A,B (i.e. subsets A,B of Ω), the conditional

probability P(A | B) of A given B is defined as

P(A | B) =
P(A∩B)

P(B)
.

Note that P({ω} | B) = 1
P(B)1B(ω)P({ω}).
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For an event B and an random variable X , the conditional

expectation of X given B (written as E(X | B)) is defined as

E(X | B) = ∑
ω∈Ω

X (ω)P({ω} | B)

=
1

P(B) ∑
ω∈B

X (ω)P({ω})
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For random variables X ,Y1,Y2, . . . ,Ym, the conditional

expectation of X given Y1,Y2, . . . ,Ym, is defined as

E(X | Y1,Y2, . . . ,Ym) = g(Y1,Y2, . . . ,Ym)

where g : Rm 7→ R is as follows: For z1,z2, . . . ,zm ∈ E such

that P(Yj = zj ,1≤ j ≤m) > 0, writing

B = {ω : Y1(ω) = z1, . . .Ym(ω) = zm}

g(z1,z2, . . . ,zm) =
1

P(B) ∑
ω

1B(ω)X (ω)P({ω})

and for other z1,z2, . . . ,zm ∈ E , g(z1,z2, . . . ,zm) = 0.
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Note that E(X | Y1,Y2, . . . ,Ym) is a random variable which is

a function of the conditioning random variables.

We can see that E(X | Y ) = E(X | Y 3).
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Martingale:

A sequence of rewards in a game is said to be a martingale if

at each step, the expected reward after one step equals reward

in hand:

E (Xn+1 | X0 = a0,X1 = a1, . . . ,Xn = an) = an

which is same as

E (Xn+1 | X0,X1, . . . ,Xn) = Xn.

It also implies that for all m > n,

E (Xm | X0,X1, . . . ,Xn) = Xn
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A discrete stochastic process

In the next picture we have a graph where each node or vertex

represents a value and each edge (or arrow) represents the

conditional probability.

If we add the values of the edges going out from any node, it

should add up to 1. Any such assignment of probabilities

defines a probability model.
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When is such a process a martingale?

Such a process is a martingale if at each node the value equals

the weighted average of (values of) nodes: where the weights

are the conditional probabilities associated with the edges as in

the next picture.

Note each node represents the whole history of the process till

then. The next picture shows the martingale condition at a

typical node:

Rajeeva L. Karandikar Director, Chennai Mathematical Institute

Introduction to Stochastic Calculus - 18



Introduction Conditional Expectation Martingales Brownian motion Stochastic integral Ito formula

Rajeeva L. Karandikar Director, Chennai Mathematical Institute

Introduction to Stochastic Calculus - 19



Introduction Conditional Expectation Martingales Brownian motion Stochastic integral Ito formula

Martingale.....

Let us observe that for a martinglae, at each node, the

children nodes should be such that at least one node is less

than the parent and at least one node is more than the parent.
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Stop Times

We are used to talking about time points in future that are

not fixed, such as We will meet five minutes after I come to

office or Sell the shares of ABCD ltd as soon as the price

crosses 200.

There is a qualitative difference between the time points

described above and the ones described below Sell the shares

of ABCD ltd a day before the price falls below 100 or Strat the

meeting five minutes before I come to office
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Stop Times......

Formally, if the random variables we are going to observe at

time n are Xn,Yn,Zn, then a integer valued random variable τ

is said to be a stopping time (or a stop time) if the event

{τ = k} depends only on

{X1,Y1,Z1;X2,Y2,Z2; . . .Xk ,Yk ,Zk}.
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Stopping Times......

In the two step game, the time when a player is to stop (in

that example, τ = 1 or 2) is a stop time.

Without defining it in continuous time, we can see that the

time at which an American Option can be exercised is a stop

time: the decision to exercise the option at any given time can

be based only of events observed till then: it cannot anticipate

future.
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Stop Times......

Examples of Stop times w.r.t the observables {Xn : n ≥ 1}:

τ = {First k such that Xk > 10}

σ = {First k ≥ 1 such that X1+...+Xk
k ≥ 7}

ρ = {First k ≥ 5 such that
Xk−4+Xk−3+...+Xk)

5 ≥ 22}
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Stop Times......

An important result: Let {Xn} be a martingale and τ a

bounded stop time w.r.t the observables. Then

E (Xτ) = E (X0).

Important. The result is not true if τ is not bounded.
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Stop Times......

Let Uk be independent random variables with

P(Uk =−1) = P(Uk = 1) = 0.5 and let X0 = 0,

Xk = U1 +U2 + . . .+Uk . {Xk} is called the simple random

walk and is a martingale. Let

τ = {First k such that Xk = 100}.

Then Xτ = 100 and so E (Xτ) = 100 while E (X0) = 0.
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Conditional Expectation

The notion of Conditional Expectation of a random variable

given a σ -field confuses many people who wish to learn

stochastic calculus.

What does given a σ -field mean?

Thus we begin with a discussion on Conditional Expectation.
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Let X be a random variable. Suppose we are required to make

a guess for the value of X , we would like to be as close to X

as possible. Suppose the penalty function is square of the

error. Thus we wish to minimize

E[(X −a)2] (1)

where a is the guess. The value of a that minimizes (1) is the

mean µ = E[X ].
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Let Y be another random variable which we can observe and

we are allowed to use the observation Y while guessing X , i.e.

our guess could be a function of Y - g(Y ). We should then

choose the function g such that

E[(X −g(Y ))2] (2)

takes the minimum possible value. When Y takes finitely many

values, the function g can be thought of as a look-up table.

Assuming E [X 2] < ∞, it can be shown that there exists a

function g (Borel measurable function from R to R) such that

E[(X −g(Y ))2]≤ E[(X − f (Y ))2]. (3)
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H = L2(Ω,F ,P) - the space of all square integrable random

variables on (Ω,F ,P) with norm ‖Z‖=
√

E[Z 2] is an Hilbert

space and

K = {f (Y ) : f measurable, E[(f (Y ))2] < ∞}
is a closed subspace of H and hence given X ∈H , there is a

unique element in g ∈K that satisfies

E[(X −g(Y ))2]≤ E[(X − f (Y ))2].

Further,

E[(X −g(Y ))f (Y )] = 0 ∀f ∈K .
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For X ∈H , we define g(Y ) to be the conditional expectation

of X given Y , written as E [X | Y ] = g(Y ). One can show

that for X ,Z ∈H and a,b ∈ R, one has

E[aX +bZ | Y ] = aE[X | Y ] +bE[Z | Y ] (4)

and

X ≤ Z implies E[X | Y ]≤ E[Z | Y ]. (5)

Here and in this document, statements on random variables

about equality or inequality are in the sense of almost sure, i.e.

they are asserted to be true outside a null set.
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If (X ,Y ) are independent, then Y does not contain any

information on X and E[X | Y ] = E[X ]. This can be checked

using the definition.

If (X ,Y ) has bivariate Normal distrobution with means zero,

variances 1 and correlation coefficient r , then from properties

of Normal distribution, it follows that X − rY is independent

of Y . It follows that g(y) = ry is the choice for conditional

expectation in this case:

E[X | Y ] = rY .
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Now if instead of one random variable Y , we were to observe

Y1, . . . ,Ym, we can similarly define

E[X | Y1, . . .Ym] = g(Y1, . . .Ym)

where g satisfies

E[(X −g(Y1, . . .Ym))2]≤ E[(X − f (Y1, . . .Ym))2]

∀ measurable functions f on Rm. Once again we would need

to show that the conditional expectation is linear and

monotone.
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Also if we were to observe an infinite sequence, we have to

proceed similarly, with f , g being Borel functions on R∞, while

if were to observe an Rd valued continuous stochastic process

{Yt : 0≤ t < ∞}, we can proceed as before with f , g being

Borel functions on C ([0,∞),Rd).

In each case we will have to write down properties and proofs

thereof and keep doing the same as the class of observable

random variables changes.

A different approach helps us avoid this.
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For a random variable Y , (defined on a probability space

(Ω,F ,P)), the smallest σ -field σ(Y ) with respect to which Y

is measurable (also called the σ -field generated by Y ) is given

by

σ(Y ) =
{
A ∈F : A = {Y ∈ B}, B ∈B(R)

}
.

An important fact: A random variable Z can be written as

Z = g(Y ) for a measurable function g if and only if Z is

measurable with respect to σ(Y ). In view of these

observations, one can define conditional expectation given a

sigma field as follows.
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Let X be a random variable on (Ω,F ,P) with E[|X |2] < ∞

and let G be a sub-σ field of F . Then the conditional

expectation of X given G is defined to be the G measurable

random variable Z such that

E[(X −Z )2]≤ E[(X −U)2], ∀U −G -measurable r.v. (6)

The random variable Z is characterized via

E[X1A] = E[Z1A] ∀A ∈ G (7)

It should be remembered that one mostly uses it when the

sigma field G is generated by a bunch of observable random

variables and then Z is a function of these observables.
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We can see that information content in observing Y or

observing Y 3 is the same and so intutively

E[X | Y ] = E[X | Y 3]

This can be seen to be true on observing that σ(Y ) = σ(Y 3)

as Y is measurable w.r.t. σ(Y 3) and Y 3 is measurable w.r.t

σ(Y ).
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We extend the definition of E[X | G ] to integrable X as

follows. For X ≥ 0, let X n = X ∧n. Then X n is square

integrable and hence Z n = E[X n | G ] is defined and

0≤ Z n ≤ Z n+1 as X n ≤ X n+1. So we define Z = limZ n and

since

E[X n1A] = E[Z n1A] ∀A ∈ G

monotone convergence theorem implies

E[X1A] = E[Z1A] ∀A ∈ G

and it follows that E[Z ] = E[X ] < ∞ and we define

E[X | G ] = Z .
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Now given X such that E[|X |] < ∞ we define

E[X | G ] = E[X+ | G ]−E[X+ | G ]

where X+ = max(X ,0) and X− = max(−X ,0). It follows that

E
[
E[XG ]1A

]
= E

[
X1A

]
. ∀A ∈ G (8)

The property (8) characterizes the conditional expectation.
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Let X ,Xn,Z be integrable random variables on (Ω,F ,P) for

n ≥ 1 and G be a sub-σ field of F and a,b ∈ R. Then we

have

(i) E[aX +bZ | G ] = aE[X | G ] +bE[Z | G ].

(ii) If Y is G measurable and bounded then

E(XY | G ) = YE(X | G ).

(iii) X ≤ Z ⇒ E(X | G )≤ E(Z | G ).

(iv) E
[
E[X | G ]

]
= E[X ].
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(v) For a sub-sigma field H with G ⊆H ⊆F one

has

E
[
E[X |H ] | G

]
= E[X | G ]

(vi) |E[X | G ]| ≤ E[|X | | G ]

(vii) If E[|Xn−X |]→ 0 then

E
[
|E[Xn | G ]−E[X | G ]|

]
→ 0.
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Martingales

A sequence of random variables {Mn : n ≥ 1} is said to be a

martingale if

E[Mn+1 |M0,M1, . . . ,Mn] = Mn, n ≥ 1.

An important property of martingale: E[Mn] = E[M1].

The process Dn = Mn−Mn−1 is said to be a martingale

difference sequence. An important property of martingale

difference sequence:

E[(D1 +D2 + . . .+Dn)2] = E[(D1)2 + (D2)2 + . . .+ (Dn)2]

as cross product terms vanish: for i < j ,

E[DiDj ] = E
[
DiE[Dj |M1,M2, . . . ,Mj−1]

]
= 0

as {Dj} is a martingale difference sequence.
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Thus martingale difference sequence shares a very important

property with mean zero independent random variables:

Expected value of square of the sum

equals Expected value of sum of squares.

For iid random variables, this property is what makes the law

of large numbers work. Thus martingales share many

properties with sum of iid mean zero random variable, Law of

large numbers, central limit theorem etc.

Indeed, Martingale is a single most powerful tool in modern

probability theory.
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Let (Mn) be a martingale and Dn = Mn−Mn−1 be the

martingale difference sequence. For k ≥ 1, let gk be a

bounded function on Rk and let

Gk = gk(M0,M1, . . . ,Mk−1)Dk .

Then it can be seen that Gk is also a martingale difference

sequence and hence

Nn = ∑
n
k=1 gk(M0,M1, . . . ,Mk−1)Dk

is a martingale. Note that the multiplier is a function of

M0,M1, . . . ,Mk−1 and NOT of M0,M1, . . . ,Mk . In the later

case, the result will not be true in general. Hence

E[(G1 +G2 + . . .+Gn)2] = E[(G1)2 + (G2)2 + . . .+ (Gn)2]
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The processes {Nn} obtained via

Nn = ∑
n
k=1 gk(M0,M1, . . . ,Mk−1)(Mk −Mk−1)

is known as the martingale transform of M.

We have seen that the martingale transform {Nn} is itself a

martingale and so

E[Nn] = 0.
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Note that

E(Nn)
2 =

n

∑
k=1

E[(gk(M0,M1, . . . ,Mk−1)(Mk −Mk−1))
2]

=
n

∑
k=1

E[(gk(M0, . . . ,Mk−1)
2E[(Mk −Mk−1)

2 | σ(M1, . . . ,Mk−1)]

and hence if gk is bounded by 1, then

E(Nn)2 ≤
n

∑
k=1

E[(Mk −Mk−1))2]

= E[(M2
n −M2

0 )]

≤ E[(M2
n)].
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A digression: Consider a discrete model for stock prices: Say

Sk denotes the price on k th day. Let us assume for the sake of

clarity, that the price changes at 2pm and trading is allowed at

11am. Thus, on k th day, the number of shares that an investor

could buy can use the information S0,S1,S2, . . . ,Sk−1 (and

other publicly available information). On k th day the trisection

takes place at the price Sk−1. Let us denote by ξk the number

of shares that an investor decides to hold on k th day. Then ξk

should be a function of S0,S1,S2, . . . ,Sk−1, say

ξk = gk(S0,S1,S2, . . . ,Sk−1).
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The collection of functions {gk : 1≤ k ≤ N} can be

considered as an investment strategy.

For such a strategy, on k th day the gain (loss) would be

ξk(Sk −Sk−1).

Thus the net gain (loss) from the strategy {gk : 1≤ k ≤ N}
would be

GN =
N

∑
k=1

ξk(Sk −Sk−1).

For simplicity let us assume that rate of interest is 0, else we

can replace Sk by S̃k = Sk(1 + r)−k , where r is the rate of

interest.
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Suppose there exist functions {gk : 1≤ k ≤ N such that

P(GN ≥ 0) = 1 and P(GN > 0) > 0.

Such a strategy is called an arbitrage opportunity.

In a market in equilibrium, arbitrage opportunities cannot exist

for if they did, all investors would like to follow the same,

multiple times over, disturbing the equilibrium.
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If {Sk} were a martingale, then the gains process {Gn} is a

martingale transform and hence a martingale, and so

E[GN ] = 0. As a result, P(GN ≥ 0) = 1 implies P(GN = 0) = 1

and so arbitrage opportunity cannot exist.

Suppose there exists a probability Q such that

P(E ) = 0 if and only if Q(E ) = 0.

Such a Q is called an Equivalent probability measure.

Rajeeva L. Karandikar Director, Chennai Mathematical Institute

Introduction to Stochastic Calculus - 50



Introduction Conditional Expectation Martingales Brownian motion Stochastic integral Ito formula

For an Equivalent probability measure Q

P(E ) > 0 if and only if Q(E ) > 0

and

P(E ) = 1 if and only if Q(E ) = 1.

So a strategy {gk} is an arbitrage opportunity under P if and

only if it is an arbitrage opportunity under Q. Thus even if the

stock price is not a martingale under the model probability

measure P, but there exists an equivalent probability measure

Q under which it is a martingale (Q is then called an

Equivalent Martingale Measure - EMM), then arbitrage

opportunities do not exist.
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Interesting thing is that when each {Sk : 0≤ k ≤ N} takes

finitely many values, the converse is also true- No Arbitrage

holds if and only if EMM exists. The result is also essentially

true in great generality in continuous time too, one needs

some technical conditions. This result is called Fundamental

theorem of Asset Pricing.

This shows a deep relation between Martingales and

Mathematical Finance.
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A process (Mt) adapted to a filtration (Ft), ( for s < t, Fs is

sub-σ field of Ft and Mt is Ft measurable) is said to be a

martingale if for s < t,

E
[
Mt |Fs

]
= Ms .

For 0 = t0 < t1 < .. . < tm, in analogy with the discrete case

one has

E
[
(Mtm−Mt0)2

]
= E

[
∑
m−1
j=0 (Mtj+1−Mtj )

2
]

Under minimal conditions one can ensure that the paths

t 7→Mt(ω) are right continuous functions with left limts

(r.c.l.l.) for all ω ∈ Ω. So we will only consider r.c.l.l.

martingales.
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For any integrable random variable Z on (Ω,F ,P), the process

Zt = E[Z |Ft ]

is a martingale. This follows from the smoothing property of

conditional expectation: for G ⊆H

E
[
E[Z |H ] | G

]
= E[X | G ].

Here H = Ft and G = Fs .
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One of the most important result on Martingales is:

Doob’s Maximal inequality

For an r.c.l.l. Martingale (Mt), for all λ > 0,

P
(
sup0≤t≤T |Mt |> λ

)
≤ 1

λ2E
(
M2

T

)
and

E
(
sup0≤t≤T |Mt |2)≤ 4E

(
M2

T

)
.
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It can be shown that for any t

∑
n−1
k=0(M t(k+1)

n
−M tk

n
)2→ At

where At is an increasing r.c.l.l. adapted process, called the

quadratic variation of M . Further, when E[M2
T ] < ∞ for all T ,

then

∑
n−1
k=0E

(
(M t(k+1)

n
−M tk

n
)2 |F tk

n

)
→ Bt

where Bt is also an increasing r.c.l.l. adapted processand

M2
t −At and M2

t −Bt are martingales.
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The quadratic variation process (At) of M is written as

[M ,M]t and Bt is written as 〈M ,M〉t . 〈M ,M〉t is called the

the predictable quadratic variation of M .

When M has continuous paths (t 7→Mt(ω) is continuous for

all ω) then 〈M ,M〉t=[M ,M]t .

For Brownian motion (βt), [β ,β ]t = σ2t and 〈β ,β 〉t = σ2t,

while for a Poisson process (Mt) with rate λ , Nt = Mt −λ t is

a martingale with then [N ,N]t = Mt and 〈N ,N〉t = λ t.
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A stopping time τ is a [0,∞] valued random variable such that

{ω : τ(ω)≤ t} ∈Ft , ∀t}

The idea behind the concept: Whether the event {τ ≤ t} has

happened or not should be known at time t, when one has

observed {Xu : u ≤ t.}.
If (Xt) is an continuous adapted process then

τ = inf{t : |Xt | ≥ θ}

is a stopping time : for any θ ∈ R. For example, {τ ≤ 7} has

happened iff {sups≤7|Xs | ≥ θ}.
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In real life we are used to talking in terms of time in reference

to time of occurence of other events, such as meet me within

five minutes of your arrival or let us meet as soon as the class

is over, or sell shares of company X as soon as its price falls

below 100. Thse are stopping times

Of course a statement like buy shares of company X today if

the price is going to increase tomorrow by 3 is meaningless.

One can talk but cannot implement. The time specified in the

statement is not a stopping time.

The time at which an americal option can be exercised has to

be a stopping time as the decision to exercise the option at a

given time or not has to depend upon the observations upto

that time.
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Martingales and stopping times:

Let (Mt) be a martingale, τ be a stopping time and (Xt),(Yt)

be r.c.l.l. adapted processes and Y be bounded.

1 (Xt) is a martingale if and only if E[Xτ ] = E[X0] for all

bounded stopping times τ

2 Nt = Mt∧τ is a martingale.

3 Ut = Yt∧τ

(
Mt −Mt∧τ

)
is also a martingale.

A martingale (Mt) is said to be a square integrable martingale

if E[M2
t ] < ∞ for all t < ∞.
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A process (Xt) is said to be locally bounded if there exists an

increasing sequence of stopping times {τn} increasing to ∞

such that X n
t = Xt∧τn is bounded for every n.

It can be seen that every (Xt) such that X0 is bounded and

(Xt) is continuous is locally bounded.

Likewise, an adapted process (Mt) is said to be a local

martingale (or locally square integrable martingale) if there

exists an increasing sequence of stopping times {τn}
increasing to ∞ such that Mn

t = Mt∧τn is a martingale (is a

square integrable martingale) for every n.

The sequence {τn} is called a localizing sequence.
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Let M be a local martingale with localizing sequence {τn}.
Thus

E[Mt∧τn |Fs ] = Ms∧τn .

So if M is bounded then M is a martingale. Other sufficient

conditions for a local martingale to be a martingale are

E
[

sup0≤s≤T |Ms |
]
< ∞

E
[
|MT |2

]
< ∞, ∀T < ∞

E
[
|MT |1+δ

]
< ∞, ∀T < ∞, for some δ > 0.
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Let M be a [0,∞) valued local martingale with localizing

sequence {τn}. Then since

E[Mt∧τn ] = E[M0]

using Fatou’s lemma it follows that for all t > 0,

E[Mt ]≤ E[M0].

If E[Mt ] = E[M0] it is a martingale.
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When (Mt) is a locally square integrable martingale, it can be

shown that for any t

∑
n−1
k=0(M t(k+1)

n
−M tk

n
)2→ At

where again At is an increasing adapted process such that

M2
t −At is a local martingale. A is again called quadratic

variation process, written as [M ,M]t . One can also show that

there is an increasing adapted r.c.l.l. process B such that

Mn
t = Mt∧τn , 〈Mn,Mn〉t = Bt∧τn .

and then Bt is written as 〈M ,M〉t .
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Let (Mt) be a locally square integrable martingale with M0 = 0

and let {τn} be a localizing sequence such that Mn
t = Mt∧τn is

a martingale for every n.

Then, using E[M2
t∧τn ] = E[〈M ,M〉t∧τn ] = E[[M ,M]t∧τn ] and

Doob’s inequality, one has

E
(

sup
0≤s≤t∧τn

|Ms |2
)
≤ 4E[〈M ,M〉t∧τn ] (9)

as well as

E
(

sup
0≤s≤t∧τn

|Ms |2
)
≤ 4E[[M ,M]t∧τn ] (10)
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Brownian Motion

A Brownian motion (βt) is a continuous process with β0 = 0

and such that for t1 < t2 < .. . < tm; m ≥ 1;

(βt1,βt2, . . . ,βtm)

has a multivariate Normal distribution with mean vector 0 and

variance co-variance matrix Σ = ((σij)) given by

σij = min(ti , tj)
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It can be checked that for 0 = t0 < t1 < t2 < .. . < tm; m ≥ 1;

βt1−βt0,βt2−βt1, . . . ,βtm−βtm−1

are independent Normal random variables, with mean 0 and

for j = 1,2,m

Var(βtj −βtj−1) = tj − tj−1.
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One of the most important properties of a Brownian motion is

that (βt) is a martingale with

[β ,β ]t = 〈βt ,βt〉t = t.

Thus, β 2
t − t is a martingale and

Qn
t = ∑

∞
k=1

(
β k

2n ∧t
−β k−1

2n ∧t

)2
→ t

where the convergence is in probability.

The Qn
t for a fixed n, t is a finite sum, indeed it has

j = [2nt] + 1 terms, where [2nt] is the integer part of 2nt since

for k such that [2nt] + 1 < k , k−1
2n ∧ t = t and k

2n ∧ t = t.
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Let Un
k =

(
β k

2n ∧t
−β k−1

2n ∧t
)2− ( k

2n ∧ t−
k−1
2n ∧ t)

Then W n
t = ∑

[2nt]+1
k=1 Un

k = Qn
t − t and using properties of

Normal distribution, it follows that for each n,

{Un
k : 1≤ k ≤ [2nt]} are i.i.d. random variables, with mean 0

and variance 2
22n

. Hence

Variance(W n
t )≤ ([2nt] + 1) 2

22n
≤ 2t+1

2n

and hence W n
t converges to zero in probability and so Qn

t → t

in probability.

With little work, it can be shown that Qn
t converges to t,

uniformly on t ∈ [0,T ] for all T < ∞ almost surely.
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In fact, for a continuous process (Xt), if X0 = 0 and if

(Xt) and (Yt = X 2
t − t) are martingales

then (Xt) is Brownian motion (Levy’s characterization).

For this, continuity of (Xt) is very important. Result not true

for r.c.l.l. martinagles. Xt = Nt− t is a counter example where

(Nt) is a poisson process with parameter 1.
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Let us fix an observable process (Zt) (it could be vector

valued) with Zt denoting the observation at time t and let

Ft = σ(Zu : u ≤ t)

denote the filtration generated by observations.

A Brownian motion w.r.t. this filtration (Ft) means that βt

and β 2
t − t are martingales w.r.t. this filtration (Ft).
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Let (βt) be a Brownian motion w.r.t. a filtration (Ft).

There are occasions when one needs to consider limits of

expressions that are similar to Riemann-Steltjes sums for the

integral
∫ t

0 Ysdβs where (Ys) is say a continuous (Ft)

adapted process:

Rn
t = ∑

∞
k=1Ysk,n∧t

(
β k

2n ∧t
−β k−1

2n ∧t

)
where k−1

2n ≤ sk,n ≤ k
2n .

For Riemann-Steltjes integral
∫ t

0 Ysdβs to exist, the above

sums (Rn
t ) should converge (as n→ ∞) for all choices of sk,n

satisfying k−1
2n ≤ sk,n ≤ k

2n .

Rajeeva L. Karandikar Director, Chennai Mathematical Institute

Introduction to Stochastic Calculus - 72



Introduction Conditional Expectation Martingales Brownian motion Stochastic integral Ito formula

Let Y = β . Let us choose sk,n to be the lower end point in

every interval : sk,n = k−1
2n and for this choice let us denote the

Riemann sums Rn
t by An

t .

Thus

An
t =

∞

∑
k=1

β k−1
2n ∧t

(
β k

2n ∧t
−β k−1

2n ∧t

)
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Let us now choose sk,n to be the upper end point in every

interval : sk,n = k
2n and for this choice let us denote the

Riemann sums Rn
t by Bn

t .

Thus

Bn
t =

∞

∑
k=1

β k
2n ∧t

(
β k

2n ∧t
−β k−1

2n ∧t

)
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Recall

An
t = ∑

∞
k=1 β k−1

2n ∧t

(
β k

2n ∧t
−β k−1

2n ∧t

)
while

Bn
t = ∑

∞
k=1 β k

2n ∧t

(
β k

2n ∧t
−β k−1

2n ∧t

)
and hence

Bn
t −An

t = ∑
∞
k=1

(
β k

2n ∧t
−β k−1

2n ∧t

)2
= Qn

t .

Since Qn
t → t, An

t and Bn
t cannot converge to the same limit

and hence the integral
∫ t

0 Ysdβs cannot be defined as a

Riemann-Steltjes integral.
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Indeed, Brownian motion is not an exception but the rule. It

can be shown that if a continuous process is used to model

stock price movements, then it can not be a process with

bounded variation as that would imply existence of arbitrage

opportunities. Hence, we cannot use Riemann-Steltjes

integrals in this context. The Riemann like sums appear when

one is trying to compute the gain/loss from a trading strategy,

where the process used to model the stock price appears as an

integrator.
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It turns out that in the context of construction of diffusion

processes, Riemann sums, where one evaluates the integrand

at the lower end point, are appropriate. So taking that

approach, Ito defined stochastic integral (in ’40s).

It so happens that in the context of applications to finance,

the same is natural and so Ito Calculus could be used as it is.

This was observed in the early ’80s.

Rajeeva L. Karandikar Director, Chennai Mathematical Institute

Introduction to Stochastic Calculus - 77



Introduction Conditional Expectation Martingales Brownian motion Stochastic integral Ito formula

Let Xt denote the stock price at time t. Consider a simple

trading strategy, where buy-sell takes place at fixed times

0 = s0 < s1 < .. . < sm+1. Suppose the number of shares held

by the investor during (sj ,sj+1] is aj . The transaction takes

place at time sj and so the investor can use information

available to her/him before time t, so aj should be Fsj

measurable.
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So the trading strategy is given by: at time t hold ft shares

where

fs = a01{0}(s) +
m

∑
j=0

aj1(sj ,sj+1](s)

and then the net gain/loss for the investor due to trading in

shares upto time t is given by

Vt =
m

∑
j=0

aj(Xsj+1∧t −Xsj∧t) =
∫ t

0
fudXu
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Now suppose (Xt) is a square integrable martingale with r.c.l.l.

paths (right continuous with left limits). Recalling

fs = a01{0}(s) + ∑
m
j=0 aj1(sj ,sj+1](s), Vt = ∑

m
j=0 aj(Xsj+1∧t −Xsj∧t).

it follows that (Vt) is also a martingale and

[V ,V ]t =
m−1

∑
j=0

a2
j ([X ,X ]sj+1∧t − [X ,X ]sj∧t)

=
∫ t

0
f 2
u d [X ,X ]u

Hence, using (10)

E
[

sup
t≤T

(
∫ t

0
fudXu)2

]
≤ 4E

[∫ T

0
f 2
u d [X ,X ]u

]
.
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The estimate

E
[

sup
t≤T

(
∫ t

0
fudXu)2

]
≤ 4E

[∫ T

0
f 2
u d [X ,X ]u

]
for simple integrands f can be used to extend the integral to

integrands g that can be approximated by simple functions in

the norm ‖·‖X given by RHS above:

‖f ‖2
X = E

[∫ T

0
f 2
u d [X ,X ]u

]
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Let (Yt) be a bounded adapted continuous process and (Xt)

be a square integrable martingale. Let tnm = m
n . Then it can be

shown that (Yt) can be approximated in the norm ‖·‖X by

simple processes Y n defined by

Y n
t =

∞

∑
m=0

Ytnm∧t1(tnm, tnm+1](t)

and hence the stochastic integral
∫ t

0 YudXu is defined and is

given by∫ t

0
YudXu = lim

n→∞

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)
.

The two infinite sums above are actually finite sums for every

n, t (if m > tn the terms are zero).
Rajeeva L. Karandikar Director, Chennai Mathematical Institute

Introduction to Stochastic Calculus - 82



Introduction Conditional Expectation Martingales Brownian motion Stochastic integral Ito formula

Also, the limit∫ t

0
YudXu = lim

n→∞

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)
.

is in the sense of convergence in probability, uniformly in

t ∈ [0,T ] (follows from Doob’s inequality).
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In other words, for every ε > 0, as n tends to infinity

P

[
sup

0≤t≤T

∣∣∣∣∣
∫ t

0
YudXu−

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)∣∣∣∣∣> ε

]
→ 0.

This shows that the stochastic integral
∫ t

0 YudXu is a process

with r.c.l.l.paths. Further, if X is a continuous process then so

is
∫ t

0 YudXu continuous process. Of course, when X is a

process with bounded variation the integral
∫ t

0 YudXu is

defined as the Riemann-Steltjes integral.
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One can directly verify that when X is a square integrable

martingale,∫ t

0
Y n
u dXu =

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)
is a square integrable martingale. Then convergence of∫ t

0 Y
n
u dXu in L2 to

∫ t
0 YudXu for every t implies that

Mt =
∫ t

0
YudXu

is also a square integrable martingale.
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One of the important properties of the integral Zt =
∫ t

0 YudXu

so defined is that for a stopping time τ , defining X
[τ]
t = Xt∧τ ,∫ t

0
YudX

[τ]
u = Zt∧τ .

This can be seen to be true for simple integrands and hence

for bounded continuous processes Y . Thus if X is a locally

square integrable martingale so that for stopping times {τn}
increasing to ∞, X n = X [τn] are square integrable martingales,

then Z n =
∫
YdX n satisfy

Z n
t = Zm

t∧τn , for m ≥ n.
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Thus we can define Zt = Z n
t for τn−1 < t ≤ τn and we would

have

Z n
t = Zt∧τn .

Thus we can define Z =
∫
YdX . Thus for a locally square

integrable martingale X , for all continuous adapted processes

Y we continue to have for every ε > 0, as n tends to infinity

P

[
sup

0≤t≤T

∣∣∣∣∣
∫ t

0
YudXu−

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)∣∣∣∣∣> ε

]
→ 0.

By construction, each Z n is a martingale and hence Z is a

local martingale.
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If X were a process with bounded variation paths on [0,T ] for

every T , of course
∫ t

0 YdX is defined as Riemann Steltjes

integral and we have

P

[
sup

0≤t≤T

∣∣∣∣∣
∫ t

0
YudXu−

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)∣∣∣∣∣> ε

]
→ 0

and then
∫ t

0 YudXu is a process with bounded variation paths.
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An r.c.l.l. process X is said to be a semimartingale if it admits

a decomposition

Xt = Mt +At ,

where (Mt) is a locally square integrable martingale and (At)

is an adapted process whose paths t 7→ At(ω) have bounded

variation on [0,T ] for every T < ∞ for every ω .

Such a process A will be called process with bounded variation

paths.
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Let X be a semimartingale, with X = M +A, M a locally

square integrable martingale and A a process with bounded

variation paths.

For a bounded continuous adapted process Y , the integral∫ t
0 YsdXs can be defined as the sum of

∫ t
0 YsdMs and∫ t

0 YsdAs and again one has every ε > 0, as n tends to infinity

P

[
sup

0≤t≤T

∣∣∣∣∣
∫ t

0
YudXu−

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)∣∣∣∣∣> ε

]
→ 0.

Thus the integral
∫
YdX does not depend upon the

decomposition X = M +A.
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We have seen that for a semimartingale X and a bounded

continuous adapted process Y , the integral
∫ t

0 YsdXs can be

defined on the lines of Riemann-Steltjes integral, provided we

always evaluate the integrand at the lower end point while

taking the Riemann sums:∫ t

0
YudXu = lim

n→∞

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)
.

Further, if X is a local martingale, then so is Zt =
∫ t

0 YudXu

and if X is a process with bounded variation paths, then so is

Z and as a result, Z is always a semimartingale.
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Question: Just like one extends Riemann integral
∫ 1

0 f (x)dx

defined for say continuous functions g on [0,1] to Lebesgue

integral
∫ 1

0 gdλ for all bounded measurable functions, can we

extend
∫ t

0 YsdXs defined for all bounded continuous adapted

processes to a larger class of integrands?

The natural class of processes is then the class that is closed

under bounded pointwise convergence and contains all

bounded continuous adapted processes.
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If we think of every process Yt as a function on

Ω̄ = [0,∞)×Ω, then the required class is the collection of all

P-measurable bounded functions, where P is the σ -field

generated by bounded continuous adapted processes.

P is called the predictable σ -field and P measurable

processes are called predictable processes.
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A left continuous adapted process (Zt) is predictable, but an

r.c.l.l. (right continuous with left limits) adapted process (Vt)

need not be predictable. (Vt) is predictable if for all t, Vt is

Ft−ε measurable.

If (Zt) is predictable with respect to a filtration (Ft) then for

each t, Zt is measurable w.r.t.

Ft− = σ (∪s<tFs) .

This justifies the use of the name predictable.
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Thus we require a mapping JX from the class of bounded

predictable process f into r.c.l.l. processes such that for

adapted continuous processes f , JX (f )t =
∫ t

0 fdX (as defined

earlier) and if f n converges to f bounded pointwise, then

P
[

sup
0≤t≤T

|JX (f n)t − JX (f )t |> ε

]
→ 0.

When X is a semimartingale, then such an extension exists

and we denote it as JX (f )t =
∫ t

0 fdX .
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The Bichteller-Dellacherie-Meyer-Mokodobodski Theorem

states that for an r.c.l.l. process X , existence of mapping JX
from the class of bounded predictable process f into r.c.l.l.

processes such that for adapted continuous processes f ,

JX (f )t =
∫ t

0 fdX (as defined earlier) and if f n converges to f

bounded pointwise, then

P
[

sup
0≤t≤T

|JX (f n)t − JX (f )t |> ε

]
→ 0

implies that X s a semimartingale. We will not discuss proof

of this.
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Let X be a semimartingale. It can be shown that

(f ,X ) 7→
∫ ·

0 fdX is linear.

Important fact: If τ is a stopping time, then

gt = 1[0,τ](t)

is predictable (as it is adapted, left continuous). Now for a

bounded predictable process (ft), ht = ft1[0,τ](t) is predictable

and ∫ t
0 hsdXs =

∫ t∧τ

0 fsdXs =
∫
fsdX

[τ]
s

where X
[τ]
s = Xs∧τ .
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Localization: An adapted process (ft) is said to be locally

bounded if there exists an increasing sequence of stopping

times {τn} increasing to ∞ such that f nt = ft1[0,τn](t) is

bounded for every n.

Here, for a stopping times τ , the stochastic intervals [0,τ],

play the role of compact sets [−K ,K ] in R. Recall definition

of local martingale.

Given f , {τn} as above, for a semimartingale X , let

Z n
t =

∫ t
0 f 1[0,τn](s)dXs

Then for m ≥ n

Z n
t = Zm

t∧τn
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Hence we piece together the pieces to define∫ t

0
fsdXs = Z n

t for τ
n−1 < t ≤ τ

n.

Thus for a semimartingale X and for locally bounded process

f , we have defined stochastic integral Zt =
∫ t

0 fsdXs . It is an

r.c.l.l. process.

Moreover,

(∆Z )t = ft(∆X )t .

One can verify this for simple f and then for general f via

approximation.
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If X is a square integrable local martingale, then so is Z , if X

has bounded variation paths then so does Z and in general, Z

is a semimartingale with decomposition

Zt =
∫ t

0
fsdXs =

∫ t

0
fsdMs +

∫ t

0
fsdAs = Nt +Bt

where X = M +A, M a locally square integrable martingale, A

a process with bounded variation paths and Nt =
∫ t

0 fsdMs is a

locally square integrable martingale and Bt =
∫ t

0 fsdAs is a

process with bounded variation paths.
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Further if g is a locally bounded predictable process, then∫ t

0
gdZ =

∫ t

0
gfdX .

One can verify this first when f ,g are simple functions and

then for a fixed g simple one can first verify it for all f and

then the general case.
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An r.c.l.l. adapted process Y need not be predictable.

However, the process Y− defined by Y−t = Yt− (left limit at t

for t > 0), Y−0 = 0 is predictable. It is also locally bounded

and with tnm = m
n one has

lim
n→∞

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)
=
∫ t

0
Y−u dXu

Rajeeva L. Karandikar Director, Chennai Mathematical Institute

Introduction to Stochastic Calculus - 102



Introduction Conditional Expectation Martingales Brownian motion Stochastic integral Ito formula

Note that (using b2−a2 = 2a(b−a) + (b−a)2)

X 2
t −X 2

0 =
∞

∑
m=0

(
X 2
tnm+1∧t −X 2

tnm∧t
)

=
∞

∑
m=0

2Xtnm∧t
(
Xtnm+1∧t −Xtnm∧t

)
+

∞

∑
m=0

(
Xtnm+1∧t −Xtnm∧t

)2

Hence for a semimartingale X ,

∞

∑
m=0

(
Xtnm+1∧t −Xtnm∧t

)2→ X 2
t −X 2

0 −2
∫ t

0
X−u dXu.
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We denote the limit of ∑
∞
m=0

(
Xtnm+1∧t −Xtnm∧t

)2
by [X ,X ]t

and note that it is an increasing adapted process. Further we

have

X 2
t = X 2

0 + 2
∫ t

0
X−u dXu + [X ,X ]t .
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For semimartingales X ,Y let us define [X ,Y ] by the

parallelogram identity

[X ,Y ]t = 1
4 ([X +Y ,X +Y ]t − [X −Y ,X −Y ]t)

It follows that [X ,Y ]t is a process with bounded variation

paths and

[X ,Y ]t = limn→∞ ∑
∞
m=0

(
Xtnm+1∧t −Xtnm∧t

)
(Ytnm+1∧t −Ytnm∧t

)
Also, it follows that

XtYt = X0Y0 +
∫ t

0 Y
−
s dXs +

∫ t
0 X
−
s dYs + [X ,Y ]t .

This is called the integration by parts formula.
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Like Lebesgue integrals, we have a Dominated Convergence

Theorem for stochastic integrals:

Let (Xt) be a semimartingale and let f n, f be predictable

processes such that

|f n| ≤ g

where g is some locally bounded predictable process and such

that f n converges pointwise to f . Then

P
[

sup
0≤t≤T

∣∣∣∣∫ t

0
f nu dXu−

∫ t

0
fudXu

∣∣∣∣> ε

]
→ 0.
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Some Facts: Let X be a semimartingale, with Xt = Mt +At ,

where (Mt) is a locally square integrable martingale and (At)

is a process with bounded variation paths. Let

(∆X )t = Xt −Xt−, (jump at t)

∆[X ,X ]t = (∆X )2
t ,

∑
0<s≤t

(∆X )2
s ≤ [X ,X ]t.

If A has bounded variation paths then

[A,A]t = ∑
0<s≤t

(∆A)2
s .
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Moreover, if X is a semimartingale and A is a continuous

process with bounded variation paths, then [X ,A]t = 0. To see

this ∫ t

0
XsdAs =

∞

∑
m=0

Xtnm∧t
(
Atnm+1∧t −Atnm∧t

)
and ∫ t

0
XsdAs =

∞

∑
m=0

Xtnm+1∧t
(
Atnm+1∧t −Atnm∧t

)
as the integral

∫ t
0 XsdAs is the Riemann-Steltjes and thus

[X ,A]t =
∞

∑
m=0

(
Xtnm+1∧t −Xtnm∧t

)(
Atnm+1∧t −Atnm∧t

)
= 0.

As a result

[A,A]t = 0.
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For a continuous semimartingale (Xt) the decomposition

Xt = Mt +At

into a continuous local martingale (Mt) with M0 = 0 and a

continuous process A with bounded variation paths is unique.

The uniqueness is proven as follows. If

Xt = Mt +At = Nt +Bt

with M ,N continuous local martingales, M0 = N0 = 0 and

A,B processes with bounded variation, then

Ut = Mt −Nt = Bt −At is a continuous local martingale with

U0 = 0, and has bounded variation paths. Thus, [U ,U]t = 0.
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As a result (recall integration by parts formula)

U2
t =

∫ t

0
UsdUs

and hence U2
t is a continuous local martingale with U2

0 = 0. If

{τn} is a localizing sequence, then U2
t∧τn is a martingale and

so

E[U2
t∧τn ] = 0, ∀n

and as a result U2
t∧τn = 0 for all t,n. This proves (Xt) the

decomposition

Xt = Mt +At

into a continuous local martingale (Mt) with M0 = 0 and a

continuous process A with bounded variation paths is unique.
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If X is a semimartingale and f is a locally bounded predictable

process, then Vt =
∫ t

0 fsdXs is also a semimartingale with

decomposition Vt = Nt +Bt where Xt = Mt +At is a

decomposition of X , with M a locally square integrable

martingale, A a process with bounded variation paths,

Nt =
∫ t

0
fsdNs is a locally square integrable martingale

and

Bt =
∫ t

0
fsdAs is a process with bounded variation paths.

Further,

[V ,V ]t =
∫ t

0
f 2
s d [X ,X ]s .
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Ito formula or Change of variable formula

Let f be a smooth function on R and let (Gt) be a continuous

function with bounded variation paths. If G were continuously

differentiable with derivate g , then

h(t) = f (G (t))

is differentiable with continuous derivative f ′(G (t))g(t) and

hence

f (G (t)) =f (G (0)) +
∫ t

0
f ′(G (s))g(s)ds

=h(0) +
∫ t

0
f ′(G (s))dG (s)
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Even if G is not differentiable, one still has

f (G (t)) = f (G (0)) +
∫ t

0
f ′(G (s))dG (s).

Assume that f ′′ is bounded. The proof uses taylor’s expansion:

f (b) = f (a) + f ′(a)(b−a) +
1

2
f ′′(c)(b−a)2

where c belongs to the interval {a,b}, i.e. c ∈ (a,b) or

c ∈ (b,a) according as a < b or b < a
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Another fact that is needed is: If G is a continuous function

with bounded variation: then there exists a function H(t) such

that for any partition for 0 = t0 < t1 < .. . < tm = T of [0,T ],

m ≥ 1 (
∑
m
i=0|G (ti+1)−G (ti )|

)
≤ H(T ) < ∞,

then with tnm = m
n

∑
m

(
G (tnm∧ t)−G (tnm−1∧ t)

)2
≤ H(t)sup

m

(
|G (tnm∧ t)−G (tnm−1∧ t)|

)
→ 0 as n→ ∞

as G being continuous on [0, t] is uniformly continuous on

[0, t] and hence supm
(
|G (tnm∧ t)−G (tnm−1∧ t)|

)
→ 0.
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Observe that for every n with tnm = m
n one has

f (G (t))− f (G (0)) =
∞

∑
m=1

(
f (G (tnm∧ t))− f (G (tnm−1∧ t))

)
=

∞

∑
m=1

f ′(G (tnm−1∧ t))
(
G (tnm∧ t)−G (tnm−1∧ t)

)
+

1

2

∞

∑
m=1

f ′′(θn,m)
(
G (tnm∧ t)−G (tnm−1∧ t)

)2
Here θn,m belongs to the interval {G (tnm−1∧ t),G (tnm∧ t)}.

Since G is a continuous function with bounded variation, the

second term goes to zero and first term goes to∫ t

0
f ′(G (s))dG (s).
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Ito’s formula

Let X be a continuous semimartingle and let f be a thrice

continuously differentiable function on R with f ′′′ bounded.

Then

f (Xt) = f (X0) +
∫ t

0
f ′(Xs)dXs +

1

2

∫ t

0
f ′′(Xs)d [X ,X ]s

This time we need Taylor’s expansion with two terms:

f (b) = f (a) + f ′(a)(b−a) +
1

2
f ′′(a)(b−a)2 +

1

6
f ′′′(c)(b−a)3

where c belongs to the interval {a,b}, i.e. c ∈ (a,b) or

c ∈ (b,a) according as a < b or b < a.
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We will also need that since X has finite quadratic variation,
with tnm = m

n one has

∑
m

∣∣∣Xtnm∧t −Xtnm−1∧t

∣∣∣3 ≤∑
m

(
Xtnm∧t −Xtnm−1∧t

)2
sup
m

(
|Xtnm∧t −Xtnm−1∧t |

)
≤ [X ,X ]t sup

m

(
|Xtnm∧t −Xtnm−1∧t |

)
→ 0 as n→ ∞

as uniformly continuity of paths s 7→ Xs(ω) of X on [0, t]

implies supm

(
|Xtnm∧t(ω)−Xtnm−1∧t(ω)|

)
converges to 0 for

every ω .
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Recall: we have seen that for every continuous adapted

process Y

lim
n→∞

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)
=
∫ t

0
Y−u dXu (11)

Also that,

∞

∑
m=0

(
Xtnm+1∧t −Xtnm∧t

)2→ [X ,X ]t . (12)

On similar lines it can be shown that

lim
n→∞

∞

∑
m=0

Ytnm∧t
(
Xtnm+1∧t −Xtnm∧t

)2
=
∫ t

0
Y−u d [X ,X ]u. (13)

The relation (13) is a weighted version of (12).
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As in deterministic case, let us write

f (Xt)− f (X0) =∑
m

f ′(Xtnm∧t)
(
Xtnm+1∧t −Xtnm∧t

)
+

1

2 ∑
m

f ′′(Xtnm∧t)
(
Xtnm+1∧t −Xtnm∧t

)2

+
1

6
f ′′′(θn,m)

(
Xtnm+1∧t −Xtnm∧t

)3

As noted earlier, the first term converges to
∫ t

0 f
′(Xs)dXs and

the second term to 1
2

∫ t
0 f
′′(Xs)d [X ,X ]s . Using boundedness of

f ′′′ and the fact (proven earlier) that ∑

∣∣Xtnm+1∧t −Xtnm∧t
∣∣3

goes to zero, it follows that third term goes to zero. This

completes the proof.
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The Ito formula is true even when f is just twice continuously

differentiable function. For the proof, one just uses a version

of Taylor’s theorem with a different remainder form:

f (b) =f (a) + f ′(a)(b−a) +
1

2
f ′′(a)(b−a)2

+
1

2
(f ′′(c)− f ′′(a))(b−a)2

where c belongs to the interval {a,b}, i.e. c ∈ (a,b) or

c ∈ (b,a) according as a < b or b < a.
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Ito’s formula for Brownian motion

Let (βt) be a standard Brownian motion. Then we have noted

that [β ,β ]t = t and hence for a twice continuously

differentiable function f , one has

f (βt) =f (β0) +
∫ t

0
f ′(βs)dβs

+
1

2

∫ t

0
f ′′(βs)ds

Taking f (x) = exp(x) we get, writing Yt = exp(βt)

Yt = 1 +
∫ t

0
Ysdβs +

1

2

∫ t

0
Ysds.

The last term is the Ito correction term.
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The same proof as outlined earlier, yields for a continuous

semimartingale X the second version of Ito formula. Here one

uses, for an r.c.l.l. process Z , and semimartingales X ,Y∫ t

0
Z−u d [X ,Y ]u

= lim
n→∞

∞

∑
m=0

Ztnm∧t
(
Xtnm+1∧t −Xtnm∧t

)
(Ytnm+1∧t −Ytnm∧t

)
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Ito’s formula-2

Let X be a continuous semimartingle and let f function on

[0,∞)×R such that ft =
∂

∂ t
f , fx =

∂

∂x
f and fxx =

∂ 2

∂ 2x
f exist

and are continuous. Then

f (t,Xt) =f (0,X0) +
∫ t

0
ft(s,Xs)ds +

∫ t

0
fx(s,Xs)dXs

+
1

2

∫ t

0
fxx(s,Xs)d [X ,X ]s

Rajeeva L. Karandikar Director, Chennai Mathematical Institute

Introduction to Stochastic Calculus - 123



Introduction Conditional Expectation Martingales Brownian motion Stochastic integral Ito formula

Let (βt) be a Brownian motion. Let

f (t,x) = exp(σx− 1
2σ2t). Let Yt = f (t,βt). Then noting

that ft =
∂

∂ t
f =−1

2
σ

2f and fxx =
∂ 2

∂ 2x
f = σ

2f , one has

Yt = Y0 + σ

∫ t

0
Ysdβs .

In particular, (Yt) is a martingale.
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If (Xt) takes values in an open convex set U and f is a twice

continuously differentiable function, then the same version of

Ito formula is valid.

In particular, if (Xt) is a (0,∞) valued continuous

semimartingale, then taking f (x) = log(x) we get

log(Xt) = log(X0) +
∫ t

0
X−1
s dXs −

1

2

∫ t

0
X−2
s d [X ,X ]s .

Once again the last term is the Ito correction term.
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Let us write Yt =
∫ t

0 X
−1
s dXs . Then

[Y ,Y ]t =
∫ t

0
X−2
s d [X ,X ]s .

Hence, recalling,

log(Xt) = log(X0) +
∫ t

0
X−1
s dXs −

1

2

∫ t

0
X−2
s d [X ,X ]s

we get

log(Xt) = log(X0) +Yt −
1

2
[Y ,Y ]t

and hence

Xt = X0 exp
(
Yt −

1

2
[Y ,Y ]t

)
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Further, if X is a (0,∞) valued continuous local martingale,

then

Mt =
∫ t

0
X−1
s dXs

is also a local martingale and then X admits a representation

Xt = X0 exp
(
Mt −

1

2
[M ,M]t

)
So every positive continuous local martingale is of the form

given above for a local martingale M .
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Ito’s formula-3

Let X be a continuous semimartingle, A be a continuous

process with bounded variation and let f = f (a,x) function on

R×R such that fa =
∂

∂a
f , fx =

∂

∂x
f and fxx =

∂ 2

∂ 2x
f exist

and are continuous. Then

f (At ,Xt) =f (A0,X0) +
∫ t

0
fa(As ,Xs)dAs +

∫ t

0
fx(As ,Xs)dXs

+
1

2

∫ t

0
fxx(As ,Xs)d [X ,X ]s
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In typical applications of Ito’s formula, one needs to show a

certain process is a martingale. First one shows that it is a

local martingale by expressing it as an integral w.r.t. a locally

square integrable martingale and then uses other methods to

show it is a martingale.

Let (Mt) be a continuous locally square integrable martingale

and let (hs) be a locally bounded predictable process.

Question: for what values of λ is Z a martingale where

Zt = exp

{
σ

∫ t

0
hsdMs + λ

∫ t

0
h2
s d [M ,M]s

}
.
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Let

Yt =
∫ t

0
hsdMs and Vt =

∫ t

0
h2
s d [M ,M]s .

Note that (Yt) is a square integrable local martingale and

Vt = [Y ,Y ]t .

Let f (a,x) = exp(σx + λa). Then Zt = f (Vt ,Yt). Now noting

that fa =
∂

∂a
f = λ f and fxx =

∂ 2

∂ 2x
f = σ

2f , one has

Zt = Z0 + σ

∫ t

0
ZsdYs + (λ +

1

2
σ

2)
∫ t

0
ZsdVs .
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Hence if λ =−1
2σ2, it follows that

Zt = Z0 + σ

∫ t

0
ZsdYs .

Hence for λ =−1
2σ2, Z is a local martingale. It can be shown

that this is a necessary and sufficient condition.

Of course, we will need some other way to prove that the local

martingale is a martingale.
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Levy’s characterization of Brownian motion.

Suppose M is a continuous local martingale with M0 = 0 and

such that Zt = (Mt)
2− t is also a local martingale, or

[M ,M]t = t, then M is a brownian motion.

Apply Ito formula to (for a fixed real number λ )

f (t,x) = exp
{
iλx +

λ 2t

2

}
.

We note that 1
2 fxx =−ft and hence Zt = exp

{
iλMt + λ2t

2

}
is

a local martingale. Since Z is bounded, it is a martingale.
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As a result, E[Zt |Fs ] = Zs i.e.

E
[

exp
{
iλMt +

λ 2t

2

}
|Fs

]
= exp

{
iλMs +

λ 2s2

2

}
.

Hence

E
[

exp
{
iλ (Mt −Ms) +

λ 2(t− s)

2

}
|Fs

]
= 1.

or

E
[

exp
{
iλ (Mt −Ms)

}
|Fs

]
= exp

{
−λ 2(t− s)

2

}
.

Thus

E
[

exp
{
iλ (Mt −Ms)

}]
= exp

{
−λ 2(t− s)

2

}
and so (Mt −Ms) has normal distribution, mean 0 Variance

t− s.
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Further,

E
[

exp
{
iλ (Mt −Ms)

}
|Fs

]
= E

[
exp
{
iλ (Mt −Ms)

}]
implies that (Mt −Ms) is independent of any set of Fs

measurable random variables. In particular, (Mt −Ms) is

independent of Mu1,Mu2, . . . ,Muk . Thus Mt is a Brownian

motion.
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Sometimes, given a process (Zt) one needs to find a process

(At) with bounded variation paths such that

Mt = Zt −At

is a local martingale or a martingale (Ut) such that

Nt = ZtUt

is a local martingale.

Example: Let (βt) be the standard Brownian motion and for

σ > 0 and µ ∈ R let

St = S0 exp{σβt + µt} .
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We need to find a local martingale (Ut) such that

Zt = StUt

is a martingale. Let us try Ut = exp{λβt − 1
2λ 2t}. We know

this is a martingale. Now

Zt = S0 exp

{
(σ + λ )βt −

1

2
(λ

2−2µ)

}
Thus (Zt) would be a martingale if (σ + λ )2 = (λ 2−2µ).

Thus σ2 + 2σλ =−2µ and hence

λ =−µ+ 1
2σ2

σ

.

In this case, (Ut) and (Zt) turn out to be martingales.
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Ito’s formula-4

Let X 1,X 2, ...,X d be a continuous semimartingles and let f

function on [0,∞)×Rd such that ft =
∂

∂ t
f , fi =

∂

∂xi
f and

fij =
∂ 2

∂xi∂xj
f exist and are continuous. Let Xt = (X 1

t , . . . ,X
d
t ).

Then

f (t,Xt) =f (0,X0) +
∫ t

0
ft(s,Xs)ds +

d

∑
i=1

∫ t

0
fi (s,Xs)dX i

s

+
1

2

d

∑
i ,j=1

∫ t

0
fij(s,Xs)d [X i ,X j ]s
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Often one needs to compute the part with bounded variation

paths separately. In light of this, we can recast the formula

showing the (local) martingale part and the part with bounded

variation paths separately.

Let X 1, . . . ,X d be continuous semimartingales with

X i = M i +Ai where M i are continuous local martingales and

Ai be processes with bounded variation paths.

Let f ∈ C 1,2([0,∞)×Rd
b). Then
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f (t,Xt) = Nt +Bt

where

Nt =
d

∑
j=1

∫ t

0
fj(s,Xs)dM j

s

and

Bt =f (0,X0) +
∫ t

0
ft(s,Xs)ds + ∑

d
j=1

∫ t

0
fj(s,Xs)dAj

s

+
1

2
∑
d
j=1 ∑

d
k=1

∫ t

0
fjk(s,Xs)d [M j ,Mk ]s
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Ito’s formula for r.c.l.l. semimartingales.

Let X 1, . . . ,X d be semimartingales, Xt := (X 1
t , . . . ,X

d
t ). Let

f ∈ C 1,2([0,∞)×Rd).

f (t,Xt) =f (0,X0) +
∫ t

0
ft(s,Xs)ds

+ ∑
d
j=1

∫ t

0
fj(s,Xs−)dX j

s

+
1

2
∑
d
j=1 ∑

d
k=1

∫ t

0
fjk(s,Xs−)d [X j ,X k ]

+ ∑0<s≤t

{
f (s,Xs)− f (s,Xs−)−∑

d
j=1fj(s,Xs−)∆X j

s

−∑
d
j=1 ∑

d
k=1

1

2
fjk(s,Xs−)(∆X j

s )(∆X k
s )
}
.
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Martingale representation theorem

Let (βt) be a standard Brownian motion. Let

Ft = σ{βu : u ≤ t}
Let (Mt) be a martingale w.r.t. (Ft). Then M admits a

representation

Mt = M0 +
∫ t

0
hsdβs , 0≤ t ≤ T

for some predictable process (hs) such that∫ T

0
h2
s ds < ∞ a.s.
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For T >, let Z be any random variable such that E[|Z |] < ∞.

Then taking the martingale Mt = E[Z |Ft ], we can get

predictable process (hs) such that∫ T

0
h2
s ds < ∞ a.s.

and

Z = MT = M0 +
∫ t

0
hsdβs .
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Martingale representation theorem- multidimensional

Let (β 1
t , . . . ,β

d
t ) be d- independent standard Brownian

motions. Let Ft = σ{β j
u : u ≤ t,1≤ j ≤ d}

Let (Mt) be a martingale w.r.t. (Ft). Then M admits a

representation

Mt = M0 +
d

∑
j=1

∫ t

0
hjsdβ

j
s , 0≤ t ≤ T

for some predictable process (hs) such that∫ T
0 (hjs)2ds < ∞ a.s., 1≤ j ≤ d .
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Suppose X is a continuous process on (Ω,F ,P) and let Q be

an equivalent probability measure on (Ω,F ) such that X is a

martingale on (Ω,F ,Q). Equivalent means P(A) = 0 if and

only if Q(A) = 0.

Such a Q is called an Equivalent Martingale Measure, written

as EMM, for X and is of great importance in Mathematical

finance.
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Let R denote the Radon-Nikodym derivative of Q w.r.t. P, em

i.e.

Q(A) =
∫
A
RdP.

Equivalence of P and Q means P(R > 0) = 1. Let

Rt = EP[R |Ft ]. Then as noted earlier (Rt) is a martingale.

Moreover, for A ∈Ft

Q(A) =
∫
A
RdP

=
∫
A
E[R |Ft ]dP

=
∫
A
RtdP

.

Thus Rt is the R-N derivative of Q w.r.t. P on Ft .
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Now, (Xt) being a martingale on (Ω,F ,Q) means∫
A
XtdQ =

∫
A
XsdQ

for s < t and a ∈Fs . But this is same as∫
A
XtRtdP =

∫
A
XsRsdP

since Ru is the R-N derivative of Q w.r.t. P on Fu.
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Hence, (XtRt) is a martingale on (Ω,F ,P). Further, Rt being

a positive martingale implies R−1
t is a semimartingale and thus

Xt = XtRt .R
−1
t

is a semimartingale.

Suppose Xt = Nt +Bt is the decomposition of X with local

martingale N . We have seen that

Rt = R0 exp(Mt −
1

2
[M ,M]t)

where Mt =
∫ t

0 R
−1
s dRs .
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Hence Zt = (Nt +Bt)exp(Mt − 1
2 [M ,M]t) is a martingale.

So we see that if an EMM exists for X , then X must be a

semimartingale and further the R-N derivative for the EMM

w.r.t. the model probability measure on Ft is

Rt = R0 exp(Mt −
1

2
[M ,M]t)

where M is a local martingale such that

Zt = (Nt +Bt)exp(Mt −
1

2
[M ,M]t)

is a martingale.
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(Girsanov’s Theorem) Let

{W 1
t ,W

2
t , . . . ,W

d
t : 0≤ t ≤ T} be independent Brownian

motions on (Ω,F ,P). Let f 1, f 2, . . . , f d be predictable

processes such that
∫ T

0 ∑
d
j=1 |f

j
s |2ds < ∞. Let

LT := exp
{ d

∑
j=1

∫ T

0
f jdW j − 1

2

d

∑
j=1

∫ T

0
|f js |2ds

}
.

Suppose that E[LT ] = 1. Let Q be the probability measure

defined by dQ = LTdP. Then the processes

Ŵ j
t := W j

t −
∫ t

0
f js ds, j = 1, . . . ,d , 0≤ t ≤ T

are independent Brownian motions under Q.
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Let Wt = (W 1
t · · · ,W d

t ) be a d-dimensional Brownian motion.

For a function f on [0,T ]×Rd for which ∂ f
∂ t ,

∂ f
∂xi

and ∂ 2f
∂xi∂xj

exist, by Ito’s formula one has

f (t,Wt)−
∫ t

0
(
∂ f

∂ s
+

1

2
4f )(s,Ws)ds

equals a stochastic integral w.r.t. Brownian motion and hence

is a local martingale.

Here 4f (x) = ∑
d
j=1

∂ 2f
∂xj∂xj

.
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Thus if g satisfies
∂g

∂ t
+

1

2
4g = 0,

taking f (t,y) = g(s + t,x + y), one gets (s and x fixed and ∆

is w.r.t. y)

Mg ,x ,s
t = g(s + t,x +Wt)

is a local martingale.
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If we have an appropriate integrability condition on g that

implies that this local martingale is indeed a martingale, it

would follow that (equality of expectation at

t = 0 and t = T − s)

g(s,x) = E(g(T ,x +WT−s)),

giving us a representation of g in terms of its boundary value

g(T , ·).
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Similarly, if h satisfies

∂h

∂ t
=

1

2
4h,

taking g(t,y) = h(T − t,x + y) and using the heuristics given

above we could conclude (with u = T − t)

h(u,x) = E(h(0,x +Wu))

provided we have conditions that ensure that the local

martingale h(u− t,x +Wt) is a martingale.
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Suppose f is a continuous function on Rd and

|f (x)| ≤ C1 exp(a1|x |2), x ∈ Rd (14)

for C1 < ∞ and a1 < ∞. Then the Cauchy problem (for

u ∈ C 1,2((0,T )×Rd)) for the heat equation

∂u

∂ t
(t,x) =(

1

2
4u)(t,x) : (t,x) ∈ (0,T )×Rd

lim
t↓0

u(t,x) =f (x)

admits a unique solution in the class of functions g satisfying

|u(t,x)| ≤ C2 exp(a2|x |2), (t,x) ∈ (0,T )×Rd (15)

for some C2 < ∞,a2 < ∞.
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The unique solution is given by

u(t,x) = E (f (x +Wt)) (16)

where Wt = (W ′
t , · · · ,W d

t ) is a d-dimensional Brownian

motion.
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