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Prerequisites

Statistics
Statistic

(i) Statistics is the course you are studying right now, also known as statistical analysis, or
statistical inference. It is a �eld of study concerned with summarizing data, interpreting
data, and making decisions based on data.

(ii) A quantity calculated in a sample to estimate a value in a population is called a "statistic".

The related term data science or data analysis stands for a study of processes
and systems that extract knowledge or insights from data in various forms,
either structured or unstructured.
Data science is a continuation of some of the �elds such as statistics, data
mining, and predictive analytics.
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Structure of Statistics
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Data science process
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Data analysis processes
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Data analysis and Descriptive statistics
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Data analysis and Descriptive statistics
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Descriptive Statistics (DS)

Descriptive statistics are numbers that are used to summarize and describe data.

Descriptive statistics are just descriptive. They do not involve generalizing beyond the
data at hand.

Descriptive statistics is a collection of methods for summarizing data (e.g., mean, median,
mode, range, variance, graphs).
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An examle of DS: Salaries in Estonia
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Example 2 of DS: Winners of Olympic marathon
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Descriptive statistics computed from the data

The average time

Women: 2:26:05
Men: 2:27:18 Women have been faster!

The average time of men

Years 1896�1956 : 2:42:59
Years 1960�2012 : 2:11:37 By 31 min and 22 sec. faster

What we can conclude from these observations?
I Does this prove that the fastest men are running faster now?
I Or is the di�erence just due to chance, no more than what often emerges from

chance di�erences in performance from year to year?
I We can't answer this question with descriptive statistics alone.

In 2012, Tiki Gelana was faster than any man before 1952 and in 1956. Will the gender
gap close or remain constant?

How far the times will decrease (if at all) in the next century of the Olympics?

Might we one day witness a sub-2 hour marathon?
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The average time
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Let's go on with inferential statistics (IS).
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IS: Populations and samples

Gathering all data is not always possible due to barriers such as time, accessibility, or cost.
Instead of that, we often gather information from a smaller subset of the population, known as a
sample.

Population: The entire set of possible observations in which we are interested

Sample: A subset of the population from which information is actually collected

Inferential statistics is a collection of methods for using sample data to make conclusions about
a population.
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IS: Populations and samples 2
An example where sampling is required.

TV channels watched in Estonia (daily share %), by TNS Emor
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IS: Populations and samples 3
Kinds of samples:

A complete sample is a set of objects from a parent population that includes ALL such
objects that satisfy a set of well-de�ned selection criteria.

For example, a complete sample of Australian men taller than 2m would consist of a
list of every Australian male taller than 2m. But it wouldn't include German males,
or tall Australian females, or people shorter than 2m.

An unbiased (representative) sample is a set of objects chosen from a complete sample
using a selection process that does not depend on the properties of the objects.

For example, an unbiased sample of Australian men taller than 2m might consist
of a randomly sampled subset of 1% of Australian males taller than 2m. But one
chosen from the electoral register might not be unbiased since, for example, males
aged under 18 will not be on the electoral register.

Random sample

The best way to avoid a biased or unrepresentative sample is to select a random sample.

A random sample is a sample where each individual member of the population has a
known, non-zero chance of being selected as part of the sample.

The types of random samples are simple random samples, systematic samples, strati�ed random
samples, and cluster random samples.
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IS: Simple Random Sampling (SRS)
SRS is a method of obtaining a sample from a population in which every member of the
population has an equal chance of being selected.

Example 1: World Campus

An institutional researcher is conducting a study of World Campus students' attitudes toward
community service. He takes a list of all 12,242 World Campus students and uses a random
number generator to select 30 students whom he contacts to complete the survey. This
researcher used simple random sampling because participants were selected from the overall
population in a way that each individual had an equal chance of being selected.

Example 2: Language Study

A student wants to learn more about the languages spoken in her town. She has access to the
census forms submitted by all 3,500 households in her town. It would take too long for her to go
through all 3,500 forms, so she uses a random number generator to select 100 households. She
�nds those 100 census forms and records data concerning the languages spoken in those
households. This is a simple random sample because the sample of 100 households was
selected in a way that each of the 3,500 households had an equal chance of being selected.

NB!

Only a large sample size makes it likely that our sample is close to representative of
the population.
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IS: Strati�ed Sampling
Strati�ed Random Sampling is a method of obtaining a sample from a population in which the
population is divided into important subgroups and then separate simple random samples are
drawn from each subgroup which are known as strata.

Example 1: Attitudes Toward Community Service

An institutional researcher is conducting a study of World Campus students' attitudes toward
community service. He thinks that there may be a di�erence between students who are
associate's, bachelor's, and graduate students. There are 917 World Campus associate's degree
students; the researcher takes a simple random sample from that population. There are 4,819
World Campus bachelor's degree students; the researcher takes a simple random sample from
that population. There are 4,560 World Campus graduate students; the researcher takes a
simple random sample from that population. This is a strati�ed random sample because the
population of all World Campus students was divided into four strata that the researcher
believes could impact the responses to the survey.

Example 2: Acceptance of Diversity

A researcher is interested in studying World Campus students' perceptions of acceptance of
diversity. She knows that of the 12,242 World Campus students, 27 identify as American Indian
/ Alaska Native and 27 identify as Native Hawaiian / Paci�c Islander. If she were to take a
simple random sample from the population of all World Campus students, these groups would
not likely be su�ciently represented. She chooses to use a strati�ed random sample with the
strata being the di�erent race/ethnicity groups. This ensures that there will students from each
group represented in her sample.
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IS: Cluster Sampling

Cluster Sampling is a method of selecting a sample from a population in which the population is
divided into subgroups (i.e., clusters) and a simple random sample of those subgroups is taken;
all individuals within these clusters may be sampled, or a simple random sample may be taken
from the selected clusters

Example : Forestation and Population Density of Forestation and Flying Squirrel

A researcher is studying the relationship between forestation density and �ying squirrel
population density in Virumaa and Jõgevamaa (the counties of Estonia). His research requires
him to travel to the locations that he is studying. If a simple random sample were used he may
have to travel to many di�erent locations which is not practical for him. Instead, he uses cluster
sampling. There are 38 parishes in these counties; the researcher treats each county as a
cluster. He randomly selects 8 parishes. Within each county, he takes a simple random sample
of the townships that he will travel to for data collection.
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Next section
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6 Graphing Distributions
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Variables

Variables are properties or characteristics of some event, object, or person that can take
on di�erent values or amounts;

Constants do not vary.
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Variables

Variables are properties or characteristics of some event, object, or person that can take
on di�erent values or amounts;

Constants do not vary.

Variables may be ...

independent or dependent;

discrete or continuous;

qualitative or quantitative.
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Independent and dependent variables

When conducting research, experimenters often manipulate variables.

For example, an experimenter might compare the e�ectiveness of four types of
antidepressants. In this case, the variable is "type of antidepressant."

When a variable is manipulated by an experimenter, it is called an independent variable.

The experiment seeks to determine the e�ect of the independent variable on relief from
depression.

In this example, relief from depression is called a dependent variable.

In general, the independent variable is manipulated by the experimenter and its e�ects on the
dependent variable are measured.
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Qualitative and quantitative variables

Qualitative variables are those that express a qualitative attribute such as hair colour, eye
colour, religion, favourite movie, gender, and so on.

The values of a qualitative variable do not imply a numerical ordering.

For example: values of the variable �religion� di�er qualitatively; no ordering of religions is
implied.

Qualitative variables are also referred to as categorical variables.

Quantitative variables are those variables that are measured in terms of numbers.

Some examples of quantitative variables are height, weight, and shoe size.
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Discrete and continuous variables

Discrete variables can take only certain values.

For example, a household could have three children or six children, but not 4.53 children.

Continuous variables can take any value within the range of the scale.

For example, �time to respond to a question� are continuous variables since the scale is
continuous and not made up of discrete steps, say, the response time could be 1.64
seconds.
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Questions to clarify understanding (QCU):
variables

Which of the following are qualitative variables?

1 height measured in number of feet

2 weight measured in number of kilograms

3 number of days it snowed

4 hair colour

5 gender

6 average daily temperature
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Questions to clarify understanding (QCU):
variables

Which of the following are qualitative variables?

1 height measured in number of feet

2 weight measured in number of kilograms

3 number of days it snowed

4 hair colour

5 gender

6 average daily temperature

Answer: 4, 5.
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QCU: variables

In an experiment on the e�ect of sleep on memory, the independent variable is

1 number of hours of sleep

2 recall score on a memory test

3 gender of the subjects

4 gender of the experimenter
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QCU: variables

In an experiment on the e�ect of sleep on memory, the independent variable is
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QCU: variables

In an experiment on the e�ect of sleep on memory, the dependent variable is

1 number of hours of sleep

2 recall score on a memory test

3 gender of the subjects

4 gender of the experimenter

Answer: 2.
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Why percentiles?

Raw data is sometimes di�cult to interpret by itself. For example, you pass a shyness

test:

I and your test score is 35/50.
I Is this good or bad result? Does this mean that you are shyer than

most people?

Percentile ...

... shows what proportion of scores is higher that your score

If your shyness score is higher that 65% of the population, then your score is the 65th
percentile

There are di�erent de�nitions and techniques to compute percentiles,

they may give di�erent results when there is little data,

neither of these de�nitions is explicit about how to handle rounding.
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De�nitions

De�nition (1)

The i- th percentile is the lowest score that is greater than i% of all scores.

De�nition (2)

The i- th percentile is the lowest score that is greater than or equal to i% of all scores.

De�nition (3)

The i- th percentile of a list of N ordered values (sorted from least to greatest) is the score
computed according the following method:

1 Compute the ordinal rank by the formula

R =
i

100
× (N+1).

If R is an integer then i is the score with the index R, otherwise take IR and FR as an
integer part and fractional part of R respectively;

2 Let s1 is the score with index IR and s2 the score with index IR +1;

3 Compute i = s1+FR(s2− s1).

margarita.spitsakova@ttu.ee ICY0006: Lecture 1 29 / 78



ioc.pdf

De�nitions

De�nition (1)

The i- th percentile is the lowest score that is greater than i% of all scores.

De�nition (2)

The i- th percentile is the lowest score that is greater than or equal to i% of all scores.

De�nition (3)

The i- th percentile of a list of N ordered values (sorted from least to greatest) is the score
computed according the following method:

1 Compute the ordinal rank by the formula

R =
i

100
× (N+1).

If R is an integer then i is the score with the index R, otherwise take IR and FR as an
integer part and fractional part of R respectively;

2 Let s1 is the score with index IR and s2 the score with index IR +1;

3 Compute i = s1+FR(s2− s1).

margarita.spitsakova@ttu.ee ICY0006: Lecture 1 29 / 78



ioc.pdf

De�nitions

De�nition (1)

The i- th percentile is the lowest score that is greater than i% of all scores.

De�nition (2)

The i- th percentile is the lowest score that is greater than or equal to i% of all scores.

De�nition (3)

The i- th percentile of a list of N ordered values (sorted from least to greatest) is the score
computed according the following method:

1 Compute the ordinal rank by the formula

R =
i

100
× (N+1).

If R is an integer then i is the score with the index R, otherwise take IR and FR as an
integer part and fractional part of R respectively;

2 Let s1 is the score with index IR and s2 the score with index IR +1;

3 Compute i = s1+FR(s2− s1).

margarita.spitsakova@ttu.ee ICY0006: Lecture 1 29 / 78



ioc.pdf

Example: 25th percentile of 20 Quiz scores

Def.(1) The rank 0.25×20= 5 corresponds to the
score 5 and the 25th percentile is 6.

Def.(2) The 25th percentile is 5.

Def.(3) The rank

R =
25

100
× (20+1) =

21

4
= 5.25

and therefore IR = 5, FR = 0.25, s1 = 5 and
s2 = 5.
The 25th percentile is 5+0.25(5−5) = 5.
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Example: 85th percentile of 20 Quiz scores

The rank

R =
85

100
× (20+1) = 0.85×21= 17.85

and therefore IR = 17, FR = 0.85, s1 = 9 and s2 = 10.

The 85th percentile is 9+0.85(10−9) = 9.85.
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Quartiles, median

�rst quartile (designated Q1) also called the lower
quartile ≡ the 25th percentile;

second quartile (designated Q2) also called the median
≡ the 50th percentile

third quartile (designated Q3) also called the upper
quartile ≡ the 75th percentile

Q1 = 5

Q2 = 7+0.5(7−7) = 7 [R = 0.5×21= 10.5]

Q3 = 9+0.75(9−9) = 9 [R = 0.75×21= 15.75]

margarita.spitsakova@ttu.ee ICY0006: Lecture 1 32 / 78



ioc.pdf

QCU1: percentiles

For the scores 3, 5, 7, 9, 12, 21, 25, 30, calculate the 25th percentile based on "De�nition 1."
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QCU1: percentiles

For the scores 3, 5, 7, 9, 12, 21, 25, 30, calculate the 25th percentile based on "De�nition 1."

Answer: 7.

According to De�nition 1, the 25th percentile is the lowest score higher than 25% of the scores.
Since there are 8 scores, this would be the lowest score higher than (0.25)x8= 2 scores. The
score 7 is higher than the scores 3 and 5.
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QCU2: percentiles

For the scores 3, 5, 7, 9, 12, 21, 25, 30, calculate the 25th percentile based on "De�nition 2."
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QCU2: percentiles

For the scores 3, 5, 7, 9, 12, 21, 25, 30, calculate the 25th percentile based on "De�nition 2."

Answer: 5.

According to De�nition 2, the 25th percentile is the lowest number greater than or equal to 25%
of the scores. Since there are 8 scores, this would be the lowest number greater than or equal to
(0.25) x 8 = 2 scores. The number 5 is greater than or equal to the scores 3 and 5.
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QCU3: percentiles

For the scores 3, 5, 7, 9, 12, 21, 25, 30, calculate the 25th percentile based on "De�nition 3."
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QCU3: percentiles

For the scores 3, 5, 7, 9, 12, 21, 25, 30, calculate the 25th percentile based on "De�nition 3."

Answer: 5.5

R = 25/100x(8+1) = 2.25; IR = 2; FR = 0.25; The 25th percentile = 0.25× (7−5)+5= 5.5.
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QCU4: percentiles

For the scores 3, 5, 7, 9, 12, 21, 25, 30, calculate the 80th percentile based on "De�nition 3."
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QCU4: percentiles

For the scores 3, 5, 7, 9, 12, 21, 25, 30, calculate the 80th percentile based on "De�nition 3."

Answer: 26

R = 80/100x(8+1) = 7.2; IR = 7; FR = 0.2; The 80th percentile = 0.2× (30−25)+25= 26.
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Next section

1 Descriptive and Inferential Statistics

2 Variables

3 Percentiles

4 Measurement

5 Distributions

6 Graphing Distributions
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Scales of measurement

We measure our dependent variables

Di�erent types are measured di�erently
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Types of scales

Four fundamental scales:

I Nominal
I Ordinal
I Interval
I Ratio
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Nominal Scales

Nominal:

I names or categories
I examples include:

F gender
F handedness
F favourite colour
F religion

I lowest level of measurement

margarita.spitsakova@ttu.ee ICY0006: Lecture 1 40 / 78



ioc.pdf

Ordinal Scales

Ordinal:

I names or categories and order is meaningful
I examples include:

F consumer satisfaction ratings
F military rank
F class ranking

Limitations of ordinal scales

We can't assume the di�erences between adjacent scale values are equal;

We can't make this assumption even if the labels are numbers, not words.
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Ordinal Scales

Ordinal:

I names or categories and order is meaningful
I examples include:

F consumer satisfaction ratings
F military rank
F class ranking

Limitations of ordinal scales

We can't assume the di�erences between adjacent scale values are equal;

We can't make this assumption even if the labels are numbers, not words.
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Interval Scales

Interval:

I names or categories, the order is meaningful, and intervals have the
same interpretation

I example:
F Celsius temperature scale

I problem; No true zero point
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Ratio Scales

Ratio:

I highest and most informative scale
I contains the qualities of the nominal, ordinal, and interval scales with

the addition of an absolute zero point
I example: amount of money � zero money indicates the absence of

money
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Psychological Research

Psychological variables:

I Frequently use rating scales
I Rating scales are ordinal

Example: favourable colours

Codes of colours: Answers:

Does it make sense to compute the mean of these numbers measured on an ordinal scale?

The prevailing opinion of statisticians is: YES

However, sometimes the mean of an ordinally-measured variable can be very misleading.
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QCU1: measurement scales

Identify the scale of measurement for the following: military title � Lieutenant, Captain, Major.

1 nominal

2 ordinal

3 interval

4 ratio
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QCU1: measurement scales

Identify the scale of measurement for the following: military title � Lieutenant, Captain, Major.

1 nominal

2 ordinal

3 interval

4 ratio

Answer: 2.

The scale is ordinal. There is an inherent ordering in that a Major is higher than a Captain,
which is higher than a Lieutenant.
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QCU2: measurement scales

Identify the scale of measurement for the following categorization of clothing: hat, shirt, shoes,
pants .

1 nominal

2 ordinal

3 interval

4 ratio
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QCU2: measurement scales

Identify the scale of measurement for the following categorization of clothing: hat, shirt, shoes,
pants .

1 nominal

2 ordinal

3 interval

4 ratio

Answer: 1.

Since clothes are categorized and have no inherent order, the scale is nominal.
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QCU3: measurement scales

Identify the scale of measurement for the following: heat measured in degrees centigrade.

1 nominal

2 ordinal

3 interval

4 ratio
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QCU3: measurement scales

Identify the scale of measurement for the following: heat measured in degrees centigrade.

1 nominal

2 ordinal

3 interval

4 ratio

Answer: 3.

The scale is interval because there are equal intervals between temperatures but no true zero
point.
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QCU4: measurement scales

A score on a 5-point quiz measuring knowledge of algebra is an example of a(n)

1 nominal scale

2 ordinal scale

3 interval scale

4 ratio scale
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QCU4: measurement scales

A score on a 5-point quiz measuring knowledge of algebra is an example of a(n)

1 nominal scale

2 ordinal scale

3 interval scale

4 ratio scale

Answer: 2.

It is ordinal because higher scores are better than lower scores. However, there is no guarantee
that the di�erence between, say, a 2 and a 3 represents the same di�erence in knowledge as the
di�erence between a 4 and a 5.
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QCU5: measurement scales

City of birth is an example of a(n)

1 nominal scale

2 ordinal scale

3 interval scale

4 ratio scale
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QCU5: measurement scales

City of birth is an example of a(n)

1 nominal scale

2 ordinal scale

3 interval scale

4 ratio scale

Answer: 1.

The city that someone was born in has no inherent order, thus can only be a nominal scale.
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QCU6: measurement scales

There is debate about the value of computing means for

1 nominal data

2 ordinal data

3 interval data

4 ratio data
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QCU6: measurement scales

There is debate about the value of computing means for

1 nominal data

2 ordinal data

3 interval data

4 ratio data

Answer: 1.

Most statisticians agree that it is valid to compute means of ordinal data, although some
vehemently disagree.
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Next section

1 Descriptive and Inferential Statistics

2 Variables

3 Percentiles

4 Measurement

5 Distributions

6 Graphing Distributions
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Distributions of Discrete Variables

Frequency table

Frequency distribution
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Distributions of Discrete Variables (2)

Frequency distribution is shown graphically
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Distributions of Discrete Variables (3)

Probability distribution
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Distributions of Continuous Variables

Example: �Response times�

Grouped frequency distribution;
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Distributions of Continuous Variables (2)

A histogram of the grouped frequency distribution:

The labels on the X-axis are the middle values of the range they represent.
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Probability Densities

Probability Density Function:

For a discrete random variable, a probability distribution contains the probability of each
possible outcome.

For a continuous random variable, the probability of any one outcome is zero (if you
specify it to enough decimal places).

A probability density function is a formula that can be used to compute probabilities of a
range of outcomes for a continuous random variable.

The sum of all densities is always 1.0 and the value of the function is always greater or
equal to zero.
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Probability Densities

Probability Density Function:

For a discrete random variable, a probability distribution contains the probability of each
possible outcome.

For a continuous random variable, the probability of any one outcome is zero (if you
specify it to enough decimal places).

A probability density function is a formula that can be used to compute probabilities of a
range of outcomes for a continuous random variable.

The sum of all densities is always 1.0 and the value of the function is always greater or
equal to zero.
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Example: Normal Distribution

Also called �bell-shaped distribution�

Density Function of normal distribution: N(µ,σ) = 1√
2πσ2

e
−(x+µ)2

2σ2 .

A graph of a normal distribution with a mean of µ = 50 and a standard deviation of σ = 10
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Shapes of Distributions

Normal distributions vary

Distributions can be asymmetric

Distributions can have more than one peak
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Shapes of Distributions

Normal distributions vary

Distributions can be asymmetric

Distributions can have more than one peak

Di�erent normal distributions:
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Shapes of Distributions: Skewed Distribution

Positive skew
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Shapes of Distributions: Skewed Distribution

A distribution with a very large positive skew

Discrete distribution

Continuous distribution

margarita.spitsakova@ttu.ee ICY0006: Lecture 1 60 / 78



ioc.pdf

Shapes of Distributions: Skewed Distribution (2)

A distribution with a negative skew

Discrete distribution

Continuous distribution
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Bimodal Distribution
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QCU1: distributions

A frequency distribution contains the frequency of every value in the distribution.

1 true

2 false
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QCU1: distributions

A frequency distribution contains the frequency of every value in the distribution.

1 true

2 false

Answer: 1.

The distribution of empirical data is called a frequency distribution and consists of a count of
the number of occurrences of each value.
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QCU2: distributions

A grouped frequency distribution should be used instead of a frequency distribution when the

1 distribution is bimodal.

2 distribution is skewed.

3 variable is continuous.
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QCU2: distributions

A grouped frequency distribution should be used instead of a frequency distribution when the

1 distribution is bimodal.

2 distribution is skewed.

3 variable is continuous.

Answer: 3.

When a variable is truly continuous, each value will have a frequency of 1. Therefore, grouped
frequency distributions are needed with continuous variables.
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QCU3: distributions

A symmetric distribution

1 has equal positive and negative skews.

2 has no skew.

3 can have either positive or negative skew, but not both.

margarita.spitsakova@ttu.ee ICY0006: Lecture 1 65 / 78



ioc.pdf

QCU3: distributions

A symmetric distribution

1 has equal positive and negative skews.

2 has no skew.

3 can have either positive or negative skew, but not both.

Answer: 2.

In a symmetric distribution, the tails extend equally in both directions. Therefore, there is no
skew.
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QCU4: distributions

The following distribution has

1 a positive skew.

2 a negative skew.

3 no skew.
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QCU4: distributions

The following distribution has

1 a positive skew.

2 a negative skew.

3 no skew.

Answer: 1.

The tail in the positive direction is longer than the tail in the negative direction, thus it has a
positive skew.
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QCU5: distributions

The area under the curve of a probability distribution is x .
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QCU5: distributions

The area under the curve of a probability distribution is x .

Answer: 1.

The area is 1 by de�nition, meaning that the probability that a score chosen at random will
occur under the curve is 1.

margarita.spitsakova@ttu.ee ICY0006: Lecture 1 67 / 78



ioc.pdf

QCU6: distributions

A normal or bell-shaped distribution has its greatest probability density in its tails.

1 true

2 false
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QCU6: distributions

A normal or bell-shaped distribution has its greatest probability density in its tails.

1 true

2 false

Answer: 2.

The distribution is higher and therefore denser in the middle of the distribution.
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QCU7: distributions

Which of the following distributions is/are symmetric?

1

2

3

4
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QCU7: distributions

Which of the following distributions is/are symmetric?

1

2

3

4

Answer: 1 and 4.

(1) and (4) are symmetric, meaning if you folded them in the middle, the two sides would match
perfectly. Distributions (2) and (3) have positive skew.
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Next section

1 Descriptive and Inferential Statistics

2 Variables

3 Percentiles

4 Measurement

5 Distributions

6 Graphing Distributions
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Frequency Tables & Pie Charts

The results of Apple Computer study to learn whether the iMac was expanding Apple's market
share.
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Bar charts

The results of Apple Computer study to learn whether the iMac was expanding Apple's market
share.
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Comparing Distributions
A bar chart of the number of people playing di�erent card games on Sunday and Wednesday.
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Some graphical mistakes to avoid (1)

In the following examples the heights of the pictures accurately represent the number of buyers,
yet they are misleading because the viewer's attention will be captured by volumes/areas.
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Some graphical mistakes to avoid (2)

Setting the baseline to a value other than zero may lead to misinterpretation. ( Normally, but
not always, this number should be zero.)
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Some graphical mistakes to avoid (3)

Using a line graph when the X-axis contains merely qualitative variables that gives the false
impression that the games are naturally ordered in a numerical way.
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Statistical Literacy

Fox News have published the graph about the number unemployed during four quarters between
2007 and 2010.

This is misleading:

The data show the number unemployed, Fox News' graph is titled "Job Loss by Quarter."

The intervals on the X-axis are not equal and this gives the false impression that
unemployment increased steadily (see correct graph om the next slide).
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Statistical Literacy (2)
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