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Abstract— The use of Machine Learning (ML) methods for predic-
tion and forecasting has become widespread across the quantitative
sciences. However, there are many known methodological pitfalls in
ML-based research. As a case study of these pitfalls, we examine
the subfield of civil war prediction in Political Science. Our main
finding is that several recent studies published in top Political Science
journals claiming superior performance of ML models over Logistic
Regression models fail to reproduce. Our results provide two reasons
to be skeptical of the use of ML methods in this research area, by both
questioning their usefulness and highlighting the pitfalls of applying
them correctly. Results identifying pitfalls in studies that use ML
methods have appeared in at least eight quantitative science fields.
However, we go farther than most previous research to investigate
whether the claims made in the reviewed studies survive once the
errors are corrected. We argue that there is a reproducibility crisis
brewing in research fields that use ML methods and discuss a few
systemic interventions that could help resolve it.

Over the last few years, there has been a marked shift towards
the paradigm of predictive modeling in many quantitative sci-
ence fields. Models which are better at prediction are thought to
enable an improved understanding of scientific phenomena [1,
2]. This shift has been facilitated by the creation and widespread
use of machine learning (ML) methods. Traditional statistical
methods typically assume an underlying model for the data
based on existing theory. In contrast, ML methods for prediction
typically assume no underlying distribution from which the data
is drawn and try to optimize predictive performance on out-
of-sample data — data that the model was not trained on [3].
Leading scholars in numerous quantitative science fields have
called for the adoption for ML methods [4–9].

However, pitfalls in using ML methods have led to exaggerated
claims about their performance. Such errors can lead to a
feedback loop of overoptimism about the paradigm of prediction
— especially as non-replicable publications tend to be cited
more often than replicable ones [10]. A slew of systematic studies
have uncovered errors due to common pitfalls in published
research that uses ML methods; we summarize reports from 8
fields in Table I.

These results highlight the importance of examining the re-
producibility of findings in communities adopting ML methods.
Here, we define a research finding as being reproducible when
the code and data used to obtain the finding are available and
the data is correctly analyzed [11, 12]. Note that there are many
conflicting definitions of reproducibility across disciplines and
there have been recent efforts to resolve these conflicts [11–15].
We situate our work in the field of applied ML research —
where the goal is to use ML methods to study some scientific
question. There is a much better known reproducibility crisis
in research that uses traditional statistical methods [16]. There
are also serious concerns about reproducibility in research that
focuses on developing new ML methods [12].

Through a case study of the shift to predictive modeling, we

highlight the various ways in which the use of ML methods
can go awry, leading to findings that can’t be reproduced when
the errors are fixed. We focus on a subfield of political sci-
ence that recently started emphasizing out-of-sample prediction
performance: civil war research. While earlier papers in the
field focused on explanation and understanding using traditional
statistical methods, an influential paper by Ward et al. [17] made
a strong case for using out-of-sample predictions in order to
evaluate the performance of models of civil war onset. Since
then, a paradigm of prediction focused on evaluating out-of-
sample performance of models of civil war has emerged. While
a predictive modeling approach, if performed correctly, can
indeed help distill knowledge, our work offers a critique of
the prediction paradigm in the field of civil war research by
showcasing the irreproducibility of several peer-reviewed articles
due to methodological errors.

OVERVIEW OF METHODS AND RESULTS

We review recent papers on civil war prediction. To find
relevant papers, we used the search results from a dataset of
academic literature [22] for papers with the terms ‘civil’ AND
‘war’ AND (‘prediction’ OR ‘predicting’ OR ‘forecast’) in their title
or abstract, as well as papers that were cited in a recent review of
the field [23]. To keep the number of papers tractable, we limited
ourselves to those that were published in the last 5 years, i.e.
with a publication date of 2016 or later. This yielded 124 papers.
We narrowed this list to the 15 papers that were focused on
predicting civil war and evaluated performance using a train-
test split. We share the full list of papers in the Supplement.

Out of the 15 papers that meet our inclusion criteria, 12
share the complete code and data for their results. For these
12 papers, we attempted to identify errors and reproducibility
issues from the text and through reviewing the code provided
with the papers. When we identified errors, we re-analyzed the
data with the errors corrected. 1

We found errors in 4 of the 12 papers — exactly the 4
papers that claimed superior performance of ML models over
Logistic Regression for predicting civil war.2 All the errors are
different forms of leakage, a common type of pitfall in machine
learning. None were inferrable from the text in the papers. We
discovered them by reading the code provided with the papers.
This highlights the importance of sharing reproduction materials
with publications.

1When we did not identify errors or reproducibility issues from the
text or the code, we did not attempt to execute the code and verify the
reported results, except in one case discussed below.

2We use “ML models” as a shorthand for models other than Logistic
Regression, specifically, Random Forests, Gradient-Boosted Trees, and
AdaBoost. To be clear, all these models including Logistic Regression
involve learning from data in the predictive modeling approach.
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Fig. 1: Results. A comparison of reported results vs. corrected results in the 4 papers on civil war prediction that compare the
performance of ML models and Logistic Regression models. The main findings of each of these papers are invalid due to various
forms of data leakage: Muchlinski et al. [18] impute the training and test data together, Colaresi and Mahmood [19] and Wang [20]
incorrectly reuse an imputed dataset, and Kaufman et al. [21] use proxies for the target variable which causes data leakage. When
we correct these errors, ML models do not perform substantively better than Logistic Regression models for civil war prediction in
each case [18–21]. The metric for Kaufman et al. is accuracy; for all other papers, it is AUC.

When the errors are corrected, ML models perform no better
than Logistic Regression models in every case except Wang [20],
where the difference between the AUC of the ML models and
Logistic Regression models drops from 0.14 to 0.015. All 4 of
these papers were published in top-10 journals in the field
of Political Science and International Relations according to
SCImago Journal Rankings [24].

Note that we did not encounter issues with computational
reproducibility in the narrow sense for these papers: we were
able to reproduce the reported results in each case using the
same code and data; the observed differences between the
reported results and our reproduction using the same code and
data are extremely small for 3 of the 4 papers with errors. While
differences between the reported results and our reproduction
for Muchlinski et al. [18] were substantial in some cases, the
relative order of performance of the various models in our
reproduction remained the same as that in the reported results.
Details of our reproduction are included in the Supplement.

We found another reproducibility issue that is less severe but
more pervasive, affecting 9 of the 12 papers: a lack of hypothesis
testing or uncertainty quantification. As an illustration of why
this is an important issue, we analyze one paper with a partic-
ularly small sample size — only 11 instances of civil war onset
in the test dataset — and show that the claimed performance
differences are not statistically significant and the reported AUC
values have very large confidence intervals. Since we did not
attempt to reproduce the findings of papers where we did not
find errors by reading the text and code, our results represent a
lower bound on the number of papers with errors.

Overall, this means that we identify reproducibility issues in
13 of the 15 papers: errors in 4 cases, incomplete code or
data in 3 cases, and a lack of hypothesis testing or uncertainty
quantification in 9 cases (including 3 of the 4 papers with errors).

DATA LEAKAGE IN STUDIES CLAIMING SUPERIORITY OF ML

Data leakage is a spurious relationship between the indepen-
dent variables and the target variable that arises as an artifact of
the data collection, sampling, or pre-processing strategy. Since
the spurious relationship won’t be present when the model is
deployed, leakage usually leads to inflated estimates of model
performance. Figure 1 shows the results of our reproduction
efforts for the 4 papers claiming superior performance for
ML models. We find that data leakage leads to overoptimistic
performance claims in each case. We now analyze the various
errors present in these papers.

Imputing the training and test data together [18]: A common
way to deal with missing values in the data is to use imputation
methods to fill in missing values [25]. Imputing the training and
test datasets together refers to using data from the training as
well as the test datasets to create an imputation model that that
fills in all missing values in the dataset. This is an erroneous
imputation method for the predictive modeling paradigm, since
it can lead to data leakage. This results in incorrect, over-
optimistic performance claims.

Imputing the training and test datasets together is a well-
known pitfall in the predictive modeling community — discussed
in ML textbooks [26], blogs [27] and popular online forums [28].
In general, imputation methods for predictive modeling must
maintain the learn-predict separation to get an accurate estimate
of out-of-sample performance [29] — the data in the test set
should never be used before the evaluation step, including in
any data pre-processing step. This is a difference from explana-
tory modeling, where it is a standard practice to perform the
imputation procedure on the entire dataset — data imputation
is a data pre-processing step. Contrarily, in predictive modeling,
the goal is to optimize predictive performance on a dataset that
the model does not have access to during training, to evaluate
how well the model generalizes when it is applied to a new
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dataset. Here, data imputation is a part of the modeling step
[26]. If the training and out-of-sample test sets are imputed
together, the imputation model makes use of data from the
training set and well as the labels of the target variable from the
test set to fill in the missing values in the test set, which means
that correlations between the target variable and independent
variables in the training set are replicated in the test set. The
purportedly “out-of-sample” test set now consists of data that
has similar correlations between the target and independent
variables as those observed in the training data. This defeats
the original purpose of using an out-of-sample dataset, which
was to evaluate model performance on data that the model
did not have access to during training. We demonstrate this
phenomenon using a simulation in the Supplement.

Muchlinski et al. [18] claim that a Random Forests model
vastly outperforms Logistic Regression models in terms of out-of-
sample performance using the AUC metric [30]. They received
two critiques of the methods used in their paper [20, 31]. In
response, they published a reply with clarifications and revised
code addressing both critiques [32]. We use the revised version
of their code. We find that the error in their imputation methods
exists in the revised code as well as the original code, and was
not identified by the previous critiques.

The impact of leakage in Muchlinski et al.’s paper is especially
severe because of the level of missingness in the test dataset
which they use to evaluate the out-of-sample performance of
their models. Surprisingly, over 95% of the data values in the
out-of-sample test dataset are missing (which is not reported
in the paper), and 70 of the 90 variables used in their model
are missing for all instances in the out-of-sample test set.3 All
of these values are filled in using their incorrect imputation
method. This means that 95% of their “out-of-sample” test set
now consists of data which has similar correlations between
the target and independent variables as those observed in the
training data. Thus, the results reported in Muchlinski et al. do
not reflect the true out-of-sample performance of their model.

In order to correct their results, we use a version of the
data that does not use imputation, allowing us to impute the
training and test data separately to avoid leakage. Specifically,
their training set is a dataset by Hegre et al. [33] that was imputed
by Muchlinski et al. The test set was released by Muchlinski
et al. themselves. To be clear, Muchlinski et al. performed two
imputation steps: one within the training dataset and one jointly
on the train and test datasets. Only the latter leads to leakage.
Details of our imputation methodology as well as a visualization
of the data leakage in Muchlinski et al. are included in the
Supplement.

Incorrect reuse of an imputed dataset [19, 20]: Colaresi and
Mahmood [19] and Wang [20] compare the performance of
ML models and Logistic Regression models and report that ML
models vastly outperform Logistic Regression for predicting civil
war onset. However, they re-use the imputed version of the Hegre
et al. dataset [33] provided by Muchlinski et al. [18]. They use
the imputed version of the dataset both for training and testing,
either via a train-test split [19] or via k-fold cross-validation [20];
they do not use the out-of-sample test set provided by Muchlin-
ski et al. This means that Colaresi and Mahmood’s and Wang’s
studies are subject to exactly the same pitfall as above, albeit
with a slightly different dataset. This leads to over-estimates of

3While leakage is particularly serious in predictive modeling, a dataset
with 95% of values missing is problematic even for explanatory modeling.

performance in both papers, similar to the ones in Muchlinski et
al. It also showcases that by re-using datasets without carefully
examining their construction, future research can lend credibility
to exaggerated claims about the performance of ML models
by “independently” validating their claims. Interestingly, one of
these papers [20] aimed to highlight errors in an earlier version of
the reproducibility materials provided by Muchlinski et al. [18].
Despite the resulting critical focus, they did not report errors in
the imputation methodology.

Data leakage due to proxy variables [21]: Kaufman et al. [21]
describe the benefits of using Adaboost models in a variety
of settings. We limit ourselves to their claims about civil war
prediction, which is not the primary focus of their paper; their
other claims are outside the scope of our review. Specifically,
they use a dataset created by Fearon and Laitin [42] in order
to build models of civil war prediction. Critically, they use
all variables in the dataset apart from the target variable as
independent variables in their models. However, there are several
proxy variables for the dependent variable in the dataset. The
use of these as independent variables in the models created by
Kaufman et al. causes data leakage and leads to over-optimistic
performance claims. For example, the dataset contains variables
such as colwars, cowwars and sdwars which represent instances
of civil wars in other datasets. A model that uses these as
independent variables would indeed attain high accuracy, but
this would be a result of data leakage and would not be indicative
of the model’s out-of-sample predictive performance. We list all
variables that cause data leakage in the Supplement and remove
these from the list of independent variables in our corrected
models. We find that once we remove the variables that cause
leakage, ML models no longer outperform Logistic Regression
models, and further, none of the models outperforms a baseline
that predicts the outcome of the previous year — i.e., a baseline
that predicts war if the outcome of the target variable was civil
war in the previous year and predicts peace otherwise.

There are a few additional issues with their methods and
results, listed below. Despite these issues, data leakage due to
proxy variables causes the main difference between the original
results and the corrected results. We describe the pitfalls per-
taining to data leakage and cross-validation here, and defer a
detailed description of the other issues to the Supplement.

• Kaufman et al. use an incorrect parameter selection tech-
nique when creating their baseline Lasso model that leads
to the model always predicting peace. We correct this using
a standard technique for parameter selection.

• It is unclear from their paper which target variable Kaufman
et al. use. At different points in their paper, they mention
that their main prediction task is onset as well as occurrence.

• They replace all missing values with 0 — which is not a
standard way of imputing missing values, and don’t report
their imputation methodology in their paper.

• They ascribe significance to a small difference between
the accuracy of Logistic Regression (98.7%) and AdaBoost
(99.0%) in their paper without any statistical tests of signif-
icance for this difference [43].

• Their choice to use k−fold cross validation with temporal
data may lead to over-optimistic performance claims [29,
44].

k−fold cross validation with temporal data [20, 21]: k−fold
cross validation shuffles the dataset before it is divided into
training and test datasets. When the dataset contains temporal
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Field Paper Year
Num. papers
reviewed

Num. papers
with pitfalls

Pitfalls

Neuroimaging Whelan et al. [34] 2014 — 4 Incorrect train-test split.
Autism diagnostics Bone et al. [35] 2015 2 2 Biased evaluation, data leakage.
Bioinformatics Blagus et al. [36] 2015 — 6 Data leakage.
Nutrition research Ivanescu et al. [37] 2016 — 4 Incorrect train-test split.
Clinical epidemiology Christodoulou et al. [38] 2019 71 48 Biased evaluation, data leakage.
Computer Security Arp et al. [39] 2020 30 30 Multiple pitfalls.
Medicine Vandewiele et al. [40] 2021 24 21 Incorrect train-test split, data leakage.
Radiology Roberts et al. [41] 2021 62 62 Multiple pitfalls.

TABLE I: Recent results from eight fields in the quantitative sciences. In each case, the authors found pitfalls in papers applying
ML methods in their fields.

data, the training dataset could contain data from a later date
than the test dataset because of shuffling. Thus, during training
the model has access to information that would not be available
when the model is deployed. This is a data leakage that could
lead to over-optimistic performance claims [29]. Both Wang
[20] and Kaufman et al. [21] use k−fold cross validation to
estimate model performance. Since there isn’t consensus about
the practical consequences of this pitfall [45], and to maintain
comparability between the original and corrected results by
testing on the same instances of civil war, we continue to use
k−fold cross validation in the corrected results in Figure 1. We
report results using an out-of-sample test set in the Supplement.

LACK OF SIGNIFICANCE TESTING AND UNCERTAINTY

QUANTIFICATION

AUC-ROC (or any other metric) by itself, without understand-
ing the variance, is inadequate for comparing predictive perfor-
mance. For example, a classic paper on the ROC curve by Fawcett
[30] cautions that “without a measure of variance we cannot
compare the classifiers” in the context of comparing classifier
performance on the basis of their ROC curves, advocating for
variance estimation using multiple test sets or bootstrapping.
Especially when sample sizes are small, significance testing and
uncertainty quantification are important steps towards repro-
ducibility across the statistical sciences, and machine learning
is no exception [43, 46–52].

We found that 9 of the 12 papers for which complete code
and data were available included no significance tests or uncer-
tainty quantification for classifier performance comparison (see
Supplement for details). As a heuristic, we suggest three factors
that affect how likely it is that a lack of such tests will undermine
the primary claims of the paper: when the primary claims are
about out-of-sample performance, when the sample size or the
number of positive instances in the test set is small, or when
the reported performance difference between models is small.

We do not perform significance testing and uncertainty quan-
tification for all 9 papers due to time limitations. However, as
an illustration, we examine this issue in detail in the case of
Blair and Sambanis [53] since their test dataset has a particularly
small number of instances of civil war onset (only 11). Blair
and Sambanis propose a model of civil war onset that uses
theoretically informed features (called the escalation model) and
report that it outperforms other baseline models of civil war
onset using the AUC metric on an out-of-sample dataset.

We find that the performance of the model proposed by
Blair and Sambanis — the escalation model — is not sig-

nificantly better than any other model of civil war onset.4

Further, all models have large confidence intervals for their
out-of-sample performance. For example, while the smoothed
AUC performance of the escalation model is 0.85, the 95%
confidence interval calculated using bootstrapped test set re-
sampling [54] is [0.66-0.95]. Similarly, while the next best model
in their comparison is the cameo model, with an AUC metric
of 0.82, the 95% confidence interval is [0.64-0.95]. Reporting
these results without the large confidence intervals thus makes
the performance estimates seem more certain than they are.
Even this is an underestimate of the true uncertainty, both
because it accounts for only one source of variance in classifier
performance and because the data are not i.i.d — there are
temporal as well as geospatial correlations in the dataset.

In general, there can be multiple sources of variance that
affect the uncertainty estimates of model performance and there
are ongoing research efforts to fully account for the variance
of performance estimates of ML models [49, 50]. However,
estimating and reporting bootstrapped confidence intervals for
model performance is a well-known way to account for sample
variance, and accounting for even one source of variance can
be useful even if it is an underestimate [30, 54]. This does not
yet appear to be the norm in most communities that develop or
use ML methods.

In parallel to our work, Blair and Sambanis received a response
from Beger et al. [55] highlighting various methodological issues,
and published a rebuttal [56]. Neither of these papers discuss the
role of significance testing and uncertainty quantification. Blair
and Sambanis do report performance evaluations for a variety
of different model specifications. However, the purpose of such
robustness checks is to determine whether model performance
sensitive to the parameter choices; it is unclear whether it helps
deal with issues arising from sampling variance.

At any rate, Blair and Sambanis’s results do in fact turn out to
be highly sensitive to another modeling choice: the fact that
they compute the AUC metric on the smoothed ROC curve
instead of the empirical curve that their model produces (this
issue was also pointed out by Beger, Morgan, and Ward [55];
Blair and Sambanis [56] discuss it in their rebuttal). Smoothing
refers to a transformation of the ROC curve to make the pre-
dicted probabilities for the war and peace instances normally

4Z = 0.64, 1.09, 0.42, 0.67; p = 0.26, 0.14, 0.34, 0.25 for a one-tailed
significance test comparing the smoothed AUC performance of the
escalation model with other baseline models reported in their paper
— quad, goldstein, cameo and average respectively. We implement the
comparison test for smoothed ROC curves detailed by Robin et al. [54].
Note that we do not correct for multiple comparisons; such a correction
would further reduce the significance of the results.
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distributed instead of using the empirical ROC curve [54]. While
the authors state that they smooth the ROC curves for ease of
visual interpretation, they do not mention that they compute
AUC values on the smoothed curves. The AUC metric is widely
understood to refer to the empirical curve rather than the
smoothed curve in machine learning [30, 55], so this comes as
a surprise. Smoothing the curve alters the values of the AUC
metric. We find that the performance difference highlighted by
Blair and Sambanis [53] disappears when we compare the AUC
metric for the empirical ROC curves instead of the smoothed
curves. Smoothing the curve changes the value of the AUC metric
by 0.05 — which is as much as the difference between the best
and worst performing models compared in the paper. 5

DISCUSSION

Our results are best seen in light of reports about the pitfalls
of adopting ML methods in various research communities. Each
of the papers in Table I highlights pitfalls in published literature
that uses ML methods.6 Most of the reviews in Table I analyze
the content of the papers to uncover pitfalls, and not the
attached code. This leaves open the possibility that the claims in
the original papers survive, at least in a weakened form, when
the pitfalls are corrected. In contrast, we perform an in-depth
code review to both discover and correct the errors in the code
and show that when the errors are fixed, the original results
cannot be reproduced. While there can be multiple reasons
for being unable to reproduce a paper’s findings, for example
the lack of availability of reproduction materials [46] or a false
positive finding [12], our focus is on pitfalls in performance
evaluation that lead to claims not supported by the evidence.
Beyond reproducibility, generalizability is also a serious concern
for research that uses ML methods [57]. Another reason for
overoptimism in research that uses ML methods that has been
uncovered by systematic reviews is the use of weak baselines
[58, 59].

Pitfalls in using ML methods should not be seen as problems
being caused solely due to individual researchers not being
trained in these methods, but also as a systemic feature of ap-
plied ML research as it stands today. Systemic causes have been
recognized in past reproduction crises as well, and identifying
issues as such calls for interventions that go beyond individual
action or remediation. For example, incentives in academic
publishing and a bias towards publishing ‘novel’ results means
that false positives are more likely to be published and cited in
scientific journals [10, 60].

None of the leakage errors we found were decipherable from
reading the papers or re-running the code to verify that the
reported results were produced — we needed to review the code
in order to find the errors in each case. Thus, our work supports
calls for incorporating code review into the peer-review process
as one way to improve reproducibility [61, 62]. Still, we caution
that pitfalls might be subtle and that peer reviewers may lack the
time and incentives to uncover them. For example, one of the

5Here, we report results for the 1 month forecast in Blair and Sambanis
[53]. Our findings generalize to the 6 month forecast reported in their
paper as well, and are detailed in the Supplement.

6We used Google Scholar searches for terms related to overoptimism
and Machine Learning to find the papers in Table I. We learned about
the paper by Arp et al. [39] because it highlighted pitfalls in a paper
authored by one of us. This further underscores our view that it is not
sufficient for individual researchers to be more vigilant and systemic
interventions are necessary.

papers we reviewed had over 10,000 lines of code [53]. Similarly,
while the pre-registration of research plans can improve the
transparency of research methods and reduce false positive
results [2], it does not guard against methodological pitfalls that
might occur despite registered research plans, including leakage.
There is no silver bullet for uncovering pitfalls before papers
are published. Thus, our findings also support the usefulness
of systematic, methodologically critical reviews of published
research across fields adopting ML methods, and using in-depth
code review to investigate their reproducibility.

More sweeping interventions are worth considering. In partic-
ular, the common task framework is a paradigm for ML research
that addresses the root causes of the reproducibility failures that
we identified as well as the vast majority of similar failures
identified in previous research (Table I). The common task
framework allows us to compare the performance of competing
ML models using an agreed-upon training dataset and evaluation
metrics, a secret holdout dataset, and a public leaderboard.
Dataset creation and model evaluation is left to impartial third
parties who have the expertise and incentives to avoid errors.
This framework is most useful when a field has agreed upon
a set of research problems to address [1]. The importance of
the common task framework has been emphasized in recent
literature in ML as well as social sciences [1, 2, 63–65]. Donoho
called it the ‘secret sauce’ of the predictive culture, attributing
most major successes of machine learning to the common
task framework [66]. To be clear, the move to a common task
framework should not come at the expense of domain expertise.
ML experts working without domain knowledge are equally
prone to errors, as highlighted by the failure of prospective
validation in medical ML research [67]. Rather, we recognize
that when communities adopt the common task framework, they
should adapt it to their needs using domain expertise. We also
caution that there are many downsides to a singular focus on
optimizing a particular accuracy metric by a community to the
exclusion of other scientific and normatively desirable properties
of models [68, 69].

Finally, our results question the usefulness of ML models for
civil war prediction, as they are shown to perform no better
than Logistic Regression models across a variety of settings. The
comparison between ML and Logistic Regression models has
been a subject of debate in other Political Science subfields
as well [70–72]. In each of the four papers that compare the
performance of ML models and Logistic Regression models for
civil war prediction [18–21], ML models substantially outperform
Logistic Regression models in the presence of data leakage, but
not when the leakage is fixed. We hypothesize that this is not
a coincidence. Leakage can introduce complex patterns into the
dataset that ML models might be better able to represent than
Logistic Regression models. Thus, when there are widespread
methodological pitfalls in the research literature that compares
different types of models, it may lead to a systematic bias in
favor of complex models.

Our finding about the questionable usefulness of ML models
for civil war prediction is consistent with similar sobering find-
ings in other tasks involving predicting social outcomes such
as children’s life outcomes [65] and recidivism [73]. This is in
contrast to perception tasks such as image classification where
true leaps in predictive accuracy have been achieved using
complex models. For research on predicting social outcomes,
we argue that claims of high accuracy should be treated as a-
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priori unlikely and should be subjected to careful scrutiny. While
there isn’t a rigid threshold for what constitutes high accuracy,
AUC values well over 0.9 for civil war onset prediction — which
were common among the papers we reviewed — appear facially
implausible.

In conclusion, our findings highlight the need for tempering
the optimism about the paradigm of prediction and call for
systemic interventions that can help distinguish true advances
from false optimism.
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