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SUMMARY 

Data visualization helps users process, interpret, and act upon data in large data 

storage. In this paper, we present a Java-based 3D database visualization tool, J3DV.  It 

successfully solved the problem of data management faced by many other visualization 

systems by integrating multiple data sources with the visualization tool. It utilizes two-

level mapping to transform the data into intermediate data, which can be used to render 

graphs, and which offers better performance with a two-tier cache.  

This visualization tool presents a sound framework, which has good extensibility 

for plugging in new data sources, supporting new data models and visual presentation 

types and allowing new graph layout algorithms. 

INDEX WORDS:      Database visualization, Data model , Mapping, Java 3D, Bioinformatics. 

 

1. Introduction 

Modern hardware and database technology has made it possible to store gigabytes 

of information in databases. However, it can be difficult to utilize fully the information in 

a large database with complicated structures. Many methods, such as data mining, have 

been proposed and studied to help users better understand and analyze the information. 

Database visualization is one of the effective solutions to this problem. Database 

visualization becomes more appealing when handling large data sets with complex 

relationships because information presented in the form of images is more direct and 

easily understood by humans. Database visualization has been widely used in many 

scientific research areas. Current visualization systems, such as MineSet [18], provide 

users powerful tools to display and manipulate data. However, they offer insufficient data 

management capability. In this paper, we introduce a database visualization tool --- 
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J3DV, which improves this weakness by providing integration of data sources with 

visualization and enhances performance with a two-tier cache. 

 

1.1 Database Visualization 

“Database visualization transcends traditional computing disciplines by creating 

visual imagery with scientific data”  [16]. It is a procedure performed by computer 

programs, which integrate data from different sources, and then transform data into 

images, which result in knowledgeable action. According to Lang et al. [15], the database 

visualization process consists of the following steps: 

� Retrieving data from data sources. The data sources can be of different types (e.g., 

relational databases, object-oriented databases or file systems). In addition, the 

location of data sources can be on a local machine or distributed over the network. 

� Mapping. This step transforms the original data into a geometric representation of 

the data, providing a visual representation. 

� Rendering and displaying. This step produces and displays images. 

Database visualization is data centric. It makes data the core of the software 

system development process. Understanding the data in data sources is the basic 

requirement of database visualization. According to Berson et al. [6], the data resources 

for database visualization fall into three categories, namely, computer simulations, 

statistics, and data gathered from natural systems. These data undergo many 

transformations from an original state to a displayable state. These data transformations 

must be presented at the user interface, and include data storage, retrieval, and filtering 

[16].  
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Database visualization should not only show pictures but also allow the user to 

explore the data in the large data sources. Goldstein et al. [7] proposed that a 

visualization tool usually has three functions: 

1) Data visualization, which may include transforming data into a displayable state 

and rendering the image based on those data. 

2) Data manipulation, which may include retrieving data, removing unwanted 

attributes of data and reorganizing data. 

3) Data analysis, which may include statistical reports on data and summarization of 

data.  

The data source and visualization system have different data models. A database 

visualization tool must make a connection between the data source data model and the 

visualization data model. Some methods has been proposed and studied. For example, 

Lee [17] described a database management–database visualization integration, which 

uses the view concept of relational databases to link database and visualization systems. 

However, this method is not general enough to be applied to all data sources. To solve 

this problem, a comprehensive data model is needed to make the connection. “A data 

model is an abstraction of the data”  [1]. Different visualization applications use different 

data models. It is not feasible to create a single data model for all visualization systems.  

Database visualization uses different visual representations to express multivariate 

data. How to present the data with appropriate visual representations is important. A 

number of database visualization techniques have been studied and developed, such as 

3D imaging, colorization and animation [22]. A variety of presentation methods have 

been employed. For example, the MineSet product of Silicon Graphics Inc. has a series of 
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visualizers, such as Map Visualizer, Tree Visualizer, etc.. These visualizers can be used 

to view data with different structures.  

When discussing database visualization, it is necessary to mention a closely 

associated field, data mining. Data mining is the process of extracting interesting 

knowledge from large amounts of data stored either in databases, data warehouses, or 

other information repositories [9]. According to them, data visualization and data mining 

can be integrated in several ways, such as data mining result visualization, data mining 

process visualization or interactive visual data mining.  

 

1.2 Current State 

Compared with other areas of computer science, database visualization has a 

relatively short history. The recent emphasis on this research area emerged about fifteen 

years ago [22]. Examples of some early visualization systems can be found in the work of 

Asimov [2], Baecker [4], and Beddow [5]. The first IEEE workshop dedicated to 

database visualization was held in 1993. Some advances have been achieved in this field 

since then. Many visualization tools have been developed, for commercial and research 

purposes. For example, the MineSet of Silicon Graphics Inc. and the AVS/Express [3] of 

Advanced Visual System Inc. are mature commercial visualization products. Visage [25] 

is a research project carried out at the Carnegie Mellon University. In addition, the Open 

Visualization Data Explorer [20] of IBM is an open source visualization tool. 

However, it has been pointed out that current data visualization environments 

offer insufficient support for data source management and data interrogation methods. 

Compared with the visual representation of data, system functions are underdeveloped. 



  6  

While the issues of graphical modeling and rendering are studied sufficiently, the 

methods of data modeling and data retrieving are not efficient [27]. 

With the increasing complexity of data, the data management problem becomes 

more apparent. According to Arya et al. [1], there are two options to deal with this 

problem. The first option is to incorporate data source management capability into 

visualization systems. Some visualization systems adopt this option to handle the data 

management problem. However, most of these systems are not general-purpose solutions, 

but only applicable for some specific visualization systems. Other visualization systems 

adopt the other option to integrate visualization tools with database systems. However, 

the challenge of this approach is how to define an efficient and sound interface between 

the visualization system and the data sources. Many solutions have been proposed and 

studied [1].  

 

1.3 Motivation and Goals 
 

In the present paper, a Java-based 3D database visualization tool (J3DV) is 

discussed. This tool is an integral component of the Protein-Protein Interaction 

Workflow, which in turn is an important part of the Fungal Genome project. The Fungal 

Genome project is a multi-institutional project with the goal to create high-resolution 

physical maps and determine the complete genome sequences of important fungal 

organisms. The Protein-Protein Interaction Workflow is currently being developed at the 

University of Georgia. 

Protein-protein interactions play a key role in the structural and functional 

organization of a cell. The interactions of novel proteins with known proteins provide 

important clues to the understanding of the functions of these novel proteins. Many 
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protein-protein interaction experiments have been carried out. For each experiment, 96 

preys (proteins) and 96 baits (proteins) are grouped together to see if there exist 

interactions among a given pair of proteins [11]. These data are usually stored in a 

database or file system.  

One task of the protein-protein interaction mapping workflow is to find the 

protein-protein interaction network [11,26]. The motivation of J3DV is to extract 

information from a database and generate the protein-protein interaction network.  

Although the motivation for this system is to view the protein-protein interaction 

network, we do not want to build a special purpose tool with limited functions. During 

the design and implementation of the system, we set up the following goals: 

� Generic. The tool should be application domain independent. In other words, it can 

visualize data from other domains. 

� Integrated. This system should be better integrated with data sources, so that it can 

offer efficient data access and management. 

� Extensible. This system should have a sound framework, so that we can easily add 

more visual representation support. 

� Pluggable. Scientific data can exist in any form, some in databases, some in specially 

formatted data files. It should be easy to plug in new data sources.  

� Easy to use. Most end-users have little programming experience, so ease of use is 

very important. 

� Portable. The tool should be deployable across platforms. 

The outline of the rest of this paper is as follows. Section 2 introduces the 

technological infrastructure of J3DV and its architecture. Section 3 discusses the system 

integration issues and compares J3DV with other visualization tools. Section 4 deals with 

data modeling and mapping. Section 5 walks through the use of J3DV. Finally, Section 6 

concludes the paper and discusses future work. 
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2. Architecture and Technological Infrastructure 

In this section, we introduce J3DV in depth. Before that, we briefly review the 

technology utilized in the visualization tool.  

 

2.1 Technological Infrastructure 

Modern software technology provides much more computing power so that 

difficult problems can be solved more easily today. Java is such a software platform. Its 

central promise, “write once, run anywhere” , has earned a reputation in today’s 

information technology. The J3DV system is implemented in Java. The primary factors 

for choosing Java are that it is platform-neutral, robust, and supports applications 

deployed over heterogeneous network environments. In addition, the popularity of the 

Java language itself is also a factor. We briefly review the technology used in this system. 

Database visualization is data-centric, so integration of data sources with a 

visualization tool is very important. Also, a visualization tool should be able to import 

data from different data sources, instead of some specific data source. From the 

beginning of this project, we have focused on finding an efficient and general-purpose 

approach to access multiple data sources. The Java Data Objects (JDO) specification[13] 

provides such an approach. It was proposed by Sun Microsystems Inc. to handle storage 

issues for Java objects in heterogeneous storage. It provides transparent access to 

different data sources, and is extensible to plug in new data sources. At the time this 

paper is being written, the JDO specification is still a document and no official 

implementation has been released. We implemented parts of the specification, which 

were relevant to our project (see [3] for the details of the JDO specification). 
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The Java language features are also useful in J3DV’s mapping procedure. The 

mapping procedure transforms data from data source into intermediate data, which can be 

used by the visualization system. Collecting data type information during run-time is the 

key to the mapping and generating of intermediate data. Reflection capabilities provided 

by Java can be used to solve this problem. It can help collect data object’s run-time type 

information (RTTI), which is important in transforming original data into intermediate 

data. 

Java 3D technology is the key to our client-side implementation. It is the result of 

a joint collaboration among Silicon Graphics, Inc., Intel, Apple Computer and Sun 

Microsystems. It draws its ideas from these companies’  existing products, such as 

OpenGL [21] and incorporates new technology. In short, Java 3D can optimize the 

underlying hardware for better performance. It utilizes geometry compression to reduce 

the potential bottleneck in network bandwidth.  

Java Remote Method Invocation (RMI) technology establishes a connection 

between the client and the server. An RMI distributed application can obtain a reference 

to a remote object via an RMI registry, which keeps the information about the registered 

remote objects. The server registers a remote object in the registry, which will associates 

a name with that remote object. The client can reference the remote object by looking up 

the remote object’s name in the server's registry and then invoking a method on it. The 

RMI system uses hypertext transfer protocol (HTTP) to load class byte-codes from server 

to client. 

The Java Naming and Directory Interface (JNDI) is another technology, which 

connects the client and sever. JNDI is an application programming interface that provides 



  10  

naming and directory functionality to applications. It is independent of any specific 

directory service implementation, such as DNS and LDAP. 

 

2.2 Architectural Overview 

One of the key issues of database visualization is how to integrate the data sources 

and the visualization tool. The method of integration decides the architecture. Currently, 

three types of architectures have been identified to support the integration [1]: 

1) Close-coupled architecture. All the components of the system, including data sources 

and visualization tool, reside on one machine. This architecture is best for single user, 

frequent transaction scenarios. 

2) Client-server architecture. Two or more machines connected over a network play 

different roles. Data sources act as servers by providing services, such as data access, 

data transformation, and computing. Others act as clients, which the end users interact 

with.  

3) Distributed asynchronous process communication architecture. The visualization 

system does not access data sources; there are other modules standing between the 

visualization and data sources. 

The latter two architectures both follow the client-server model and allow the 

distribution of services, interoperability, and multiple clients using the services. The third 

architecture can reduce data access time. Most of the popular visualization tools follow 

the client-server model. For example, Open Visualization Data Explorer employs an 

extended data-flow-driven client-server execution model. The client process uses a 

graphical user interface. The server process does most of the computation and typically 
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resides on a different machine. Medium or fine-grain configurations of symmetric multi-

processor servers provide significant scaling for the server process when applied to 

larger, more complex data sets. 

J3DV adopts the distributed asynchronous process communication architecture. 

This is because the client does not access data source directly. Instead, the server stands 

between the data sources and the client, and the server pipelines and caches the data. 

Figure 1 shows its architecture. 
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Figure 1.  The Architecture of J3DV System 
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2.3 Server-Side Modules 

The server performs several tasks, including integrating multiple data sources 

with visualization, transforming the original data into an intermediate form that can be 

utilized by visualization clients, and caching and pipelining the mapped data. The server 

consists of four modules: Server Manager Module, Data Access Module, Mapping 

Module and Data Service Module. 

 

2.3.1 Server  Manager  Module 

Server Manager Module provides a friendly graphical user interface, through 

which the users can interact with the system to decide the data source, view schema of 

data sources, choose a data set and specify mapping relationship. The users using the 

server must have a better knowledge on the database. 

J3DV provides visualized metadata of the data sources. This provides at least two 

advantages. First, it allows the user to visualize the internal structure of a data source, and 

navigate across the database to locate interesting data sets. Second, the metadata includes 

table and attribute information, which can be referenced during mapping. Section 5 

includes some screen shots of the Server Manager module. 

 

2.3.2 Data Access Module 

The data access module is responsible for retrieving and filtering raw data from 

the data sources and transforming raw data into Java objects. To facilitate transparent 

access to multiple data sources and plugging-in new data sources, we choose the Java 

Data Object (JDO) specification as the backbone of this module. JDO specification 
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enables pluggable implementations of data sources into applications by defining a set of 

interfaces between data sources and application [13]. These interfaces cover connection, 

storage, query, transaction and other data access aspects. In our project, we implemented 

the parts of JDO that are relevant to our project. The implementation includes connection, 

storage and query interfaces.  

Currently, J3DV supports not only databases, such as Oracle and MySql, but also 

local file systems as its data sources. The databases can be distributed over a network. 

When databases are used as data sources, we use JDBC to access data sources. This 

makes it easy to use other database management systems (DBMS) that support JDBC. 

When local file systems are used as data sources, we implement all the data access 

methods, such as reading metadata and retrieving data sets. 

 

2.3.3 Mapping Module 

The mapping module gets Java objects (input Java objects) from the data access 

module, and then transforms them into intermediate Java objects based on the 

intermediate data model. These intermediate Java objects can be used to render 3D 

graphs by the client. The data model will be discussed in more depth later (see section 

4.2). 

In J3DV, in order to create a mapping, a user needs to provide two things. The 

first is the mapping correspondence. It specifies which attribute of an input Java object is 

mapped to a given intermediate Java object attribute. The second is mapping rules, which 

defines how an input Java object attribute, which is specified in mapping correspondence, 

is mapped into the corresponding intermediate data attribute. To facilitate the mapping 
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process, J3DV provides a mapping rule generator, which helps a user specify mapping 

rules. Figure 7 is the screen shot of the mapping rule generator. 

 

2.3.4 Data Service Module 

 As we will discuss in section 2.4, the server of J3DV uses a two-tier cache 

mechanism to improve the performance. In the second tier cache, the intermediate data 

that were mapped previously are cached. The data service module manages these 

intermediate data cached in the second tier cache and provides the client with these 

previously mapped data. This module provides remote methods, which can be invoked by 

remote processes, and executed on demand, i.e., when a client sends a data request, the 

RMI activation daemon will trigger the corresponding methods in this module. It, in turn, 

sends the requested intermediate data back to the client. 

 

2.4 Communication Between Client and Server  

The communication between the server and the client is through the Java Naming 

and Directory Interface (JNDI) or a Java RMI activation daemon. The server uses a two-

tier cache mechanism to save intermediate data for clients. The first tier cache is an in-

memory cache, which caches the newly mapped data of the server. The second tier is a 

disk-based cache that caches previously mapped data.  

The first tier cache is accessed through JNDI, while the second tier cache is 

achieved through the RMI activation system daemon. When the server creates a new 

mapping and generates the intermediate data, it saves these intermediate data in both 

caches and registers the data with a mapping name in both JNDI and RMI activation 



  15  

system daemon. When the server process shuts down, it has to un-register the data in 

JNDI, i.e., remove the registered mapping name from JNDI. However, the RMI 

activation daemon still has the registered name, so it is still able to provide data service to 

clients. 

 

 

 

 

 

 

 

 

 

 Figure 2 shows the cache organization and the information flow when the client 

sends a data request. When a client sends a data request with mapping name to the server 

(represented by arrow labeled 1), the data service module will handle the request. First, it 

will check if the specified intermediate data is in first tier cache by looking it up through 

JNDI (arrow 2). If the data is found in the first tier, it will be sent to the client (arrow 3) 

and the data service module does not check second tier cache at all. Otherwise, the data 

service module will check second tier cache by looking up the mapping name on disk 

(arrow 4). If the mapping data is found, it will be sent to the client (arrow 5). However, if 

the requested data is not in either of the caches, the server has to do the requested 

mapping and then send the intermediate data to the client. 
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Figure 2. Cache Organization and Information Flow 
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The two-tier cache mechanism provides much better performance. Table 1 shows 

the results of comparison tests. The comparison tests consist of three cases; one uses the 

first tier cache only, another uses the second tier cache, and the third does not use any 

cache. We applied the same data load, i.e., the data requested by the client, on all three 

cases. We measure data loading time, which is elapsed time between the point the client 

sends out a data request and the point the client gets data from the server. We tested with 

two different data loads, with data load 1 having 257 Java objects (nodes and edges), and 

data load 2 having 415 Java objects. Although the measured time may vary with some 

factors, such as network topology, network traffic, and system performance of the server 

machine, we can still find that the caches provide much improved performance, while the 

first tier cache offers better performance than the second tier does. 

Loading Time 

(Milliseconds) 

First Tier Cache 
(Memory) 

Second Tier Cache 
(Disk) 

No Cache Used 

Data Load 1 157 224 753 

Data Load 2 229 537 1167 

 

The overall communication framework of J3DV has several advantages. First, the 

server does not need to run all the time to wait for a client requests; it only needs to 

register its data service, and this data service is only executed “on demand”, i.e., upon the 

request of a client. It saves system resources and computational time. Second, it has very 

good extensibility. In the future, when we support more visual representations, we can 

register more data services with the daemon; for clients, they just need to tell the daemon 

which service they want. So this communication framework is also extensible. 

 

 

Table 1. Cache Performance Tests (times in nilliseconds) 



  17  

2.5 Client-side Modules 

The client gets the intermediate data from the server, applies a layout algorithm, 

transforms the intermediate data into displayable data, and displays the data graphically. 

The client consists of three modules: the Client User Interface Module, Layout Algorithm 

Module and Graph Rendering and Display Module. 

 

2.5.1 Client User  Inter face Module 

The Client User Interface (UI) module provides a graphical user interface for 

users to interact with J3DV. It helps a user to request mapping data from a server, and 

also provides some interaction methods for the user to control the display. These methods 

include position control, rotation control and other interaction methods. Figure 9, 10 and 

11 show the windows provided by the client UI module. 

 

2.5.2 Layout Algor ithm Module 

The J3DV displays the data in the form of graphs. A graph consists of a set of 

nodes and edges. “The most often used approach to graph drawing is to set the position of 

each vertex of the graph in such a way that the final graph would satisfy some predefined 

requirements such as minimizing edge crossings, symmetry, and uniform vertex 

distribution”  [30]. Zhang [30] conducted thorough work in this research area.  

The Layout module may contain several layout algorithms. In J3DV, to allow 

maximum flexibility on graph drawing and manipulation, we defined the graph layout 

algorithm interface, which consists of several graph-drawing methods. The user can plug 
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in their own layout algorithm by implementing the layout algorithm interface. Tian [24] 

gives more detail on this topic. 

 

2.5.3 Graph Render ing and Display Module 

The Graph Rendering and Display Module initializes the Java 3D environment 

and transforms the mapped data into displayable data, which can be directly used to 

render 3D graphs. The user can manipulate the graph and use the search function to 

locate a node or clusters of nodes. Tian [24] and Zhang [30] described the client 

architecture and implementation in depth. 

 

3. System Integration 

A number of issues need to be addressed in order to enable data source-

visualization integration. According to [1], these issues fall into five categories: 

modeling, importing and exporting, querying, distribution and heterogeneity. In this 

section, we focus on importing and exporting, querying, distribution and heterogeneity. 

Modeling will be the topic of the next section. 

 

3.1 Importing and Exporting 

Flexible and efficient input and output mechanisms for data in the data source are 

the goal for our visualization system. A sound visualization system should provide users 

with the flexibility of accessing and using data as efficiently as possible. This can be 

made possible by providing the interoperability of various visualization systems and data 

sources, which leads to the need for data transformation. As for when and where this 
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transformation occurs, different visualization systems provide different solutions. For 

example, IBM’s OpenDX uses General Array Import [20] to import data from data files. 

The General Array Importer uses a "header file" to describe the structure and location of 

the data to be imported. This file consists of keyword statements that identify important 

characteristics of the data (including grid structure, format, and data type, along with the 

path name of the file containing the data). For OpenDX, the data transformation occurs 

when a user creates the header file. However, in order to create the header file, a user 

must have very good knowledge of the data in the data file and the syntax of the header 

file, which can be a real challenge for users with little programming experience. As for 

data exporting, OpenDX supports various image export format (e.g., RGB, Postscript, 

TIFF, GIF, YUV). Another example is integrating profiling data [28] with protein-protein 

network interaction. 

In J3DV, data importing is carried out by integrating data sources with the 

visualization tool. Considering that data sources may be of a wide variety, we choose the 

Java Data Object (JDO) specification as the backbone of the integration, which is 

implemented in the data access module mentioned earlier. As proposed by the Java Data 

Object Expert Group, JDO has three goals. First, JDO defines contracts and 

responsibilities for various roles, which leads to standard connectivity to data sources. In 

addition, this will also enable a standard JDO implementation for a data source to be 

pluggable across multiple application servers. Second, JDO provides a transparent 

interface for applications and helps developers to store data without learning a new data 

access language for each new data source. Third, JDO makes it easy for application 

developers to use the Java programming model to model the application domain and 
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transparently retrieve and store data from various data sources (e.g., relational databases, 

object databases, mainframe transaction processing systems and local file systems). 

The J3DV tool will transform the imported data into Java objects. Behind the 

transformation, there exists a data type mapping, which maps each data type of the data 

source into a Java data type. At the same time, the data type mapping is able to keep data 

precision and avoid losing information.  

 

3.2 Querying 

The querying capability of a visualization system is closely related to the data 

model. A good visualization system must be able to process and optimize queries based 

on a particular data model.  

Generally, querying is not a well-developed area of visualization, and its 

implementation is ad-hoc in different systems. For example, SAGE supports retrieving 

previously created graphics based on appearance and/or data contents. On the other hand, 

most tools support drill-in and fly-by operations, which have similar effects to queries. 

For J3DV, the resulting image is a graph, which consists of nodes and edges. The 

J3DV supports some query functions by providing searching and extending functions. A 

user can search a node entity by entering its key, which is one of the attributes of the data 

model to identify the node. The user can use the extending function to display all the 

nodes, which have direct connections with the current node. J3DV also provides other 

interaction methods, such as Position Control, Rotation Control, Move and Delete. All 

these methods provide navigational controls and manipulation to the resulting graphs. 
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3.3 Distr ibution 

Data visualization tools are mainly used by scientists and researchers who 

perform experiments that result in large quantities of data. These data often need to be 

distributed over a network. Most visualization systems provide support for distribution. 

For example, MineSet by Silicon Graphics Inc. follows the client/server execution model. 

The client and server may reside on different computers over a network. The client 

presents visual representations to the user. The server performs most of the computation, 

including retrieving, transforming data and analyzing data.  

J3DV is also distributed. Not only can the client and server be distributed over a 

network, but also the data sources can be distributed over a network because JDBC 

supports remote data access. As far as the Protein-protein interaction mapping project is 

concerned, the J3DV running on computers of the Computer Science Department can 

access the data sources in the Genetic Department. In addition, a J3DV server can 

provide services to multiple clients, and a client can get services from multiple servers.  

 

3.4 Heterogeneity 

Heterogeneity issues are often closely related to distribution issues. This is 

because many distributed scenarios involve heterogeneous systems. Unix is a favorite 

platform for visualization tools due to its powerful computational capability and high-end 

graphics. Most tools can run on a Unix platform. Some of them only target Unix. For 

example, the OpenDX can only run on X Window and motif. Others can run in mixed 

environments. For example, the AVS/Express runs on both Unix and Windows platforms. 
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The J3DV can run on most major platforms, such as Unix, Linux and Windows. 

Clients and servers can be deployed on different platforms and still communicate with 

each other. This portability comes from two things. The first is its implementation 

language, Java, which is “write once, run anywhere” . The second is a well-defined client-

server communication interface, which makes the communication totally independent 

from the platforms.  

 

4. Data Modeling and Mapping 

4.1 Data Modeling 

In all visualization tools, data modeling is an important concept. By defining a 

data model, a visualization tool becomes general-purpose by supporting a wide variety of 

data that cross discipline boundaries. The implementation of a visualization tool solely 

depends on the data model instead of any particular application domain. A good data 

modeling approach can smooth the data transformation, and be applied in different 

application domains. The essential problem to be solved here is how to present the rich 

information in the data source to the end-user in a freedom-limited display. 

 

 

 

 

Figure 3. The Mismatch between Data Models of Database and Visualization. 

Different data sources have different data models. For example, file systems may 

store data in columns and rows, where the data model could be a matrix. For a relational 

database, the data model consists of collections of relations. Each relation is a table. The 

columns of the table are atomic data types. The rows in the table are tuples of attributes.  
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Many visualization techniques, such as a 3D image, have been adopted to 

represent the data. These techniques use their own data models to define the visual 

representations. Visualization data models are usually data structure models with 

connectivity and topological specifications [19]. For example, MineSet uses the Tree 

Visualizer and Map Visualizer to model the data sets. As shown in figure 3, the data 

source with its underlying data model is one endpoint of the data visualization process. 

The other endpoint is a visualization system with a graphical data model. The two models 

abstract data differently, resulting in a mismatch between them. The critical issue for data 

visualization is how the data are transformed with an intermediate data model. Mapping 

is the method we use to bridge the two. The following section focuses on mapping. 

 

4.2 Mapping 

In essence, a mapping procedure is used to keep interesting information and filter 

out trivial or unwanted information, and transform the interesting information into the 

desired form. As Hibbard et al. [10] pointed out, there is no general data model for all 

applications. Correspondingly, there is no one single method that can be applied to all 

mapping situations. Nevertheless, many methods have been proposed and studied. For 

example, Haber et al. [8] proposed the fiber bundle data model; its main idea is that the 

input data of the scientific visualization are often sampled at grid points. Kao et al. [14] 

proposed the extended schema data model. This data model allows the user to store and 

manipulate scientific data in a uniform way.  

The mapping procedure depends on the data model. In J3DV, we use a two-level 

mapping to transform data from its original state to an intermediate form, which can be 

used to render images by the visualization tool.  
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 In Figure 4, we present the mapping procedure. The first level mapping 

transforms original data in the data sources into Java objects. For each data source, there 

exists a data type mapping, which will transform the data from the data source into Java 

objects, i.e. group of attributes. After the first level mapping, data from different sources 

have a uniform structure, making it easier to process the data. 

The second level mapping transforms the data in the form of Java objects into 

intermediate data. This mapping is based on the data model. The J3DV displays the data 

set in the form of graph. The data model of J3DV is therefore a graph data structure, 

which consists of entities of nodes and edges. A node is described by its shape, color and 

size, while an edge by a pair of nodes and their connection. In the Protein-Protein 

Interaction Project, we use nodes to represent proteins and edges to represent interactions 

between a pair of proteins. This data model can be applied to other application domains, 

where the data can be represented with a graph-like structure, such as network 

management and material science. 

Java 
Object 

Data 
Source 

Data 
Source 

Data 
Source 

 
Visualization 

System 

First level Mapping Second level Mapping 

Figure 4. J3DV Mapping Procedure 
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J3DV adopts a rule-based attribute-assembly mapping method to transform Java 

objects into the intermediate form. By rule-based, we mean that the mapping is done 

according to some user-specified rules. These rules generate predicates indicating the 

value of a given intermediate data attribute. By attribute-assembly, we mean that all the 

mapped data attributes will be assembled as an entity, that is, a node or an edge.  

Using the two-level mapping, the intermediate data can be generated, and cached 

in memory and/or disk. The client can then access it via either JNDI or the RMI 

activation daemon. 
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5. Sample Run 

 In this section, we demonstrate how the J3DV tool can be used. [12] is the web  

page where user can download the source code of J3DV. 

 

5.1 Server   

 Figure 4 shows the server-side’s main window. The user can follow the specified 

order to create a new mapping. As is clear from the following window, it takes six steps 

to create a mapping. 

 

 

 In step 1, the user needs to choose data sources. In step 2, the user specifies the 

data set in which he/she is interested, and the mapping correspondence between the 

Figure 5. J3DV’s Server-side User Interface 
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attributes of raw data and the attributes of data model. Figure 5 shows the schema of the 

database (such metadata can help a user create a mapping by providing attribute 

information). Figure 6 shows the mapping correspondence window, which helps the user 

to specify the mapping correspondence between the attributes of original data and the 

attributes of intermediate data model. 

 

  

 

Figure 6. Visualized Database Metadata  

Figure 7. Mapping Correspondence  
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 In step 3, the user needs to give the mapping rules. J3DV provides a mapping rule 

generator, as shown in Figure 7. Based on the mapping rules specified by the user, the 

rule generator will generate a Java class, whose function is to transform raw data into 

intermediate data. 

 

 

 In step 4, J3DV will actually transform the data into intermediate data based on 

mapping correspondence and mapping rules. Before that, J3DV will do error-checking to 

make sure that no fatal errors, such as missing mapping class, exist. In Step 5, J3DV 

saves the mapping information (mapping correspondence and mapping rules) for future 

reference, and caches the intermediate data into both caches. In Step 6, J3DV closes the 

connection to currently opened data sources. 

Figure 8. Mapping Rule Generator  
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5.2 Client-Side 

 Figure 8 shows the client’s data request window. To use the server’s services, a 

client has to know where the server process is, which is identified by a host name and a 

port number (default is 5002). The client can choose the map name, which identifies the 

intermediate data cached in the server. The server then sends the requested intermediate 

data to the client.  

 

 

 Once the client gets the data, the user can specify a layout algorithm from the 

menu. The J3DV provides several interaction methods. These include position control 

(which moves the graph along different axes), rotation control (which rotates the graph 

along the X, Y, and Z axes in the 3D space), extend (which extends the incident nodes 

and edges of the current node), move (which changes the position of a node in the layout 

graph), and delete (which removes a node from the layout graph). Figure 10 and 11 show 

the graph with initial layout algorithm and cluster layout algorithm applied respectively. 

Figure 9. Client’s Data Request Window 
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Figure 10. 3D Viewer displays the result of the initial layout algorithm. 

Figure 11. 3D Viewer displays the result of cluster layout algorithm  
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6. Conclusions and Future Work 

In this paper, we introduced J3DV, a database visualization tool based on Java 

technology. It has been incorporated in the Protein-Protein Interaction Workflow 

developed at The University of Georgia. J3DV, together with other components of the 

workflow, such as ODS3 [31], helps researchers identify the protein interaction 

efficiently, which is helpful in understanding the functions of novel proteins. 

The proposed system architecture has a sound framework. It differs from the 

currently available visualization tools in several aspects. The key feature of this system is 

that it uses the JDO specification to integrate different data sources with visualization. 

JDO allows efficient and uniform access to different data sources and provides a solution 

to the data management problem in database visualization. It is expected that many 

database systems will support JDO in the near future.  

Extensibility is another feature that has been considered while designing the 

system. The extensibility is provided in three ways. First, we can easily plug in new data 

sources that implement the JDO specification. Second, we can plug in new data models to 

support more visual representations, such as transcriptional profiling information. Third, 

we can easily plug in a new graph layout algorithm. 

In addition, J3DV utilizes a two-level mapping to smoothly transform the raw 

data into displayable data. It also utilizes a two-tier cache to provide better performance.  

 However, there are still some issues that need to be addressed in the future. The 

first is that we need to provide more visual representations, for example, a tree view, map 

view and histogram view. The second is that we need to integrate more types of data 

sources, such as object-oriented databases and XML. Third, we need to provide query 



  32  

support for file systems. Fourth, in JDO implementation for file systems, we can use 

some standard metadata format to implement them, for example, Self-Defining Data 

Format [23] is such metadata format. Fifth, we need to provide an exporting mechanism, 

so that users can export the images as postscript [28], so they can be referenced later on 

without repeating the rendering procedure which is time-consuming for large data sets. 
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