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Introduction

* Video has become ubiquitous on the Internet, TV, as well as
personal devices.

* Recognition of video content has been a fundamental challenge
in computer vision for decades, where previous research
predominantly focused on understanding videos using a
predefined yet limited vocabulary.

* Thanks to the recent development of deep learning techniques,
researchers in both computer vision and multimedia
communities are now striving to bridge video with
natural language, which can be regarded as the ultimate goal of
video understanding.

* We present recent advances in exploring the synergy of video
understanding and language processing, including video-
language alignment, video captioning, and video emotion
analysis.
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From Classification

Recognizing Realistic Actions from Videos "in the Wild" Heterogeneous Feature Machine For Visual Recognition
UCF-11 to UCF-101 (ICCV 2009)

(CVPR 2009) el o)
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Features Acc. on CMU event datasel
; ] Efrons’s feature 65.8%
_;;:‘ ; L i Motion History Image [5] 49.5%
5 b A _;l] Laptev’s feature | (HOG) 33.6%
w (a) Laptev’s feature 2 (HOF) 78.7%
- uy Figure 3. Heterogeneous features used for video action recogni- Bayesian Net 79.1%
E -a tion. (a) motion history image. (b) Efros et al.'s four channel mo- Random forest 59.5%
E = § tion descriptor. (c) spatio-temporal feature detector. HFM 88.1%
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Visual Event Recognition in Videos by
Learning from Web Data
(CVPR2010 Best Student Paper)

(1) “picnic™

| SCHOOL OF ENGINEERING DEPARTMENT OF

& APPLIED SCIENCES COMPUTER SCIENCE |

UNIVERSITYw ROCHESTER




From Classification

Title (e.g., Tiger)
YouTube Video = Description, etc.
! Jigeo Meabans Key Frame Sequence Representative
. - Image Set
V'zﬁt‘;’::‘a' DBPedia
Knowledge
Analysis .

Visual content based
video entity linking

M Tiger Woods
Bd Tiger animal

Bd Tiger musician

Semantic Video Entity Linking
(ICCV2015)
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From Classification

Exploring Coherent Motion Patterns
via Structured Trajectory Learning for
Crowd Mood Modeling

(IEEE T-CSVT 2016)
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Fig. 2. The framework of the proposed Crowd Mood model for crowd behavior description and analysis. The crowd mood representation consists of three
components: (A) Structured Trajectory Learning. (B) Arousal-Valence Motion Feature Extraction. (C) Crowd Mood Modeling.
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Alighing Language Descriptions
with Videos

Iftekhar Naim, Young Chol Song, Qiguang Liu
Jiebo Luo, Dan Gildea, Henry Kautz
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Overview

= Unsupervised alignment of video with text

Codebook of
Motion Features

Matching Nouns to Objects  Matching Verbs to Actions

Add 500 mL of|DI water|to the{labeled bottle |

[Naim et al, 2015]

Codebook of
Action Fragments
and Clusters

Verbs in
Language

The person

(e removes

a carrot from
the refrigerator

The person

¢ takes out

a large knife and
a cutting board

The person

= washes

the carrot.

An overview of the text and

u MOtlvathnS video alignment framework
» Generate labels from data (reduce burden of manual labeling)

» Learn new actions from only parallel video+text
= Extend noun/object matching to verbs and actions

l, UNIVERSITY>* ROCHESTER




Hyperfeatures for Actions

= High-level features required for alignment with text
— Motion features are generally low-level
» Hyperfeatures, originally used for image recognition extended

for use with motion features

— Use temporal domain instead of spatial domain for vector

quantization (clustering)

Hyperfeature stack
Originally described in “Hyperfeatures:

Multilevel Local Coding for Visual Recog-
nition” Agarwal, A. (ECCV 06), for images

Output features

Algorithm 1 Hyperfeature coding for motion features
V(v,t,s), F\"), « s'* feature in video v at frame
forl=1..Ldo

cluster { F:._{:__‘ | (v, t,s)} using k-means with
d'") centroids such that a code vector r‘r”,,

) !
is generated for each F| f..,]

\“ UNIVERSITY«ROCHESTER

if | < L then
= I+ .
(v, t,s), Fy' "} + accumulate features
in the neighborhood of window size w
as a histogram of d'!) vectors

=

. (1+1
normalize F,L._,_, 3
end if
end for }
return code vectors :H“ Vv, t.s)

Hyperfeatures for actions




Hyperfeatures for Actions

* From low-level motion features, create high-level
representations that can easily align with verbs in text

The person Align hyperfeatures
removes with verbs from text

Each color code

is a vector
quantized ?higi?r: fre?rglor \(using LCRF)
STIP point .
Cluster 3, 5, ...,5,20
= Hyperfeature 6
Accumulate over Conduct vector
frame at time t quantization Accumulate clusters over
& cluster of the histogram window (t-w/2, t+w/2]
attimet and conduct vector
quantization
h J :> CI USter 3 — first-level hyperfeatures
B A IR T I | at time t

Vector quantized
STIP point histogram at time t
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Latent-variable CRF Alignment

» CRF where the latent variable is the alignment
» N pairs of video/text observations {(x, y,)} !\L (indexed by i)
= X represents nouns and verbs extracted from the mt" sentence
= Y, represents blobs and actions in interval n in the video

= Conditional Iikelihood x= X, /X\ X,
p(vilxi, n; p(vi, hilx;,n;)
Z h= @ 2 2 3
= conditional probablllty of |
s e for sa A expw’ ®(x;,y;, h;) V= Y Yo, Yis Yia
p(yi, hilxi,ni) = e 20
where Z(xi,ni) = > >4 expw! ®(x;,y, h)< feature function

= |earning weights w
= Stochastic gradient descent

More details in Naim et al. 2015 NAACL Paper -
Discriminative unsupervised alignment of natural language instructions with corresponding video segments

Tluwy‘p vi, hi|x;, n;)
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Experiments: Wetlab Dataset

= RGB-Depth video with lab protocols in text
= Compare addition of hyperfeatures generated from motion
features to previous results (Naim et al. 2015)

Previous results . :
. . Addition of different types
using object/noun .
: of motion features
alignment only
Ax-'e&: Alignment Aa:::ul}-' f_'—’; ii{ |
Hand and LCRF LCRE LCRF RF
Object Tracking | Naimetal. | +STIP +[}T1'z-1_i2 +CNN
Vision Tracks 65.59 66.55 67.77 66.91 B
Manual Tracks 85.09 87.10 | 86.92 87.38 ) C L
I, Y : Detection of objects in 3D space
’DTraj: Dense trajectories using color and point-cloud

*Using hyperfeature window size w=150

= Small improvement over previous results
= Activities already highly correlated with object-use

&, UNIVERSITY»ROCHESTER




Experiments: TACoS Dataset

» RGB video with crowd-sourced text descriptions

n n

Activities such as “making a salad,” "baking a cake”
No object recognition, alignment using actions only

Avg. Alignment Accuracy (%) | *Using hyperfeature
Uniform 34.87 window size w=150
Unsupervised LCRF +STIP 43.07
Unsupervsied LCRF +CNN 44.14
Segmented LCRF 51.93

Uniform: Assume each sentence takes the same amount of time over the entire sequence
Segmented LCRF: Assume the segmentation of actions is known, infer only the action labels
» Unsupervised LCRF: Both segmentation and alignment are unknown

» Effect of window size and number of clusters
= Consistent with average *d2=64

. Window Size w

action length: 150 frames Centroids —5——75—7750 | 300 | 450 ] 600
dV=64 | 35.17 | 43.40 | 44.14 | 42.44 | 41.58 | 39.67
d=128 | 37.65 | 42.52 | 42.85 | 43.01 | 42.01 | 39.59

b UNIVERSITY ROCHESTER




Experiments: TACoS Dataset

= Segmentation from a sequence in the dataset

Frame 480 Frame 1230 Frame 2065 Frame 2590 Frame 4265

Ground Trutn L I T

Segmented . | [t .:l
Unsupervised | {
Uniform
Frame # 1000 2000 3000 4000 5000
The man takes out The man gets The man slices off The man then The man slices the
a cutting board . an orange O the ends peels the orange . orange and puts
and a knife and washes it of the orange with a knife the pieces into the plate
)l Example of text and video alignment generated
Crowd-sourced descriptions by the system on the TACoS corpus for sequence s13-d28

, UNIVERSITY> ROCHESTER




Image Captioning with Semantic
Attention (CVPR 2016)

Quanzeng You, Jiebo Luo

Hailin Jin, Zhaowen Wang and Chen Fang
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Image Captioning

* Motivations
— Real-world Usability
* Help visually impaired people, learning-impaired
— Improving Image Understanding
* Classification, Objection detection
—Image Retrieval

1| 1. A shot from behind home
plate of children playing
baseball

2. A group of children playing
baseball in the rain

3. Group of baseball players
playing on a wet field

1. a young girl inhales with the intent of blowing
out a candle
2. girl blowing out the candle on an ice cream

LUNIVERSITYw ROCHESTER



Introduction of Image Captioning

* Machine learning as an approach to solve the problem

¥ Model —+ sentence’

1. A young girl inhales with the intent of blowing out a
candle.

2. A young girl is preparing to blow out her candle.

3. A kid is to blow out the single candle in the bow! of
birthday goodness.

4. Girl blowing out the candle on an ice-cream

5. A little girl is getting ready to blow out a candle on a small
dessert.

1. A shot from behind home plate of children playing
baseball
2. A group of children playing baseball in the rain

| 3. Group of basehall players playing on a wet field
4. A batter leaning back so they don't get hit by a ball
5. A group of young boys playing baseball in the rain

1. Agirlin a park area flies
a multi-colored kite.

2. Agirl flying a kit in the
sky

3. Ayoung woman flying a
rainbow colored kite.

4. A personin alarge field
flying a kite in the sky.

5. A woman looks up at her
colorful sailing kite.

5
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Overview

* Brief overview of current approaches

e Our main motivation

* The proposed semantic attention model

* Evaluation results

| HAJIN
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Brief Introduction of Recurrent Neural Network

e Different from CNN * Unfolding over time
= Feedforward network
Outputs Vi
ht | ) ‘ Outputs ‘
= _ iy c
Hidden Units Hﬂ‘ " s U ‘ Hidden Units ‘ 5
5 ¢ A t-1
Xt ht_1 - Convolutional Neural Network . ‘ Inputs ‘ ‘ Hidden Units ‘ B
Inputs A t-2
‘ Inputs ‘ ‘ Hidden Units ‘
A B
ht = f (Xt’ ht—l) - AXt + Bht—l ‘ Inputs ‘
Yi = Cht

Backpropagation through time

J20l TIATTM
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Applications of Recurrent Neural Networks

* Machine Translation

* Reads input sentence “ABC” and produces “WXYZ"

Y

Y
) 4
v
h 4
Y
Y

_____________________________________________________________________________________________________________

Encoder RNN Decoder RNN

mol FIATIM
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Encoder-Decoder Framework for Captioning

* Inspired by neural network based machine
translation

JO]

Image
Recurrent Neural Network
 Some | [elephants| (bank |
L =~log p(w|1)
t=1 L =
Convolutional Neural
MNetwork
#Starté (Some|  [river) [bank|

Some elep aming ar
on ariver bank.

* Loss function
=l TIAJIM
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Our Motivation

* Additional textual information
— Own noisy title, tags or captions (Web)

P tech photos [ lllustrations & Vectors 203604 recults  Sort by Relevance v

1:--.

ltl
Boig
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Our Motivation

* Additional textual information
— Own noisy title, tags or captions (Web)
— Visually similar nearest neighbor images

A woman in pigtails Two men are Two woman are A woman in a white dress A man in a red shirt Two men are standing

talks to the red- holding hands and walking by with a bouquet talks with  jooking to his right  outdoors on a sunny
hatted man under walking through a discussing an older manasawoman  whilea ladyina  day holding pieces of a

the shade of a tree grassy area something walks away in the black and green new item, possibly a
seriously background and a jacket walks behind  small grill, while one of

younger man in a suit him the men studies the

looks on from afar assembly instructions

" |
J i . S

Title: mike and his Title: father walks Title: Robin & Eric 1 Title: newlyweds Tag: the HH team Title: Gayer, Fatter,

cool sunglasses her down the aisle Tag: wedding laugh in an exclusive More Married
snap ...a real Tag: mistakes idiots
cherished future divorcee

| SCHOOL OF ENGINEERING DEPARTMENT OF
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Our Motivation

* Additional textual information
— Own noisy title, tags or captions (\Web)
— Visually similar nearest neighbor images
— Success of low-level tasks
* Visual attributes detection

Tmal HAJIM TME
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Image Captioning with Semantic Attention

* Big idea

| attention

0.2 v
01 “@-surfboard
wave

5 “-surfing
&

&Q/}g

HIAJINM
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First Idea

* Provide additional knowledge at each input node

g |-

" Conwolutional Neural Network

Visual Features: 1024
GoogleNet
LSTM Hidden states: 512

Training details:

Recurrent Neural Network 1 ) 256 Imagelsentence
pairs

2. RMS-Prob

Retrieve Tags, tiles,
descriptions

=y
* Concatenate the input word and the extra attributes K
ht = f (X ht—l) = f ([w, W, K + b], ht—l)

* Each image has a fixed keyword list

Keywords,
key-phrase "| extraction

" SCHOOL OF ENGINEERING
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Using Attributes along with Visual Features

* Provide additional knowledge at each input node

Retrieve Tags, titles,

descriptions
from weak annotated Heywords,
: key-phrase
images

h,=f(v,h)=W,[v;;W,K +Db]
* Concatenate the visual embedding and keywords for h,

zol FIATIM
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Attention Model on Attributes

* Instead of using the same set of attributes at every
step

* At each step, select the attributes (attentlon)

Keywords.
key-phrase

a, = softmax(WTVK)

att(w,, K)=>" a,k,

mol FIATIM
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Overall Framework

* Training with a bilinear/bilateral attention model

E]-@C Word
Image ~ @
P

AttrDet 1 | ™
AttrDet 2 R
AttrDet 3 {A} L@—ILNN
L] N \
® AN
. N N
AttrDet N | ./ AN @
N\

| CNN {;5: ¢1

A

A

y

-*-surtboard

>¢wave

A

“surfing

FHIAJIM

£
2 SCHOOL OF ENGINEERING
d-_ #o W b I‘Lll:.]_'! 'q-l.' li_"\l!_ L.En

UNIVERSITY v ROCHESTER




Visual Attributes

* A secondary contribution

* We try different approaches

vase flowers bathroom table glass sink blue
small white clear

sitting table small many little glass different
flowers vase shown

vase flowers table glass sitting kitchen water
room white filled

TMENT OF |2
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Performance

* Examples showing the impact of visual attributes on captions

awoman 1s

|
|
|
|
|
|
a vellow and :
|
|
|
|
|

a whate plate a baby 15 eating | |aclose up of a a teddy bear A person 18 holding a cell Ia traffic licht is
Google NIC| | [topped with a a piece of plate of food on| |sitting on top of | [holding colortul s | e g black train on a
T ‘ . phone in her ona city street. i
variety of food | |paper. atable a chair umbrella. fisiaca I track.
Top-5 visual EPl.até l.}mf"mh treh Ersing ‘cake table plate | teddy cat bear Eu%nbrel-l.a Ibeach e I street sign cars !ram'traci{s |
; ifries food toothbrush . : . water sitting ‘bathroom her I i clock tower
attributes, i ] . 4 s‘lttmg bu‘lhday stuffed white . [t ‘clock tratfic
_______________ drench ' ‘holding baby | | o boat 0 iscissorsman | down
E ia plate with a : a baby witha | @ table topped” ! W hite teddy - E Eablack vy b jAVOIan i ! a street with LBl travelmgi I
| ! . il o 'u 1th a calee 'bear sitting | ‘umbrella sittmg | holding a pair I _ o downtracks |
. ATT-FCN: |}sandwich and itoothbrushmn -+ | 0" ooy P : Sy ‘cars and a H i
: {fronch fries. | 'its mouth W ith candles on: mexttoa + ontop of a . jof seissorsin | clock tower nextto a r
bl s S WA et P BReeoracial - stuffed animal _ sandy beach . ‘herhands | G st L TR g

B APDPIIEDY
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Performance on the Testing Dataset

* Publicly available split

Flickr30k MS-COCO
Model B-1 B-2 B-3 B-4 | METEOR | B-1 B-2 B-3 B-4 | METEOR
Google NIC [35] | 0.663 | 0.423 | 0.277 | 0.183 — 0.666 | 0.451 | 0.304 | 0.203 -
m-RNN [206] 0.60 | 041 | 028 | 0.19 — 0.67 | 049 | 035 | 0.25 -
LRCN [¥] 0587 | D39 | 025 9165 — 0.628 | 0.442 | 0.304 | 0.21 -
MSR/CMU [4] — — - 0.126 0.164 — - - 0.19 0.204
Toronto [36] 0.669 | 0.439 | 0.296 | 0.199 0.185 0.718 | 0.504 | 0.357 | 0.250 0.230

Ours-CON-£-NN | 0.619 | 0.426 | 0.291 | 0.197 0.179 0.675 | 0.503 | 0.373 | 0.279 0.227
Ours-CON-RK 0.623 | 0.432 | 0.295 | 0.200 0.179 0.647 | 0.472 | 0.338 | 0.237 0.204
Ours-CON-FCN 0.639 | 0.447 | 0.309 | 0.213 0.188 0.700 | 0.532 | 0.398 | 0.300 0.238
Ours-MAX-k-NN | 0.622 | 0.426 | 0.287 | 0.193 0.178 0.673 | 0.501 | 0.371 | 0.279 0.227
Ours-MAX-RK 0.623 | 0.429 | 0.294 | 0.202 0.178 0.655 | 0.478 | 0.344 | 0.245 0.208
Ours-MAX-FCN | 0.633 | 0.444 | 0.306 | 0.21 0.181 0.699 | 0.530 | 0.398 | 0.301 0.240
Ours-ATT-£-NN | 0.618 | 0.428 | 0.290 | 0.195 0.172 0.676 | 0.505 | 0.375 | 0.281 0.227
Ours-ATT-RK 0.617 | 0.424 | 0.286 | 0.193 0.177 0.679 | 0.506 | 0.375 | 0.282 0.231
Ours-ATT-FCN 0.647 | 0.460 | 0.324 | 0.230 0.189 0.709 | 0.537 | 0.402 | 0.304 0.243

3 HIAJIM
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Performance

* MS-COCO Image Captioning Challenge

Al B-1 B B-3 B-4 METEOR ROUGE-L CIDEr
£ c5 | c40 c5 | c40 c5 | c40 c5 | c40 c5 | c40 c5 c40 c5 | c40
ATT 0.7311| 0.92 |0.5651 | 0.8152 [ 0.4241 [ 0.7092 | 0.3161 | 0.5992 | 0.2503 | 0.3354 [ 0.5351 | 0.6821 | 0.9431 | 0.958
ov 0.7136 | 0.8953 | 0.542¢ | 0.8024 | 0.4074 | 0.694,4 | 0.3095 | 0.5873 [ 0.254; | 0.346, | 0.5305 | 0.682; | 0.943; | 0.9464

MSR Cap | 0.7155 | 0.9071 | 0.5435 | 0.8191 | 0.4074 | 0.7104 | 0.3083 | 0.6011 | 0.248, | 0.3395 | 0.526, | 0.6803 | 0.9315 | 0.9373
mRNN 0.7164 | 0.8906 | 0.5454 | 0.7986 | 0.404¢ | 0.68T6 | 0.299¢ | 0.5756 | 0.242q | 0.325z | 0.5216 | 0.6666 | 0.9174 | 0.9354
Common Objects in C External

@ Overview |® Challenges~ ® Download ol Evaluate~ i= Leaderboard~

Table-C5 Table-C40 Challenge2015

Last updated: 01/23/2016. Flease visit Codalab for the latest results.

CIDEr-D » Meteor ROUGE-L BLEU-1 BLEU-2 BLEU-3 BLEU-4

ATTE 0.958 0.335 0.682 0.9 0.815 0.709 0.599
Googlel” 0.945 0.346 0.682 0.895 0.802 0.694 0.587
MSR Captivator!'®] 0.937 0.339 0.68 0.907 0.812 0.71 0.601
m-RNN 0.935 0.325 0.666 0.89 0.798 0.687 0.575
Berkeley LRCNE! 0.934 0.335 0.678 0.895 0.804 0.695 0.585
MSRIT 0.925 0.331 0.662 0.88 0.789 0.678 0.567
AcyTl 0.924 0.329 0.672 0.892 0.803 0.694 0.582
Mearest Neighborl'™ 0916 03128 0.648 0.872 0.77 0.655 0.542
Humant! 0.91 0.335 0.626 0.88 0.744 0.603 0.471
Tsinghua Bigeyel*?! 0.908 0.332 0.663 0.8a81 0.783 0.67 0.558
S qf:l::'l:'['i:}OL-{jF E . m-RNN (Baidu/ UuCLA)' 0.896 0.32 0.568 0.89 0.801 0.69 0.578

B APDLIED SC i
UMW ERSLT Y = Rt Montreal/Torontol' 0.893 0.322 0.654 0.881 0.779 0.658 0.537




Captioning with Emotion and Style

Image Captioning at Will: A Versatile Scheme for Effectively
Injecting Sentiments into Image Descriptions

Submitted for Blind Review
Paper ID: 3

ABSTRACT

Automatic image captioning has recently approached human-level
performance due to the lalest advances in computer vision and natu-
ral language understanding. However, most of the current models
can only generale plain factual descriptions about the content of a
given image. However. for human beings, image caption writing is
quite flexible and diverse, where additional language dimensions,
such as emotion, humor and language styles, are often incorporated
to produce diverse, emotional, or appealing captions. In particular,
we are interested in generating sentiment-conveying image descrip-
tions, which has received little attention. The main challenge is
how io effectively inject sentiments into the generated captions with-
out altering the semantic matching between the visual content and
the generaled descriptions. In this work, we propose two different
models, which employ different schemes for injecting sentiments
into image captions. Compared with the few existing approaches,
the proposed models are much simpler and yet more effective. The
experimental results show that our model outperform the state-of-
the-art models in generating sentimental (i.e., sentiment-bearing)
image captions. In addition, we can also easily manipulate the model
by assigning different sentiments to the testing image to generate
captions with the corresponding sentiments.

1) a plate of delicious food including
french fries

2) the plate has one of my favorite
foods on it french fries

lNEG

1) it was disgusting food not just bad food

2) the meat on the burger looks like cisgustng food

Figure 1: Anexample of injection sentiment into the generated
image caption. There are two research problems: 1) injection of
sentiments, where the sentiment related words are highlighted
in colors: and 2) controllable injection of sentiments, where
POS and NEG stands for positive and negative sentiments, re-
spectively.

impaired people. More importantly, the advances made in solving
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A Simple Framework

CONV FCs
Layers

CNN Encoder

. Sentiment Unit

Figure 2: Direct injection of sentiment. We concatenate the sentiment label
of the Recurrent Neural Network. The value of sentiment unit can only b
sentiment. When training the model, the value of the sentiment unit is fro
given one image, we can supply different values to the sentiment unit to pr

(b) Proposed LSTM with A Sentiment Cell

Figure 3: Comparisons between the traditional LSTM cell and
the proposed LSTM with a sentiment cell. The sentiment cell s
is similar to the memory cell ¢, where information is propagated
over the sequence. Different from the memory cell, we initialize
the starting state s; by the sentiment label. In addition, the
sentiment loss is also included to pilot the propagation of the
sentiment information.
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Examples

D: a beautful picture of a beautiful river D: an adorable baby elephant standing D: a great group of 2ebras are standing D: a great group of people playing a

with a great view of a bridge next to 3 baby elephant n a field game of frisbes on the beach
$: a nice boat is traveling on the ranguil §$: a great group of elephants standing in §: 3 beaut®l image of a herd of zebras $: a nice group of people on a fantastic
water a field in a3 sunny field beach playing with a fisbee

(a1} (a2) (a3) (a4)

D: a cute baby is laying on a blanket D: a train that is sitting on a train track D: a teddy bear is sitting on a red char O: a happy man standing on top of a
next to a teddy bear §: a beautful blue and white train S: a teddy bear sitting on a table with 3 train on 3 sunny day
$: a newbom baby is holding a stuffed traveling through a train station birthday cake §: an awesome photo of a beautiful
animal woman standing on the beach

(a5) (ad) (a7) (a8)

(a) Examples from the Positive Testing Set.
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Examples

D: abad view of acold beer and a cold D: acrappy picture of a kitchen with a D: alonely street sign in front of a D: a stop sign is in the middle of a lonely
drink stove and marowave camaged building strest
§: aterble picture of a laptop and a cup 5: a kitchen with astove asnkand a §: an ugly building has a clock on it §: a street sign that has been vandalz=d
of coffee criy wandow with stickers on it

(b1) {b2) {b3) (b4)

D: a bac view of a damaged truck ona D: aman takes a seffie n the bathroom D: aman surfing on a surfboard in the D: a crazy horse standing in front of 2
lonely road miror ooean dying tree !
§: awhite truck is parked on the side of §: a man takes a crappy photo of §: a man riding a surfboard on top of a §: a crazy horse & standing in a field
the road himself in a crappy mimor wave in the ocean near 3 fence

(b5) (bB) (b7) (b8)

(b) Examples from the Negative Testing Set.

Figure 4: Examples of the generated captions with sentiments for the proposed two models on the positive and negative testing sets,
respectively (D for direct injection and S for sentiment flow). Positive and negative sentiment words are highlighted in green and
orange color, respectively. (al)-(ad) and (b)-(b4) are examples, where both models produce captions with the matching sentiments.
(a3)-(a6) and (h5)-(b6) are the examples only one model produces the captions with sentiment. There are no sentiment related words
in (a7) and (b7). Meanwhile, the sentiment captions do not match the content of the given images in both (a8) and (b8).
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Integrating Scene Text and Visual Appearance
for Fine-Grained Image Classification  xinggaieta

o

(a) BARBERSHOP BARBERSHOP (b) CAFE CAFE (c) BAKERY BAKERY

BARBER: | COFFEE: 0.97 CAKES: 0.57 STARBUCKS:
SHOP, 7.8c-7 ESPRESSO: 0,03 PASTRIES: 0.43 SCOFF: 1.1c-8
MENUS: 2 8c-8 CAPPUCCINO: 1.0¢-10 OPEN: 5.5¢-9

ROOM: 1.2=-11 ITALIAN: 22-12 EGGO: 1.1e-10

BARBS: 3.8-18 DANISH: 3.1e-11

() ROOTBEER ROOTHEER (f) CHABLIS CHABLIS (g) BITTER BITTER (h) GUINNESS GUINNESS
ROOT: (.89 CHABLIS: 099 BITTER: 0.99 GUINNESS: 1

BEER: 0.11 FRANCE: 8712 BROWN: 4.05-5 SPECIAL: 1.6e-25
BREWED: 13c-6 FRANC: 1112 PREMIUM: 359 EXPORT: 6.4c-27

PURE: 24c-7 YIN: 24c-16 SPECIAL: 289 QUINES: 1.3-30

MICRC: 1.1e-9 CON: 2318 ENGLISH: 9.4e-11

MADE: 3.8-10 CONTROL: 1.9%-18 EXTRA: 6.11e-11

NATURAL: 27e-11 BOUTIQUE 2 %-19

RICH: 1%-11 AFFILIATION: £.2e-20

EFL: 55¢-12

e -

(1) PETSHOP COUNTRYSTORE (3) FUNERAL MOTEI (k) CREAMSODA RIRCHAFER (1) GUINNESS BITTER
PET: 0.36 CHAPEL: 0350 SWEETENED: 0,93 GUINNESS: 0.50
STORE: 0.44 MEMORIAL: 0.50 CREME: 0.07 BITTER: 0.50

THE T.4e-13 WOODEN; 1.5%-090 OUNCES: 26c-5

VILLAGE 55-14
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TGIF: A New Dataset and Benchmark on
Animated GIF Description

Yuncheng Li, Yale Song, Liangliang Cao, Joel Tetreault,
Larry Goldberg, Jiebo Luo
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Overview

Online Crowd
Users Warkers U [yorural |
DAG STere
m Language
J Descriptions |

. o R R e
(GIF Generation) (

Figure 1. Our TGIF dataset contains over 100K animated GIFs
and over 120K natural language descriptions. (a) Online users
create animated GIFs that convey short and cohesive visual sto-
ries, providing us with well-segmented video data. (b) We crawl
and carefully filter high quality animated GIFs, and (c) we crowd-
source language descriptions with extensive quality controls to en-
sure strong visual/textual association.
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Comparison with Existing Datasets

TGIF M-VAD MPI-MD LSMDC COCO
(a) | 125781 46523 68375 108470 616,738
) | 10 6 6 6 9

() | 11,806 15977 18,895 22,898 54,224
@ | 1128 310 34.7 468 1189

Table 1. Descriptive statistics of several datasets: (a) the number
of sentences, (b) the median number of words in a sentence, (c)
the vocabulary size, and (d) an average term frequency, which is
the average number of times each word appears in the dataset.
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Examples

_ skate boarder i

doing trick on his skate a gloved hand opens to
board. reveal a golden ring.

the vehicle is moving fast

a sport car is swinging on _
into the tunnel

the race playground
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Contributions

* A large scale animated GIF description dataset for promoting image
sequence modeling and research

* Performing automatic validation to collect natural language descriptions
from crowd workers

* Establishing baseline image captioning methods for future
benchmarking

* Comparison with existing datasets, highlighting the benefits with
animated GlFs

FHIAJIM
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d-_ #o W b I‘Lll:.]_'! 'q-l.' li_"\l!_ L.En

UNIVERSITY v ROCHESTER




In Comparison with Existing Datasets

* The language in our dataset is closer to common language
* Our dataset has an emphasis on the verbs
* Animated GlFs are more coherent and self contained

* Our dataset can be used to solve more difficult movie description
problem

FHIAJIM
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Machine Generated Sentence Examples

N (6.11): the cat is playing
with a piece of paper.

S (13.78): two men are a
| man is sitting in a chair and
5 % falls a little group of people
18 are a ball player.

™ | (46.61): a soccer player is
scoring a goal and then
falls.

r_ ﬂ FIATINM PARTMENT OF !5-”' His
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Machine Generated Sentence Examples

N (8.00): two shiny brown
things are moving in air.

S (16.41): of a group of
people and then a man with

his hands are two men
sitting in a pool of water.

L (26.95): aman and a
woman are kissing in the
water.

nearest neighbor (N), SMT-FrameNet (S), and LSTM—Fmetune (L).

- o I—IAJ'H\«:[ _ .4__ (R
i oy o SRR s el Enm “f,

-
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Machine Generated Sentence Examples

N (6.31): a singer drops his
| microphone and leaves.

S (7.57): is dancing on the
beach with his two men are
in a suit on a man.

w L (9.01): adog is running
through the snow.

r:‘_— | FIAJIM
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Comparing Professionals and Crowd-workers

Crowd worker: two people are kissing on a boat. = Crowd worker: two men got into their car
Professional: someone glances at a kissing couple and not able to go anywhere because the
then steps to a railing overlooking the ocean an wheels were locked.
older man and woman stand beS|de him. Professional: someone slides over the

3 camaros hood then gets in with his partner
he starts the engine the revving vintage
car starts to backup then lurches to a halt.

More: http://beta-
(7 web2.cloudapp.net/ls
Crowd worker a man in a shirt and tie sits beside a person who is mdc sentence comp

covered in a sheet. arison.html
Professional: he makes eye contact with the woman for only a second.

DEPARTMENT OF
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Movie Descriptions versus TGIF

* Crowd workers are encouraged to describe the major visual content
directly, and not to use overly descriptive language

* Because our animated GlFs are presented to crowd workers without
any context, the sentences in our dataset are more self-contained

* Animated GIFs are perfectly segmented since they are carefully
curated by online users to create a coherent visual story
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Code & Dataset

* Yahoo! webscope (Coming soon!)
* Animated GIFs and sentences
* Code and models for LSTM baseline

* Pipeline for syntactic and semantic validation to collect natural
languages from crowd workers

WEBSTOPE

AHOQ

RESEARCH

JATINA
T
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FALL , EHEKIRERS , PERE1 094
B, FRmeEINNITEDTEN47.289) , L5
THRERIR20.78% , BEAFENMTRIAEES )L
BERERE B H297 %/ E8.2297,

HRATEHERREEmARLL ( 2014-2016)

2014 A T HHEE ™ 2016 A T EEE S

185 A% 97 97

125 A% 845 845

65 A% 55.5 55.5
GOOg |Ie a8 265 47.28
Fkk ] 372
Baidu =11 235 3292

Sogou ) 22 3225 S
Bing PR 135 31.98
Xiaolce Rk 2448
SIRI 23.94
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Vision and Language: Part |l

Tao Mei

Senior Researcher, Microsoft Research Asia
http://research.microsoft.com/en-us/people/tmei/
ICIP 2017 Tutorial, Morning, Sept 17, 2017



Computer Vision
Since the beginning of Artificial Intelligence

“Connect a television
camera to a computer
and get the machine to
describe what it sees’

—Marvin Minsky (1966)




1973

Computer vision: 50 years of progress

_C)

Fischler & Elschlager Boosting + Cascade HOG DPM SUN DNN, Everywhere
(Structural = SPEEd, 13K (Histograms (Deformable
Representation) citations of Oriented Parts Model)
Gradients), MS COCO,
9K citations MSR VTT,
Visual Genome,
ActivityNet,
SIFT (Scaled Constellation SURF (Speed ImageNet, DNNs for Sports 1M,
Invariant Model Up Robust Caltech ImageNet YFCC100M,
Feature FEELIE, TS Pedestrian oS, ol Youtube-8M,
Transform), citations citations
35K citations Open Images,
PASCAL VOC
LabelMe
() () () () () () () () () ()
\/ \/ U/ \/ \/ \/ \/ \/ U/ \/
1999 2001 2003 2005 2007 2008 2009 2010 2012 present



Image and video understanding: core problems

[

' g \
Segmentation Detection Classification , Captioning/VQA Storytelling :
(pixel) (region) (image/frame) : (image/clip) (collection) :
| |
-
- —— 4 e | |
u l‘g § ! :
outdoor ] L ]
1. -1 we have a goodf
horse fl“person riding a . |
: : g time inthe §
grass #horse in a field 3 |
I party... l
person | 5 |
t | |
A | |
| |
| |
\ J

Vision and Language



Deep learning to

"describe what a 3-year-old child sees”

» Image/video recognition: classification,
detection, segmentation

“describe what a 5-year-old child sees”
- Vision to language
+ Image captioning
 Video captioning & commenting
- Visual question-answering




Image Captioning

oy v

“I think it's a boat is docked in front of a building.” “Sasha Obama, Malia Obama, Michelle Obama, Peng
https.//www.captionbot.al/ [Microsoft CaptionBot] Liyuan et al. posing for a picture with Forbidden City
(n the background.” [Xiaodong He, 2016]



https://www.captionbot.ai/

Video Captioning Video Commenting

“a group of people are dancing” “I love baseball” “Not just beautiful”

[Pan and Mei, CVPR’'16] “That's how to play baseball”  "You are so beautiful”
“That's an amazing play” “Goddess doesn't need
[Li, Yao, Mei, MM'16] plastic surgery”

[Li, Yao, Mei, MM'16]



Vision to Language

robotic vision

=HE” . BAND~
CEaT RS
Eml B §
FECHSERE P
IR RS RS
M~ sonEa
LBERRDSAeE
ARG AR
S e e
dELNEES S0

multimedia search  movie description for blinded seeing chat bot



This tutorial will talk about

vision language

caption datasets

»— comment

"
A alignment

sentiment

Image

evaluations

open issues

video

NEICHEIRS



Outline

* Image and video captioning

* caption = object localization/recognition + object relationship + language
* nouns (objects, people, scenes)
* adjectives (attributes)
* verbs (actions)
* prepositions (relationships)

* Video commenting

* Video and language alignment
* Datasets and evaluations

* Open Issues

* Learning materials

10



Image captioning: basic idea

b
1 t 1
) - s f )
< B Ed y
z . a dog leaps
S ¥ "\ <@ a Frisbee on
% leaps the grass”
§ frisbee ® 2
J dogO \ )
O O
\ grass
embedding
 Transforming an image to a vector in visual space - Methodologies
« CRF, CNN, Semantic Vector, CNN+Attention « Search-based
- Transforming description to a vector in semantic space - Language template-based
 Collection of words (BoW), sequence of words (RNN) - Sequence learning-based
. C t; Sl Generation: learning-decoder
reating an emboe INg space « Translation: encoder-decoder

- Language template (FGM, ME), RNNs (Encoder-Decoder), LSTM

"



Image captioning: basic idea

~

AlexNet

[A. Krizhevsky,
2012]

\.

C
.0
-
©
& —
™ s~ X
Y
(%)
C
()
—
-+
_—y
§§~
]

Convolutional Neural Networks

g
Inception

[C. Szegedy,
2014]

\.

\

(

VGG

[K. Simonyan,
2015]

\.

\

fem] [mes] [
@
i34
= w
— ‘a dog leaps
\| <@ a Frisbee on
' Ieapso the grass"
frisbee
dogO L )
© Esrass
N
emb'edd.ing
=~ —_y
_—y
_— ~ -
=~ Sy
4 \ - N
ResNet Inception-
[K. He, 2015] ResNet
[C Szegedy, 2016]
\ ) L
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Image captioning: basic idea

tyansformation

OO
classification

Recurrent Neural Networks

captioning

oD @D e

[

| N

translation
(seq-2-seq)

~

“a dog leaps
a Frisbee on
the grass”

«
leaps
frisbee Ol
dOgO \
© O
\ grass

~ . embedding

generative model
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Image captioning

 Search-based approach [Farhadi, ECCV10; Ordonez, NIPS11; Frome, NIPS13; Socher, NIPS14; Karpahty,

CVPR15; Devlin, ACL15]

Extract High Level Information Top re-ranked images

i uery Image

Matched Images &
extracted content

Top associated captions
Across the street from Yannicks
apartment. At night the
headlight on the handlebars
above the door lights up.

The building in which | live. My
window is on the right on the
4th floor

This is the car | was in after they
had removed the roof and
successfully removed me to the
ambulance.

| really like doors. | took this
photo out of the car window
while driving by a church in
Pennsylvania.

14



Image captioning

« Search-based approach [Farhadi, ECCV10; Ordonez, NIPS11; Frome, NIPS13; Socher, NIPS14; Karpahty,
CVPR15; Devlin, ACL15]

image - sentence score Sy
sum

Image Embedding:
Learning visual representation by CNN

T E&Lﬁ

Sentence Embedding: VT S
BoW, N-gram Models, Recursive
Tensor Neural Networks...

score

“a dog jJumping

over a hurdle” . : :> S

15



Image captioning
- Language template-based approach [Feng, ACL10; Yang, EMNLP11; Kulkarni, PAMI13; Fang, CVPR15]

Image word detection (s-v-0)
Woman, crowd, cat, camera, holding, purple. crowd

‘holdin

Language generation (maximum entropy)
A purple camera with a woman.

A woman holding a camera in a crowd.

A woman holding a cat.

Semantic re-ranking (deep embedding)

A woman holding a camera in a crowd.

16



Image captioning

Sequence learning-based approach
[Google15, Stanford15, Berkeley15, Baidu/UCLA15, UdeM15, Rochestel,_ﬁ}_ N\

a

softmax

LSTM pP—{ LSTM
:r _______________ | [Vinyals, CVPR15; C LSTM
1 ' ’
" CNNRep | CVPR15; Mao,
| Attributes | | [Wu, CVPR16¢ Pan, 2016} ==~ B _===="__
i : e mnlEEEENlEEEE=EE e ——-
; Attention i [Xu, ICML15; You, CVPR16]
1 1
1
| Region | ! [Karpathy & Fei-Fei, CVPR15]
1 1
1 1
!__I:S_TIYI_-_E?f?fI_er__E [Sutskever, NIPS14] #start a
[1,0,0... 0] [0,1,0,...,0]

* Note that this figure only shows prediction process.

mM ATAN

dog

AL /[\».,

leaps

softmax

softmax

YT

*

LSTM

M,f\ S
#end
softmax
eoo LSTM
[ I BN ] LSTM

frisbee
[0, 1,0, ..., 0]

17



Image Captioning with X

[bananas: 1] [market:
0.99] [table: 0.51]
[people: 0.43]
X = visual attention X = visual attributes X = entity recognition X = dense caption
[Xu, ICML'15] [You, CVPR'16, Wu, [Tran, CVPR'16] [Johnson, CVPR'16]

CVPR'16, Yao, arxiv'16]

18



Image Captioning with Visual Attention

 Image captioning with attention
mechanism [Xu, ICML15; Cho, 2015] .

» Learning stochastic “hard” vs.
deterministic “soft” attention

Swlwiwibll B FE
R EEREEEE

bird flying over body water

14x14 Feature Map

1. Input 2. Convolutional
Image  Feature Extraction

A woman is throwing a frisbee in a park.

Xu, et al. "Show, Attend and Tell: Neural Image Caption Generation with Visual Attention,” ICML 2015.

[A____

[bird
flying
over

a
body
of
water

3. RNN with attention 4. Word by

over the image word
generation

19



Image Captioning with Visual Attributes

- Visual attributes: a high-level representation w/ concept detector responses
 Video search with high-level concepts [TRECVID, 2006]
« Object bank for image classification [Li & Fei-Fei, NIPS'10]
-« High-level concepts for captioning and question-answering [Wu & Shen, CVPR'16]

Attributes: o . ‘. = Attributes: Y

[piano: 0.930] [hand: 0.71] [bananas: 1] [market: 0.995] [bunch:
[music: 0.672] [keyboard: 0.553] [table: 0.51] [flowers: 0.454]
0.624] [people: 0.431] [yellow: 0.377]

LSTM: a man is playing a

LSTM: a group of people standing

guitar around a market.
LSTM-E: a man is playing A-LSTM: a group of people standing
a piano around a bunch of bananas.

 Joint learning w/ recognizable attributes: relevance + coherence [Pan, CVPR'16]
« Image captioning [A-LSTM]: explicitly emphasize attributes together with visual content
 Video captioning [LSTM-E]: implicitly emphasize video content with “relevance” reqularizer

20



A-LSTM: image captioning w/ attribute-LSTM (a0 & mei, anivig

ETU
B Dmm jﬂﬂ):—» LSTM > LSTM ] LSTM —> cece —>| LSTM
i t

________________________________________ X
Visual representation by DCNN
TS Ts TS
[dog: 0.95] °e°
[frisbee: 0.83]
[outdoor: 0.82] T Wy w1 Wn-1
[grass: 0.81] a
[leap: 0.45]

Visual Attributes by MIL  Attributes

21



lmage captioning

Cornrmon Objecs ir Conlext Home People Explore External

O overview | Challenges ~ ® Download ot Evaluate~ = Leaderboard ~

« lLeaderboard of MS COCO
o o . Table-C5 Challenge2015
I m a g e C a pt I O n I n g Last updated: 07/12/2016. Please visit Codalab for the latest results.

CIDEr-D v Meteor ROUGE-L BLEU-1 BLEU-2 BLEU-3 BELEU-4 date

° Ra n k 1 i n bOth eXte rn a | a n d MSM@MSRAIT 1.003 0.35 0.7 0.919 0.842 0.74 0.632 2016

06-08

Internal ranklng |IStS’ In terms Of a” THU_MIGE" 0.928 0.336 0.628 0.913 0.833 0727 0616 ;gj,;:
performance metrics (July 21)
ChalLs® 0.97 0.34 0.679 0.898 0.809 0.701 0.59 o

AugmentCNNwithDet®  0.968 0.34 0.683 0.905 0.815 0.706 0.507 206"

+ COCO dataset 9
5T 23,287 images (82,783 fOI‘ training ATT® 0.958 0335 0.682 0.9 0.815 0.709 0.599 ET:;

+ 40,504 fOI" Va“dation) MSRA-MS 4! 0.954 0.322 0.677 0.901 0815 0.705 0.591 ;gjg

- 5 sentences per image (AMT workers) fonimonin os6 o6 os oo osw  omi oer  2®
Google™ 0.946 0.346 0.682 0.895 0.802 0.694 0.587 ;2;59_
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http://mscoco.org/dataset/#captions-leaderboard

Attributes

[boat: 1]
[water: 0.92]
[river: 0.645]
[small: 0.606]
[dog: 0.555]
[body: 0.527]
[floating: 0.484]

Generated Sentences

LSTM: a group of people on a boat
in the water.

CaptionBot: | think it's a man with a
small boat in a body of water.

A-LSTM: a man and a dog on a
boat in the water.

Ground Truth

(1) an image of a man in a boat with
a dog

(2) a person on a rowboat with a
dalmatian dog on the boat

(3) old woman rowing a boat with a
dog

Attributes

[bananas: 1]
[market: 0.995]
[outdoor: 0.617]
[bunch: 0.553]
[table: 0.51]
[flowers: 0.454]
[people: 0.431]
[yellow: 0.377]

Generated Sentences

LSTM: a group of people standing
around a market.

CaptionBot: | think it's a bunch of
yellow flowers.

A-LSTM: a group of people
standing around a bunch of
bananas.

Ground Truth

(1) bunches of bananas for sale at an
outdoor market

(2) a person at a table filled with
bananas

(3) there are many bananas layer
across this table at a farmers market

Attributes
[flying: 0.877]
[plane: 0.598]
[airplane: 0.528]
[lake: 0.495]
[water: 0.462]
[sky: 0.443]
[red: 0.426]
[small: 0.365]

Generated Sentences
LSTM: a group of people flying kites
in the sky.

CaptionBot: | think it's a plane is
flying over the water.

A-LSTM: a red and white plane
flying over a body of water.

Ground Truth

(1) a plane with water skies for landing
gear coming in for a landing at a lake

(2) a plane flying through a sky above
a lake

(3) a red and white plane is flying over
some water
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Image Captioning with Semantic Attention (Attributes)

step. [You, CVPR'16]

|
riding !
man i N
surfboard |
ocean | : - !
water ! I
surfer | [attention || f
I

surfing

()

<« VvV ¥ v

,,,,,,,,,,,,,

Image

\ 4

person
board

v
-o-surfboard
»¢wave
&

“-surfing

You, et al. "Image Captioning with Semantic Attention,” CVPR 2016.

AttrDet 1

\ 4

AttrDet 2

Y

AttrDet 3

Y

AttrDet N

\ 4

CNN

Instead of using the same set of attributes at every step, select attributes at each

Ty = po(v) = W%

hi = RNN(h;_1, z;)

Yi ~pr = o(hi, {Ai})

T, = ¢(Yi1,{Ai}), 1>0
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Rich Image Captioning in the Wild rran, cver16)

& !
sp sk ¥
R @ ce
. f ")

R
:"-;:?"-,

| Caption engine |

Landmark
<|:
A small boat in Ha Long

Celebrity » Language Model
Confid | high Bay
: onfidence
{ Word tagging - | Model 1<

low .. .
I This image contains: water,
I boat, lake, mountain, etc.

Features vector > DSSM

- Entity recognition: extreme classification w/ large set of celebrities (precision
99% coverage ~60%) [Guo, 2016]

« Language model: maximum entropy [Fang, CVPR15]
- Word tagging & feature: ResNet [He, CVPR16]
« Deep Structured Semantic Model [He, CIKM13]
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Dense Image Captioning pohnson & Karpathy, cvpr16]

a parked motorcycle. a man on a bicycle. a man
riding a bicycle. the back wheel of a bike. front
wheel of a bicycle. a window on the building. a red
brick building. window on the building.

a green jacket. a white horse. a man on a horse.
two people riding horses. man wearing a green
jacket. the helmet is black. brown horse with white

mane. wmte van parked on the street. a paved
sidewalk. green and yellow jacket. a helmet on the
head.

Figure courtesy of [Johnson, Karpathy, and Fei-Fei, CVPR16]

two men playing tennis. man holding a tennis
racket. tennis racket in mans hand. man with short
hair. tennis racket in mans hand. man wearing a
white shirt. a man with short hair. tennis racket in
mans hand. a red and black bag. a tennis racket. a
white temlq tet
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Dense Image Captioning pohnson & Karpathy, cvpr16]

Image:
3xWxH

"

Conv features:
CxWxH

Region features:

CNN

BxCx X XY Region Codes:

Striped gray cat

Cats watching TV

Conv features:

CxWxH

Region scores:

kxW xH’

]

BxD

® ®

®

Recognition
B o) Network
e " Localization Layer TTTTUe---—l______
Region Proposals: Sampling Grm
4k x W' x H’ Best Proposals: BxXxYx2
Bx4
— | Conv xl]l— i
. Grid
Sampling —> Generator

Bilinear Sample:® J

Figure courtesy of [Johnson, Karpathy, and Fei-Fei, CVPR16]

>

]

Region features:

BxS12 X7 %T
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Challenges for video captioning

 Video captioning is much more complicated

« Learning video representation

- frame: visual objects (AlexNet, GooglLeNet, VGG)
segment: temporal dynamics (3D CNN, optical flow)
- video: pooling/alignment on frame and/or segment

.
0 (00 g
I 0O ]

RNN

many to many

many to many

iin T
5000 0G0
OO 00

« Sentence generation

« multi-layer RNN (LSTM)
c c c . LSTM .
semantic relationship between entire sentence and video content

word prediction

2D CNN

3D ConvNet
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What if simplay applying image captioning to video?

Video-to-sentence: Image-to-sentence (keyframe-based): htip//deeplearning.cs toronto edu/iet

there is a black motorcycle sitting
in front of a small amount of cars

someone is holding a hole

LSTM-E: a man is riding a motorcycle in the background

a close up of a pair of scissors
with his hand

a man wearing a helmet is racing

a flock of birds flying over the rock
of water on a cliff
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http://deeplearning.cs.toronto.edu/i2t

Video captioning

« Search (embedding)-based approach xu, AAAIT5; Yu, ACL13 & AAAI15]

Compositional » Deep visual model to learn video
Deep Visual Model < Joint Embedding [« > Semantics .
Language Model representation
Embedding .l
« Compositional language model to capture
' B ¥ semantic compatibility among concepts
e (]
] AR sv6) jei : : L
Noural Nemwork | | W1 W2 w1 Joint embedding model to minimize
. =iy e ¥ distance of the above two models in
Pyramid .
Wmdtvec video-text space [Xu, AAAI15]
Deep Neural Deep Neural Deep Neural
aIwaor| eTwor etwaor I N
- = = —= = Stantord Parseri J(V, T) - Z(Eembed(v T Z E, et‘(p‘ﬁ/m:' Wy ))
i=1 peENT

A person is riding a horse down a trail.

e
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Video captioning

« Language model-based approach [Thomason, COLING14; Barbu, UAI12; Rohrbach, ICCV13;
Krishnamoorthy, AAAI13]

Predicting visual words (CRF):
subject (S) — verb (V) — object (O)

Generating sentence with FGM [UAI12]:
“determiner (a/the) — S —V — Prep (optional) — D — O (optional)”

‘aman is ; Barbu, et al. “Video In Sentences Out”, UAI 2012.
playing a guitar https://www.youtube.com/watch?v=tu3jMxCJPMw

Translating semantic representation
(SR) to sentence [ICCV13]
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https://www.youtube.com/watch?v=tu3jMxCJPMw

UC Berkeley [Donahue, CVPR'15]: CRF + LSTM encoder-decoder + LSTM (A/B)

UdeM [Yao, ICCV'15]: (GoogleNet + 3D CNN) + Soft-Attention + LSTM (B)
UT Austin [Venugopalan, ICCV'15]: (VGG + Optical Flow) + LSTM Encoder-Decoder + LSTM (A)
UT Austin [Venugopalan, NAACL-HLT'15]: AlexNet + Mean Pooling + LSTM (B)
MSRA [Pan, LSTM-E, CVPR'16]: (VGG + 3D CNN) + Mean Pooling + Relevance Embedding + LSTM (A)
/P I M AN A /{\ Mf "W
a dog leaps #end
video softmax softmax softmax softmax

2D CNN (AlexNet, GoogleNet, VGG, I?esNet)I i encoder 1|(A) Input
™ ! || visual feature
i i pooling ! a.t the Eirst
: (mean) i time x
. 1 1
I i I
i /| attention i
' '| (hard/soft) |
|
|
: | LSTM- ||
'l encoder |i|(B)Input
' (seq-seq) i visual fe§ture
1
: = |! at each time
: lﬁﬂ+ﬂl i #start a dog frisbee
N =
R} [1,0,0... 0] [0,1,0, ..., 0] [0,0,1, ..., 0] [0,1,0, ..., 0]
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Video Captioning with Attention

Encoder-decoder LSTM Networks with .
Temporal Attention [Yao, CVPR'15]
- \

\ ﬁ

= man

A man is gag Gaption

Features-Extraction Soft-Attention Generation

Video Feature Pool
i Sequential Softmax

Attention [Yu, CVPR'16]

] |
! 1
! ]
! ]
: !
] i 1
E l Weighted Average i
: —  Attention 1] :
: Embedding Recurrent | Ifttfntfn—l e (-/ Hidden Softmax MaxID :
' Input Words Predicted Words |
; 512 )I 1024 p=——> 512 p=——> —>| —> E
1

! \ Multimodal E
o e e T et e e T e e T g e e R e e S e AR T L e b e st b s s D e s D S sl e e Sl S e B S B R s
i ET\?gg%?g Last Instancg""‘-‘\\ i

1 1 . . . .

: Recurrent Il % . Video Paragraph Captioning with

! Sentence . . . .

! Embedding | 512 21 (513) || s12 | Paragraphstate 1 Hierarchical RNINs with Spatiotemporal
| g |

E |

: |

] [}
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Video Captioning with Semantics

+ Key Issues in sentence generation
- relevance: relationship between sentence (S, V, O) semantics and video content

* Coherence: sentence grammar

&, -

L | —
nl&ﬁ

LSTM: a man is playing a guitar LSTM: a man is dancing
LSTM-E: a man is playing a piano LSTM-E: a group of people are dancing

» Joint learning (LSTM-E): relevance + coherence [Pan, CVPR'16]
 Explicitly and holistically emphasize video content with “relevance” regularizer
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LSTM-E for video captioning (pan & Mei, cvpr 16]

joint learning: relevance + coherence (Es + Ee)

sequence learning Ny
coherence loss: Eg = z log Pry(w;)
t=1
‘ M'ql\'{\‘ AN I
w4 W» Wi

» LSTM p—»| LSTM [ LSTM [P cce—> LSTM

' AN R e | : :

] . = A I 1

. . I I

. N A ~ /N I

| VA B A" DAL TN I

i 1 . | |

! frames 2D CNN i spatio-temporal ] |

i : . 1 descriptor V : !
1 ! L

1 Ly | i ! | eoeo I

i : | \ | |

i , i b | ht I
! A ! Pl

] I |

== : 1

' I

| R —— [ I

3 — | |

i ’ | I

: I

' I

: I

input S “a man is riding a motorcycle” N1
sentence T, e - - ¥ 1_0_0 _0]_ __L l 0_ s et
. - - - - - -- - """ - - -=-=-""="-"=-"="-"="-"="=""=""=-"""=-""="="= 1
——p-| multi-view embedding relevance loss: E, = ||T,V — TS||3 I

EW,S) =(1— ) x || Tyv — Tss|2 -\ x Z log Pr (w¢| v, wo,...,wi_1;60; Ty;Ts)

relevance coherence



Fvaluations

- Dataset (MSR Video Description Corpus, a.k.a. YouTube2Text)

1,970 Youtube video snippets (1,200 training, 100 validation, 670 testing)

10-25 sec for each clip

~40 human-generated sentences for each clip (by AMT)
dictionary: 15,903 -> 7,000; 45 S-groups, 218 V-groups, 241 O-groups

 Training: 12 hrs in one single CPU; testing

1.
2.
3.
4.
5.

a man is petting a dog

a man is petting a tied up dog

a man pets a dog

a man is showing his dog to the camera
a boy is trying to see something to a dog

1. amanis playing the guitar

2. amen is playing instrument

3. aman plays a guitar

4. amanis singing and playing guitar
5. the boy played his guitar

. ~5 sec per clip

a kitten is playing with his toy

1.
2. acatis playing on the floor
3.
4
5

a kitten plays with a toy

. acatis playing
. acat tries to get a ball

a man is singing on stage

a man is singing into a microphone
a man sings into a microphone

a singer sings

the man sang on stage into the
microphone
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http://research.microsoft.com/en-us/downloads/38cf15fd-b8df-477e-a4e4-a4680caa75af/

Performance of video captioning sepzo

The accuracy of S-V-O triplet prediction.

Model Team Subject% Verb% Object%
FGM UT Austin, COLING (2014/08) 76.42 21.34 12.39
CRF SUNY-Buffalo, AAAI (2015/01) 77.16 22.54 9.25
CCA Stanford, CVPR (2010/06) 77.16 21.04 10.99
JEM SUNY-Buffalo, AAAI (2015/01) 78.25 24.45 11.95
LSTM UC Berkeley, NAACL (2014/12) 71.19 19.40 9.70
LSTM-E MSRA, arxiv (2015/05) 80.45 29.85 13.88

The performance of sentence generation.

Model Team METEOR% BLEU@4%
LSTM UC Berkeley, NAACL (2014/12) 26.9 31.2
SA UdeM, arxiv (2015/02) 29.6 42.2
S2VT UC Berkeley, arxiv (2015/05) 29.8 --
LSTM-E MSR Asia, CVPR 2016 31.0 45.3
H-RNN Baidu, CVPR 2016 32.6 49.9
HRNE UTS, CVPR 2016 33.1 43.8

GRU-RCN UdeM, ICLR 2016 31.6 43.3




Microsoft Research Video to Language Grand Challenge

weekENDS—Alex witt [T vato s msnbe
SAN FRANCISCO

0 QU\HHI\( '
i IAYORS
1. A black and white horse runs around. 1. A woman giving speech on news channel. 1. A child is cooking in the kitchen. 1. A player is putting the basketball into the
2. A horse galloping through an open field. 2. Hillary Clinton gives a speech. 2. Agirl is putting her finger into a plastic post from distance.
3. Ahorse is running around in green lush 3. Hillary Clinton is making a speech at the cup containing an egg. 2. The player makes a three-pointer.
grass. conference of mayors. 3. Children boil water and get egg whites 3. People are playing basketball.
4. Thereis a horse running on the grassland. 4. A woman is giving a speech on stage. ready. 4. A 3 point shot by someone in a basketball
5. Ahorseis riding in the grass. 5. Alady speak some news on TV. 4. People make food in a kitchen. race.
5. A group of people are making food in a 5. A basketball team is playing in front of
kitchen. speculators.
Organizer #Sentence Vocabulary Duration (hr)
YouCook SUNY Buffalo Cooking Labeled 88 - 2,668 42,457 2,711 2.3 MP-LSTM
GG, AlexNet
TACos MP Institute cooking Labeled 123 7,206 18,227 - - - v )
; i beled ] ] MP-LSTM
TACos M-L MP Institute cooking Labele 85 4,105 52,593 = = = (C3D + VGG)
M-VAD UdeM movie DVS 92 48,986 55,905 519,933 18,269 84.6 SA-LSTM
MPI| MP Institute movie DVS+Script 94 68,337 68,375 653,467 24,549 73.6 (VGG, AlexNet)
MSVD MSR multi-category ~ AMT workers - 1,970 70,028 607,339 13,010 5.3 SA-LSTM
(C3D + VGG)
MSR-VTT (10K) MSRA 20 categories AMT workers 5,942 10,000 200,000 1,535,917 28,528 38.7
MSR-VTT 20K)  MSRA 20 categories ~ AMTworkers 14768 20,000 400,000 4,284,032 49,436 87.8 Sl




Microsoft Video to

Language Challenge

® China
us

® Finland
® Japan

® Taiwan
m Korea

® Portugal
m |srael

m Australia
m Greece
m Canada
® India

/7 teams registered challenge
22 teams submitted results
Awards will be announced at ACMMM

&\\

M1

Rank

]

wn

10

M1

Rank

-

P

L]

10

M2

Team
v2t_navigator
Aalto
VideoLAB
ruc-uva
Fudan-ILC
NUS-TJU
Umich-COG
MCG-ICT-CAS
DeepBrain

NTU MiRA

2
Team
Aalto
v2t_navigator
VideoLAB
Fudan-ILC
ruc-uva
Umich-COG
NUS-TJU
DeepBrain
NLPRMMC

MCG-ICT-CAS

Organization

RUC & CMU

Aalto University

UML & Berkeley & UT-Austin
RUC & UVA & Zhejiang University
Fudan & ILC

NUS & TJU

University of Michigan

ICT-CAS

NLPR_CASIA & 1QIY]

NTU

Organization
Aalto University

RUC & CMU

UML & Berkeley & UT-Austin

Fudan & ILC

RUC & UVA & Zhejiang University

University of Michigan
NUS & TJU
NLPR_CASIA & lQlY]
CASIA & Anhui University

ICT

BLEU@4
0.408
0.398
0.391
0.387
0.387
0.371
0.371
0.367
0.382

0.395

Meteor

0.282

0.269

0.277

0.269

0.266

0.267

0.266

0.264

0.259

0.261

c1

3.263

3.261

3.237

3.185

3.225

3.247

3.308

3.259

3.266

3.339

CIDEr-D

0.448

0.437

0.441

0.459

0.419

0.410

0.411

0.404

0.401

0.383

c2

3.104

3.091

3.109

2.999

2997

2.869

2.833

2.878

2868

2.800

ROUGE-L

0.609

0.298

0.606

0.587

0.595

0.590

0.283

0.590

0.582

0.579

Cc3

3.244

3.154

3.143

2979

2933

2929

2.893

2.892

2.893

2.867


http://ms-multimedia-challenge.com/

Summary from Video to Language Grand Challenge 2016

« CNN-LSTM 1, 2,4, 5, 7] - Sequence-to-Sequence (encoder-decoder) [3, 6, 9, 10]

frane BRI
- o
EE-{vcc s}

m.- y :
ILSTM I_:\:L)I LSTM |_.,,>| LSTM |_;..| LSTM |_,| LSTM I_,l LSTM |_4 LSTM |_,| LSTM |

ST BTN ST N SV NI

mean pooling
|
|
o

lose up of a plat of food

» LSTM LSTM

| £
rame o IEEET] Sl L | L2 [ = [Ew |_,| R e e ey ey R e e
MECC LSTM | == | LSTM |[=—> P2 | g ) E l % ] 1] Al ! o
= Histogram — 1 1 S = I S = i s .
m o _ _ . ' o[ stm |=| Lstm |_>| LSTM |_|_)| LSTM tstm |3 Lstm I,_, LSTM Lsm |
’ SR S v I v !
l ! w » I \f. woman is cooking <e0s>
Caption | engjmg TistM | = [L5T™ | P En:;;ng D;;:;g
« Image features » Motion features  Text features
- VGG-19 [1][2][5][6][9][10] - C3D [1][2][3][4][5][9][10] - ASR[1]
- GoogleNet [2][4][5] - IDT [1][2] - Video category [3][4]
« ResNet [3][5][8] Optical flow [8]
- VGG-16 [5][7][8] « Acoustic features

« PlaceNet [5][9] « MFCCs [1][3][7]
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Summary from Video to Language Grand Challenge

Team [6] shows performance improve by ResNet, data Team [3] shows performance gain by audio and category
augmentation and dense trajectory. information.
B@4 | MET. | ROU. | CID. Descriptors BLEU@4 METEOR CIDEr ROUGE-L

VGG+C3D 323 | 258 56.7 | 29.6 categories 0.298 0.228 0.236 0.548
VGG+C3D+Aug. 333 | 266 | 57.2 | 32,5 audio 0.301 0.222 0.184 0.544
VGG+C3D+Res. 346 | 269 | 583 [ 37.9 C3D 0.374 0.264 0.389 0.594
VGG+C3D+Res.+Aug. 35.3 | 27.4 | 589 | 383 ResNet 0.389 0.269 0.400 0.605
VGG+C3D+Res.+Tra. 36.5 | 27.1 | 59.2 | 40.3 +C3D 0.385 0.267 0.411 0.601
VGG+C3D+Res.+Aug.+Tra. | 35.6 | 27.0 | 58.9 | 38.1 +categories  0.381 0.270 0.418 0.597
+audio 0.395 0.277 0.442 0.610
committee 0.407 0.286 0.465 0.610

« Other observations
- Additional training data from MS-COCO [2][7][8]
- Additional data from FCVID [4]
- Additional data from Youtube2Text [9]
- Captioning with tag based sentence reranking [4]
- Data augmentation (sampling from different frames and horizontally flipped frames) [5]
« Use PCA to reduce the dimensionality of low-level feature [8]
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Outline

* Image and video captioning

* Video commenting

* Video sentiment analysis

* Video and language alignment
* Datasets and evaluations

* Open issues

* Learning materials
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Video commenting iLi MM'16]

Output comments:

It is amazing!
Haha haha lol.
Wow sooo cool!
hahaha this is
awesome!

This is so good.
OMG!

i I
| Bz Nl : |
1 = e | )
I * - . -
| - ' H !
1 v
: i
1 Optical flow : -
| images == | ;
| L
: .
1 ! i
i I
I I
- I

———————————————————

) | #start motivated skateboarding

«  General-purpose phases often appear
"It is amazing.” "OMG that was awesome!” “That is cool!”

« Comments in the training data are very diverse
"I love how you ride a skateboard.” “After | saw this | wish | could skate board.”

-  Difficult to establish a mapping from video to comments
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Video commenting

+ Video Commenting by Search and Multi-View Embedding [Li, MM"16]

« Similar video search (VS)
« Comment dynamic ranking (DR)

Video Pool with Comments

Impressive catch, it's by far the greatest calch. Lele is a beautiful woman.
Omg this is s000 cute. | love this song Piano Player your amazing!!!
Wish | could own all of them.  Cutest thing I've ever seen.

Input Video

| love pandas. Cute. My

favorite animal.
* Omg this is sooo cute.

.............. 4 ' . This song goes perfect with the dance moves.  This is super cute.
: ' : u ' == Your voice is beyond amazing please become famous
1 = A 3 CNN-I—D Your hair is so pretty. It's such a wonderful teaser .
' 3D v i : L 1 love pandas. Cute. My favorite animal.
: - NN <|—= v ' Your impressions are AMAZING! Waited on plane until over.
i C $ o ' — It's such a wonderful teaser . Wish you very well.
' kO ' | CNN > 1 do the same to my dog when he be taking my mom shoes
1 0 | 2% Such wonderful nature. Yeah right , | love when when guys touch my hair !
' L ' = Wow that *s amazing wish | could draw like that.
' = : “'""’.""‘"‘" . Yes his singing is perfect . Omg he just sounded like destin conrad
! : 3 H . Y'all should duet together and make an album . She sound like nicki
i & vy g minaj and you sound familiar too ... Shawn is too cute !
i : ' > 2 § ) Shes so pretty A, Omg | hope she is oka
: f=2] ' : ' —a o That 's sooo cute my dog Bonnie was the same thing like.
= ] ' [ i—1 CNN ]——» = Fantastic! The painting is beautiful! She is so lucky to have you paint her.
1 3D ! ' — °
] 8 U } H
:t‘[cuu"'_.; | $
V| 8 L > CNN —» £
] = L H e 3
1 || =
3 | m—es=soooLl) & | feeeememmmmes e e e e e e e s m e ———————
i : ) : : They are too much cute. i
1 1o EC Cutest thing I've ever seen. 1
1 : : 3 7 H 1 wish | could own all of :
'
: i l : et ' Output Comments
! 3D | ; ' = 1 love pandas. Cute
1 CNN ' 1t N ! Oh man cuteness overioad. | favorit'; animal. n
| et ) —— llove it. Panda is very rare | Deep Multi-View =
P b ! CNN » A Cn AL B P « | don’t want anymore kids!
B B SR ' | = That is the cutest thing | sl I want A PANDAI!!
' - L g 1
L L H | ever saw! ! + Embedding Model « Cutest thing I've ever seen.
1 NS
'
/ * | don't want anymore kids! | :
. want A PANDA!!
Video Features i
'
|
1
|




Video commenting

+ Video Commenting by Search and Multi-View Embedding [Li, MM"16]

« Similar video search (VS)
« Dynamic ranking of comments (DR)

Positive Video

g.“ | Sk » Ranking loss
i ok _ :
kN e = min: Y max(0,1+|F: — F|[% = [|Fineg — F5I2)
e |
Visual Sentiment : E‘ {CRHU:_!-U;}ET
: Bl
- i B EL 08§55 53,
— & . Predicti
mme Textual Comment — & °
That is the cutest o F3 § i re IC Ion
thing | ever saw! It 2 T!: j: S m & i > - - 2
Negative ideo :c r(9,¢) = |[|[F1(9) — Fa(é)[|z + || F2(8) — F3(&)|I & -
5
%
Video Content N +:"
Visual Sentiment .
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Video commenting

“Haha so cute
and funny at the
same time”
“Glad she is
better. So cute”

“Such outstanding piano
pieces and you play them
sublimely :)"

"Amazing. | was listening to
this while studying!”

« Dataset
« 102K videos from vine.com
« 10.6M comments from 12 categories
« 5~15 sec for each video clip

Approach mAP@1 mMAP@2 mAP@3 mAP@4 mMAP@5

: . RS 0.259 0.244 0.219 0.203 0.191
« Video representation
. CCA-VT 0.458 0421 0.399 0.389 0.382
« Video content;: C3D, VGG, C3D + VGG
CCA-VST 0.501 0.465 0.439 0.429 0419
« Comments: TF, word2vector
. . . : DE-VT 0.504 0.469 0.447 0.433 0.422
 Visual sentiment: ANP (adj-noun pairs)
DE-VST 0.549 0.513 0.486 0.471 0.459
L4 ApproaCheS 0.70 T RS mCCANT BCCA-VST mDEVT mDE-VST
« Random Selection (RS)

«  Two-view CCA (CCA-VT)

« Three-view CCA (CCA-VST)
« Deep Two-view Embedding (DE-VT)
« Deep Three-view Embedding (DE-VST) d &S

o &
0(\

2
U
%
%
_/‘,
%

The mAP@1 performance for all the 12 categories.
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Results:

int

Test video:

* AEER 0.522
Not just beautiful
*{RYFZE= 0.497589
You are so beautiful
*IF3E, EWEBRMSTRY 0.4942
Gorgeous. Love to watch homemade
video
*ILEPREREARESR 0.4904
Goddess doesn’t need plastic surgery
* 25N ! 0.4857
Beautiful

* SRIZASIFINZZ 0.4519
Eating like a lady with great manner
* IZAHRMTI% T 0.4238
Getting better at learning how to eat
* ¥ AB3E T momoRY/MEE 0.3901
Want to kiss momo’s little lips
* 1Z/SNRIENNEED 0.3600
Eating very enjoyable
* BRIZIRE—FP=3Z 0.3573
It is enjoyable just to watch
someone eats

* SRIZSIFRKZ

* DZ{SIEIEPAEIED
FBREETETRS

* AR BZHENL

* AEENZIRAIIHR S

auto-commenting

Top-K similar videos:

i
RES
so beautiful Not just beautiful
eSS * s, EREBBRMRN
beautiful smile Gorgeous. Love to watch
* SESESE homemade video
pretty * BREE AR
* IREE HHAYSE L Looks a bit like Korean
where did this beautiful lady  * [JER , BH3E
come from Catches the eyes, so pretty
* 45l * SE3EHY
so beautiful

Beautiful

* D24/ NI PR T
Eating like a lady with great
manner

Eating very enjoyable every single day

Become prettier every single day
* THEEIERH
It will be hard to digest
*KERBET

Don'’t teach her talking while eating Like F3E too much

Ran’s mom stays with her for 24h
* BEEBEEREEMKELE
Watching F3& grow and progress

CINEERSBIAR , FADTER

| will take care of her after work

*RFES
You are so beautiful

* IO E PR EERESN

*hERIFE

Beautiful facial

* SE27EB

Goddess doesn't need plastic surgery Pretty lady

*RFE | IRBEARIY , BRIEIR
Great look, no heavy makeup
but it catches the eyes

* 474
Goddess

* SEMAA
Beautiful

*IZNEE
Enjoying the yummy food
* SRS
It seems so enjoyable
" NS
Little Foodie
Baby is sensitive to both cold and hot * B3EXKHA ?

Does it nclude rice noodles?

* MEIRI, Rif&+EBB
Doesn’t look like MIX but
a Chinese baby

* RGBT | =L
You are such a narcissist

YRR

Beautiful lady

* KRS

Generally beautiful face

* PP EIRAS

Liking Z=4£s0 much

* HZRIE SR

Eating with such great
manner

* RARIFRNZIR

ZeZitcan eat so well

* FIZE S
Just noodles?

* BHRIZRR

Cook it with beef stock

i
* 5 !
Beautiful
* SESEhA
Beautiful
* EFgAREER T
The white shirt is so pretty
* KPRz fRsESEhA
The Goddess of Sun is
beautiful
* SEE) T M
Outrageously beautiful
—_— 0

* IR IE T
Getting better at learning
how to eat
* YFABSE T momo /NI
Want to kiss momo's little lips
* BERIRE—ER
Enjoyable just to watch
someone eats
* momolzZAYYF &I
Momo is enjoying her food
* 14 months 48



Results: auto-commenting

* The eyebrow is pretty 0.5613
* Beautiful 0.5388

* Still looks so pretty 0.5314

* Candy to the eyes 0.5285
*Very beautiful 0.5189

* Behave so much better than my
Samoyed 0.6156

* This is Samoyed, right? 0.5723

* So cute that | miss my own
Samoyed 0.5272

* The puppy Samoyed is the
cutest 0.4863

* | want a Samoyed indeed 0.4768

* Such a beautiful daughter 0.4469 * What kind of dog is this? very cute 0.4884 * Beautiful manicure takes you into
* What a cute and beautiful baby 0.4335 * Is this a dog? 0.4714 spring 0.4156
*It's too pretty 0.4274 * It looks exactly like my dog. Even the way * Bohemian manicure 0.4014
* Such a beautiful baby 0.4237 they look at you is alike 0.4588 * Will do this manicure next time 0.3654
* Baby is the most beautiful gift of the  * Your dog is so cute, beautiful lady 0.4573 * Beautiful manicure 0.3626
whole world 0.4181 * Cute puppy 0.4571 * How do you call those tools used for

manicure? 0.3572

* Little cutie 0.4643 * Mr. Guitar is enjoying it too much 0.4779 * It's pretty and | love ancient cloth
* The hat is so cute 0.4201 * Sounds wonderful, hope that | can hear too 0.4610
* The eyes are so beautiful. It's too the whole version of each song 0.4715 * Beautiful Goddess 0.4395
cute and | love it so much 0.4102  * 1 am moved by the guitar player 0.4507 * Super beautiful 0.4253
* Baby looks so handsome with the * Want to hear the final version 0.4373 * it is beautiful 0.4145
hat on. So cute 0.3950 * Sounds fantastic when put together 0.4341  * Beautiful 0.4142

* Such a cute little baby 0.3927

* The last one was very harsh 0.3413
*|tis red 0.3136

* The last one hurts hatched more 0.2976
* |t is all red after been slapped 0.2818

* The last hit hurt me more 0.2813

* Such a cute kitty 0.6174

* What kind of cat is this? Too cute 0.6095

* |t looks too comfortable and makes me
want to be a cat too 0.5817

* |s it Garfield? 0.5575

* What cat is this? So cute 0.5537
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Outline

* Image and video captioning

* Video commenting

* Video and language alignment
* Datasets and evaluations

* Open issues

* Learning materials
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Alignment of Video and Language

-« Alignment of language instructions with video segments [Naim, AAAI'14]
« Aligning nouns to video blobs
« Model: HMM + IBM 1 [Brown, CL'93]
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Outline

* Image and video captioning

* Video commenting

* Video and language alignment
* Datasets and evaluations

* Open issues

* Learning materials
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Datasets for Captioning

100,000,000

10,000,000

1,000,000

100,000

#Example

10,000

1,000

Dataset for captioning.

image
e ImagelNet
__________ Tt oIt Tt T Tt T T T T et Open’lmages
® KBK-1
- . $imageNet (LSVRC) - - - -
! ®!COCO ! !
__________ ol _______®SUN.____i____o __
V'ISuaI Genome
° Calted|h 256
- : ® Flickr 30K !
---------- - - ®-Pascal o-cajtech 101 -
l' Flickr 8K l
1 10 100 1,000 10,000 100,000
#Class

10,000,000
1,000,000
(]
S
E 100,000
i
H*
10,000
1,000

Note: The class information is unknown for Flickr 8K/30K, SBU, and MSVD, MPII-MD, M-VAD, TGIF.

[ ]
video
i i ®
YouTube-8M
______________________ *E““““ _Q_Spont‘;&-JM__________________
--------- TG ------4---—--g chr[)------:‘"""""""""""
® MPII-MD !
® M- ; I
""" """'""""'UCF10‘I""""""'"':'"""""""""""
MSR-VTT\\DBs1 ; ;
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| e MSVD ! !
10 100 1,000 10,000
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MSR Video Commenting Dataset 1 mm1g

« 12 Categories

» That's so cute where
he's waving the flag

» Poor Baby but it was so
funny

* he's so cute

101,752 videos from Vine
5-15 sec per each video
~100 comments per each video

14841 14372

B,000 I sgg5

« Haha so cute and funny at < | love baseball .

the same time
* Glad she is better. So cute
 Soo awesome and cute

» That's how to play baseball
» That an amazing play! .

15742

10165 9441
7058

560 6288

Such outstanding piano pieces
and you play them sublimely :)
Amazing. | was listening to this
while studying!

Keep it up that's wonderful!

54



Evaluation metrics for captioning

« Objective metrics

« Accuracy of $§%, V%, 0%

« ROUGE-L (Recall-Oriented Understudy for Gisting Evaluation) [Lin, 04]

- BLEU®@4 (BiLingual Evaluation Understudy) [Papineni, ACL'02]
modified n-gram precision
METEOR (Metric for Evaluation of Translation with Explicit ORdering) [Banerjee, ACLO5]
similar with f-score combining precision and recall with a weight

« CIDEr (Consensus-based Image Description Evaluation) [Vedantam, 2014; COCO evaluation]

 Subjective metrics — human evaluations
« Coherence, Relevance, Helpful for Blind [MSR Video to Language]
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http://ms-multimedia-challenge.com/leaderboard

Open issues for vision to language

« Rule-based vs. Model-based vs. Data-driven approaches
- More accurate object/action detection/recognition from videos

- Leveraging more powerful language models
« Attention model
- Bi-directional RNN
 Diversity/Natural
« Sentiment analysis (e.g., adjective-noun pair)
- Attributes of object (e.g.,, human body parsing, age)
- Entity recognition (e.g., celebrity naming, face recognition)
- Multimodal data analysis (e.qg., script, speech, audio, comments)
« Visual relationship modeling [Lu, ECCV'16]

« Complex and long videos
- Data collection from weakly supervised Web data
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Learning materials

« Source codes for image captioning:
«  https://github.com/karpathy/neuraltalk, https://github.com/karpathy/neuraltalk2

« LRCN for image caption:
https://github.com/jeffdonahue/caffe/tree/54fa90fa1b38af14a6fca32ed8aa5ead38752a09/examples/coco caption

« LRCN for action recognition: https://github.com/LisaAnne/lisa-caffe-public/tree/Istm video deploy/examples/LRCN activity recognition
- Show attend and tell https://github.com/kelvinxu/arctic-captions

« Source codes for video captioning:
- Sequence to Sequence - Video to Text https://github.com/vsubhashini/caffe/tree/recurrent/examples/s2vt
- Soft-attention https://github.com/yaoli/arctic-capgen-vid
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