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Abstract:

In this hands-on lab, you will learn how to automate security compliance using a combination of
Red Hat CloudForms, Red Hat Satellite, OpenSCAP, and Ansible Tower by Red Hat. Specifically,
you will go through a series of exercises that will show you: how to use Red Hat CloudForms to
create control policies, how to automate security scans and remediations using the OpenSCAP
integration in Red Hat Satellite, how to utilize the data provided by Red Hat Insights for proactive
security and automated risk management, how to use Ansible Tower by Red Hat for automated
security remediations, and how to use Red Hat CloudForms as a central place for security
compliance automation.

Overview and Prerequisites:

The goal of this lab is to introduce you to a variety of Red Hat products that can help you with
proactive security compliance automation. We will demonstrate the power and flexibility of using
either one or a combination of Red Hat products, such as Red Hat Satellite, Ansible Tower by Red
Hat, Red Hat Insights, and Red Hat CloudForms, to help you with security compliance and
automation.

This lab is geared towards systems administrators, cloud administrators and operators, architects,
and others working on infrastructure operations management who are interested in learning how to
automate security compliance across their heterogeneous infrastructure using one or more Red
Hat Products. The prerequisite for this lab include basic Linux skills gained from Red Hat Certified
System Administrator (RHCSA) or equivalent system administration skills. Knowledge of
virtualization and basic linux scripting would also be helpful, but not required.
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Attendees, during this session, will learn :

e What Security Content Automation Protocol (SCAP) is and how you can use it to automate
compliance with security policies

e How to use Red Hat Satellite and Red Hat CloudForms to automatically apply and enforce
security policies on bare metal and virtual machines

e How to use OpenSCAP, Red Hat Satellite and Red Hat CloudForms to audit bare metal
and virtual machines for security compliance

e How to use OpenSCAP, Red Hat CloudForms and Ansible Tower by Red Hat to
automatically remediate systems that are out of compliance

e How to create and view reports showing compliant and non-compliant VMs in Red Hat
CloudForms after running OpenSCAP security compliance scans on these VMs

e How to prevent Red Hat Openshift container images with severity high vulnerabilities from
running in Red Hat Openshift using Red Hat CloudForms

e How to provision a security compliant host, at the push of a button, using Red Hat
CloudForms and Ansible Tower by Red Hat

e How to use Red Hat Insights for pro-active security and automated risk management

Lab Environment :

Your entire lab environment is hosted online and includes Red Hat Virtualization, Red Hat Satellite
5.7 and Satellite 6.2, Red Hat CloudForms, Ansible Tower by Red Hat, Red Hat Insights, Red Hat
Openshift Container Platform, and a workstation node which will have a public IP you can SSH
into. You can get to all the listed Red Hat products and all your VMs(one RHEL 6 and two RHEL 7
VMs) from the workstation node.

You will each be given your own unique GUID, which you will use to access your own instance of
these Red Hat products for your lab exercises.
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Lab 0: Setup steps
Starting your VMs
Logqing into all the other Red Hat Products

Lab 1: How to utilize the integrated security scanning and auditing tool, OpenSCAP, in Satellite 6
Goal of Lab 1
Introduction
Introduction to SCAP content provided in Satellite 6
Creating a SCAP _compliance policy for a host

Executing the compliance policy on a host
View the SCAP scan results report in Satellite 6

Fix a specific SCAP scan failure, re-run the SCAP scan, and view the resulting scan report in
Satellite 6

Viewing the global status indicator in Satellite 6

Lab 2: How to use the control policy engine in Red Hat CloudForms and Ansible Tower to enforce
compliance with security policies

Goal of Lab 2
Introduction

Using the Red Hat CloudForms control engine and Ansible Tower by Red Hat to execute the
Shellshock control policy and do remediation

Lab 3: Managing the security of Red Hat Openshift container images from Red Hat CloudForms
Goal of Lab 3
Introduction

Preventing Red Hat Openshift container images with high severity vulnerabilities from running
in Red Hat Openshift using Red Hat CloudForms

Lab 4: OpenSCAP security scans and remediations at the push of a button in Red Hat CloudForms
with the integration of Red Hat CloudForms and Satellite 5.7

Goal of Lab 4
Introduction

OpenSCAP security scan on a VM at the push of a button in Red Hat CloudForms with the
integration of Red Hat CloudForms and Red Hat Satellite 5.7

OpenSCAP security remediation on a VM at the push of a button in Red Hat CloudForms with
the integration of Red Hat CloudForms and Red Hat Satellite 5.7

Lab 5 : OpenSCAP security scans and remediations at the push of a button in Red Hat
CloudForms with the integration of Red Hat CloudForms and Satellite 6.2

Goal of Lab 5
Introduction

OpenSCAP security scan on a VM at the push of a button in Red Hat CloudForms utilizing
Satellite 6’s built-in OpenSCAP scanning capabilities
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OpenSCAP security remediation on a VM at the push of a button in Red Hat CloudForms
utilizing Satellite 6’s built-in OpenSCAP remediation capabilities

Lab 6 : Viewing SCAP compliant and non-compliant VMs from a report in Red Hat CloudForms
Goal of Lab 6
Introduction
View SCAP compliant and non-compliant VM reports

Lab 7 : Ordering a custom service using Red Hat CloudForms and Ansible Tower by Red Hat for
security compliance automation
GoalofLab 7
Introduction
Using the Red Hat CloudForms service catalog to order a service to execute an Ansible
playbook against your entire Ansible Tower inventory
Understanding how to use the Red Hat CloudForms service catalog to provision a security
compliant host at the push of a button

Lab 8: Proactive Security and Automated Risk Management with Red Hat Insights
Goalof Lab 8
Introduction
Fixing the payload injection security issue in your system using Red Hat Insights

Lab 9: Viewing Red Hat Insights security findings from Red Hat CloudForms
Goalof Lab 9
Introduction
View Red Hat Insights security findings from Red Hat CloudForms

Lab 0: Setup steps

Starting your VMs

1. Before starting the lab steps, you will need to turn on your VMs. Open up your Firefox web
browser and log into https://cfme-<GUID>.rhpds.opentlc.com. The <GUID> portion is a 4
character random string that will be assigned to you.

2. Accept the SSL warnings.

3. Login as admin with password r3dh@t2017.
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4. On the left menus, navigate to Compute -> Infrastructure -> Virtual Machines.

= RED HAT  CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel

Compute

Clouds

Red Hat Insights

Services

Compute

Infrastructure

Containers

5. Click the VMs accordion on the left.
6. At the bottom, click Check All.

7. At the top click Power -> Power On.

€ ||l £+ Configuration v | | D Policy v | | & Lifecycle v | [ () Power ~ & -

> VMs & Templates
v VMs 44—

i All VMs >
~ B Global Filters
Y Analysis Failed
Y Analysis Required
Y Analysis Successful
Y Environment / Dev
Y Environment / Prod
Y Environment / Test
Y Environment / UAT
Y Function / Desktop
Y Guest OS/ Linux
Y Guest OS / Windows
Y Over Allocated
Y Over Sized
Y Status / Archived
Y Status / Orphaned
Y Status/ Retired
Y Status / Running
Y Under Allocated
Y VMs | Own
Y VMs in My LDAP Group
B My Filters

> Templates

Shutdown Guest

All VMs &2 Restart Guest

(© startinitiated for 3 v [5] Power OFf

Suspend

= .
z
v w,

rhel6...e.com rhel7..ecom  rhel7..e.com

——————% @ CheckAll

8. Click OK.

Infrastructure
Providers
Clusters
Hosts
Virtual Machines
Resource Pools

Datastores

9. Do not close your CloudForms Ul since you will be using it in future lab exercises.

Logging into all the other Red Hat Products

Now, let’s login to the rest of the Red Hat Products so they are ready for us to use in the rest of the
labs. The table below lists the web pages of the Red Hat Products you need to be logged into for
the lab exercises in this lab. Open a new tab on your Firefox web browser for each of the Red Hat
Products listed below. Log in with the credentials listed below and accept any warnings regarding
the SSL certificate. Note that the <GUID> portion is a 4 character random string that will be

assigned to you.
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Name of Red Hat URL Username | Password
Product
Satellite 6.2 https://sat6-<GUID>.rhpds.opentlc.com admin r3dh@t2017
Satellite 5.7 https://sat5-<GUID>.rhpds.opentic.com admin r3dh@t201 7
Ansible Tower https://tower-<GUID>.rhpds.opentlc.com admin r3dh@t2017
Openshift https:/locp-<GUID>.rhpds.opentic.com:8443/console | summit17 r3dh@t201 7

10. Now, let’s save the URLs on these tabs that we just opened as the startup pages of the
web browser. In your Firefox web browser, open up Preferences and Click on Use Current
Pages. Then, close the Preferences tab.

General

Startup

Firefox is not your default browser

When Firefox starts:  Show my home page

Downloads
@ Savefilesto Downloads

Always ask me where to save files

Tabs

v Open new windows in a new tab instead

v | Don't loa

When | open a link in

if Firefox is your default browse

Make Default

Home Page: https:/jcfme-ccd9.rhpds opentic.com) Inttps://sat6-codd.rhpds.opentlc.com/users/loginihttps:/isa

Use Current Pages

Use Bookmark... Restore to Default

Choose.

a new tab, switch to it immediately

2 T &
F A

e

Qs

B custor e o

Lab 1: How to utilize the integrated security scanning
and auditing tool, OpenSCAP, in Satellite 6

Goal of Lab 1

The goal of this lab is to introduce you to the integrated security scanning and auditing tool,

OpenSCAP, in Satellite 6.
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Introduction

Security compliance management is the ongoing process of defining security policies, auditing for
compliance with those policies and resolving instances of non-compliance. Once a security policy
is defined, an audit is conducted to verify compliance with the policy. Any non-compliance is
managed according to the organization's configuration management policies. Security policies vary
in their scope, from being host-specific to industry-wide, so there is a need for flexibility in their
definition.

The Security Content Automation Protocol (SCAP) enables the definition of security configuration
policies. For example, a security policy might specify that for hosts running Red Hat Enterprise
Linux, login via SSH is not permitted for the root account.

In Satellite 6, tools provided by the OpenSCAP project are used to implement security compliance
auditing. For more information about OpenSCAP see the Red Hat Enterprise Linux 7 Security
Guide. The Satellite web Ul enables scheduled compliance auditing and reporting on all hosts
under management by Red Hat Satellite.

Introduction to SCAP content provided in Satellite 6

Before creating a SCAP compliance policy for a host, you need SCAP content.

SCAP content is a datastream format containing the configuration and security baseline against
which hosts are checked. Checklists are described in the extensible checklist configuration
description format (XCCDF) and vulnerabilities in the open vulnerability and assessment language
(OVAL). Checklist items, also known as rules express the desired configuration of a system item.
For example, you may specify that no one can log in to a host over SSH using the root user
account. Rules can be grouped into one or more profiles, allowing multiple profiles to share a rule.
SCAP content consists of both rules and profiles.

You can either create SCAP content or obtain it from a vendor. Supported profiles are provided for
Red Hat Enterprise Linux in the scap-security-guide package. The creation of SCAP content is
outside the scope of this lab, but see the Red Hat Enterprise Linux 7 Security Guide or Red Hat
Enterprise Linux 6 Security Guide for information on how to download, deploy, modify, and create
your own content. The SCAP content provided with Red Hat Enterprise Linux is compliant with
SCAP specification 1.2.

The default SCAP content provided with the OpenSCAP components of Satellite 6 depends on the
version of Red Hat Enterprise Linux:


https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/7/html/Security_Guide/
https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/6/html-single/Security_Guide/
https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/7/html/Security_Guide/
https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/7/html/Security_Guide/
https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/6/html-single/Security_Guide/
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e On Red Hat Enterprise Linux 6, content for Red Hat Enterprise Linux 6 is installed.
e On Red Hat Enterprise Linux 7, content for both Red Hat Enterprise Linux 6 and Red Hat
Enterprise Linux 7 is installed.

When you install the SCAP components in Satellite as defined in the Host Configuration Guide, all
of the Red Hat default content will show up in Satellite so no extra steps are necessary to add the
SCAP content to Satellite. But if you had customized content that you wrote yourself or if you have
a modified policy and you wanted to upload that modified version , you can do that in the Satellite
Ul under Hosts — SCAP contents .

1. Take a look at the default SCAP content provided with the OpenSCAP components of
Satellite 6 by navigating to Hosts — SCAP contents.

RED HAT SATELLITE Red Hat Access v Bl adminuser ~

Default Organization ~ Monitor v Content ~ Containers v Hosts v Configure ~ Infrastructure v Red Hat Insights + Administer v

All hosts

SCAP Contents

Discovered hosts

Content Hosts

Upload New SCAP Content [lGE1
Host Collections

New host

Title Created

Red Hat firefox default content about 1 menth age Edit | ~

Red Hat jre default content Architectures about 1 month age Edit |~

w owm walm

Hardware models

Red Hat rhel6 default content about 1 month age Edit |~

Installation media
Red Hat rhel? default content s| about 1 month age Edit | ~

Operating systems

Partition tables
Provisioning templates

Job templates

Policies

—> SCAP contents

Reports

Creating a SCAP compliance policy for a host

Now that you have SCAP content defined in Satellite, you can create a SCAP compliance policy
for a host.

2. Navigate to Hosts — Policies and click on New Compliance Policy at the top right.


https://access.redhat.com/documentation/en-us/red_hat_satellite/6.2/html/host_configuration_guide/
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RED HAT SATELLITE Red Hat Access ~ Bl Admin User

Default Organization v Monitor v Content ~  Containers ~ Hosts v Configure v Infrastructure ~ Red Hat Insights v Administer ~

All hosts

Compliance Policies

Discovered hosts

Content Hosts

New Compliance Policy Jiae]
Host Colctions EEE—— ¢

New host
Name Content
rhel7-base Red Hat rhel7 default content ONING SETUP Show Guide | v
RHEL7_Common Red Hat rhel7 default content Architectures ral-Purpose Systems Show Guide | v
RHEL7_PCI_DSS Red Hat rhel7 default content Hardwace rhodels: ne for Red Hat Enterprise Linux 7 Show Guide |
~ - Installation media
RHEL7_Standard Red Hat rhel7 default content Profile Show Guide | v
Operating systems
TEMPLATES

Partition tables
Provisioning templates

Job templates

COMPLIANCE

SCAP contents
Reports

3. Inthe Create Policy tab,
a. For the compliance policy Name, type RHEL7_Standard.
b. For the Description, type RHEL7 Standard System Compliance Policy.
c. Click Next.

RED HAT SATELLITE Red Hat Access v Bl Admin User +

Default Organization v Monitor v Content~  Containers v  Hosts v  Configure v Infrastructure v  Red Hat Insights v Administer v

New Compliance Policy

1 | Create policy [E3 scaP content [EN schedule I3 Locations B organizations I Hostgroups

Name * RHEL7_Standard

Description RHEL7 Standard System Compliance Policy

Cancel m

4. Inthe SCAP Content tab,
a. For SCAP Content, choose the Red Hat rhel7 default content.
b. For XCCDF Profile, choose Standard System Security Profile.
c. Click Next.

RED HAT SATELLITE Red Hat Access v Bl Admin User v

Default Organization ~ Monitor v Content v Containers v Hosts ~ Configure ~ Infrastructure ~ Red Hat Insights + Administer v

New Compliance Policy

[EN Create policy 2 SCAP Content [E} Schedule 3 Locations I8 Organizations I Hostgroups

SCAP Content Red Hat rhel7 default content

XCCDF Profile | Standard System Security Profile

< Cancel m
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5. In the Schedule tab,
a. For Period, choose Weekly.
b. For Weekday choose Thursday.
Note: Whatever is defined here as a schedule is executed as a cron job on the client. For
Period, if you selected Custom, you can define normal cron syntax to define when the
schedule is going to run.
c. Click Next.

RED HAT SATELLITE Red Hat Access v Bl Admin User

Default Organization v Monitor « Content v Containers v Hosts v Configure v Infrastructure v Red Hat Insights v Administer v

New Compliance Policy

Create policy [E3 scAP Content m

Period Weekly

|8 Locations Organizations I3 Hostgroups

Weekday | Thursday

< Cancel m

6. Inthe Locations tab,
a. Click the Default Location to move it over to the Selected items box.
This will associate the compliance policy with this Location.
b. Click Next.

RED HAT SATELLITE Red Hat Access v Il Admin User ~

Default Organization v Monitor v Contentv  Containersv  Hostsv  Configure v Infrastructure v Red Hat Insights v Administer v

New Compliance Policy

Bl cresepoliy [0 S0P ontent I scheie m D owgnzaons [ Hostgroups

Locations Al items. + Selected items -

Default Location

7. In the Organizations tab,

a. (If not already on the right) Click the Default Organization to move it over to the
Selected items box. This will associate the compliance policy with this
Organization.

b. Click Next.

10
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RED HAT SATELLITE Red Hat Access v Il Admin User +

Default Organization v Monitor v Contentv  Containersv  Hostsv  Configure v Infrastructure v Red Hat Insights v

Administer v

New Compliance Policy

Organizations Al items + Selected items. -

Default Organization

< o v |

8. In the Hostgroups tab,
a. Click base_with_puppet to move it over to the Selected items box.
The compliance policy will apply to this selected Hostgroup.

9. Click Submit.

RED HAT  SATELLITE Red Hat Access ~ Il Admin User ~

Default Organization v Monitor v Content ~ Containers v Hosts v Configure v Infrastructure v Red Hat Insights v

Administer ~

New Compliance Policy

Create policy B} scap Content Schedule [} Locations |5} organizations 6 Hostgroups

Hostgroups Allitems. Filte + Selected items =

base_no_puppet base_with_puppet

< P s |

Executing the compliance policy on a host

10. After you have defined the SCAP compliance policy in Satellite, SSH into your workstation
host at workstation-<GUID>.rhpds.opentlc.com as the summit17 user. An ssh key is
already in the home directory of your laptop, which should allow you to login without a
password. Should a password be required, use r3dh@t2017 as your password.

11
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$ ssh summit17@workstation-<GUID>.rhpds.opentic.com

11. Now that you are in the workstation host, SSH into your RHEL 7 VM 1 host. This host has
already been registered to both Red Hat Satellite 6 and Red Hat Insights for you.

$ ssh rhel7vm1.summit.example.com
12. As root, run the puppet agent:

$ sudo -i
# puppet agent --test
Note: Ignore the Warning that appears regarding the “Local environment”

This will set up all the SCAP components, which are delivered via the puppet agent. Satellite
provides a puppet module and a means for the puppet module to set up all the SCAP components.
Normally, in production, the puppet agent run automatically occurs within 30 mins so the puppet
agent --test is not necessary. We are just doing this in the lab to avoid waiting 30 mins for the
puppet agent to run.

13. Now that the SCAP components are installed and configured on the client, take a look at
the SCAP configuration on the client which is stored in
/etc/foreman_scap_client/config.yaml

# less /etc/foreman_scap_client/config.yaml

Note: In this yaml file, you will see some basic information such as what server will your reports be
uploaded to which is defined by your Hostgroup, certification information such as what certificates
were used to authenticate, and towards the bottom, you’ll see your policy ID(s) which are the
SCAP policies which you associated in the Satellite Ul to its Hostgroup.

14. In the above /etc/foreman_scap_client/config.yaml file, take note of the highest
numbered Policy ID which should be the RHEL7_Standard compliance policy we created
earlier. In the example /etc/foreman_scap_client/config.yaml file below, notice that the
highest Policy ID is 4. However, your Policy ID may be different.

12
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® @ Ikerner — summit17@rhel7vm1:/etc/foreman_scap_client — ssh summiti7@workstation-ccd9.rhpds.opentic.com — 133

# Or (recommended for client reporting to Katello) consumer certificate (e.g., 'fetc/pki/consumer/cert.pem'}
shost_certificate: 'fetc/pki/consumer/cert.pem'

# Client private key

# It could be Puppet agent private key (e.g., '/fvar/lib/puppet/ssl/private_keys/myhost.example.com.pem')

# Or (recommended for client reporting to Katello) consumer private key (e.g., '/fetc/pki/consumer/key.pem')
thost_private_key: '/etc/pki/consumer/key.pem'

| # policy (key is id as in Foreman}
o

1:
profile: ''

content_path: '/var/lib/openscap/content/96c2a9d5278d5da985221bbb2dcéldPace7ee3de7fB21fccac?94d26296d986d. xml!
Download path

A path to download SCAP content from proxy

download_path: 'fcompliance/policies/1/content'

profile: 'xccdf_org.ssgproject.content_profile_comman'
content_path: '/var/lib/fopenscap/content/96c2a%d5278d5da985221bbbh2dcéldBace?ee3de7fB21fecac?94d26296d986d. xml "
Download path A
A path to download SCAP content from proxy Take Note of the h|ghes‘[
download_path: 'fcompliance/policies/3/content' i |

Profile ID!

profile: 'xccdf_org.ssgproject.content_profile_standard'

content_path: '/var/lib/openscap/content/?6c2a9d5278d5da%65221bbb2dcbldRace7ee3d?7fB21fccac?4d26296d986d. xml !
Download path

A path to download SCAP content from proxy

download_path: 'fcompliance/policies/4/content’

profile: 'xccdf_org.ssgproject.content_profile pci-dss'

content_path: '/var/lib/openscap/content/?6c2a9d5278d5da%85221bbb2decbldAace7ee3d?7f@21fccac?94d26296d986d. xml !
Download path

# A path to download SCAP content from proxy

:download_path: 'fcompliance/policies/2/content’

15. Type q to exit less.

16. Execute the RHEL7_Standard compliance policy on the RHEL 7 VM 1 host using the
Policy ID number found in the previous step (where X is the Policy ID found earlier):

# foreman_scap_client X

This will run the scap scan, bzip the scan results, and upload the results to Satellite. Wait
for the command to complete before continuing.

View the SCAP scan results report in Satellite 6

17. Go back to your Satellite Ul and view your SCAP scan results report for your
RHEL7_Standard compliance policy by navigating to:

13
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RED HAT SATELLITE

Default Organization  ~ Monitor ~
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Hosts ~ Configure

Compliance Reports

Host

@ rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
® rhel?vm1.summit.example.com
® rhel7vm1 . summit.example.com
@ rhel7vm1.summit.example.com
® rhel?7vm1.summit.example.com
@ rhel7vm1.summit.example.com
® rhel7vm1.summit.example.com
® rhel?vm1.summit.example.com
@ rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
® rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com

® rhel?7vm1.summit.example.com

All hosts
Discovered hosts
Content Hosts
Host Collections

New host

PROVISIONING SETUP
Architectures
Hardware models
Installation media
Operating systems
TEMPLATES

Partition tables
Provisioning templates
lob templates
COMPLIANCE
Policies

SCAP contents

> Reports

TOUay aEy

18. Click on the report you just created by clicking on the most recent report for
rhel7vm1.summit.example.com by clicking the link in the second Reported At column

(do not click the host link).

Compliance Repaorts

Host

@ rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
@® rhel7vm1.summit.example.com

@ rhel7vm1.summit.example.com

— A e i o e SN S

® rhel7vm1 summit.example.com —’ less than a minute ago

Passed Failed

In this report, you can see the security rules that have passed and failed at a high level which
allows you to see the security posture of a system based upon an assigned audit policy.

14
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19. To see the detailed full report, click on View full report at the top right.

RED HAT  SATELLITE Red Hat Access ~ [l Admin User ~

Default Organization v Monitor ~ Content ~ Containers + Hosts v

Configure ~ Infrastructure -~ Red Hat Insights + Administer v

rhel7vm1.summit.example.com

Show log messages: Back Host details (' View full report ) Download XML in bzip
All messages v

Reported at 2017-04-21 17:37:18 -0400
Severity Message

Resource Result
Ensure Red Hat GPG Key Installed xccdf_org.ssgproject.content_...
Ensure gpgcheck Enabled In Main Yum Configuration xcedf_orgssgproject.content ..
Verify and Correct File Permissions with RPM

xcedf_org.ssgproject.content_...
Verify File Hashes with RPM

He@H

xcedf_org.ssgproject.content....

20. Glance through this report to see what rules passed/failed, severity of the rules, etc. Notice
that you can click on each rule for a deeper drill down.

21. Click the back arrow on your web browser to go back to the previous report summary
page.

ece i 3 3
- CFME: Virtual Machines x / https:/jsat6-..17jshow_ntmi > |
2 L / ® hiips: s \E

€ @  htips:f/sat6-ccd9.rhpds.opentic.com/compliance/arf_reports/917/show_htm

RED HAT SATELLITE

Default Organization ~ Monitor v Content v Contai

Verify and Correct File Permissions with RPM

Rule ID xccdf_org.ssgp
Resut ]
Time 2017-04-21T17

22. Take a look at the top right buttons in the Satellite Ul. Notice also that you can Download
the XML of the report in bzip as well.

Click the Back button from the top right of the Satellite Ul.

RED HAT SATELLITE

Red Hat Access ~ Bl Admin User

Default Organization v Monitor + Content v Containers ~ Hosts Configure + Infrastructure ~ Red Hat Insights + Administer ~

Download XML in bzip

Reported at 2017-04-21 17:37:18 -0400

rhel7vm1.summit.example.com

Show log messages:

—’ Back Host details || View full report
All messages v

Severity Message Resource Result
High Ensure Red Hat GPG Key Installed xcedf_org.ssgproject.content_....
High Ensure gpgcheck Enabled In Main Yum Configuration xcedf_org.ssgproject.content_..

. Verifi and Cnrrect File Permissinns wirh RPAM vrrdf nre ssenrniect rantent [ ]

23. Notice the search bar at the top of the Satellite Ul. Here, you can filter the compliance
reports search with various filters.

15
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Type compliance_failed > 0 and press Search.

RED HAT SATELLITE

Default Organization ~ Monitor Content + Containers ~ Hosts v Configur

Compliance Reports

@ance_ﬂailed >0 Q SearcD

This will find any compliance report that have greater than 0 compliance failures.

24. Click the back arrow on your web browser to go back to your full list of compliance
reports.

H M CFME: Virtual Machines % [ @ Compliance Reports |
4

€ ()@ | htps:fjsatB-ced9.rhpds.opentle.com/compliancefarf_reports?utfB=v &

RED HAT SATELLITE

Default Organization Monitor + Content Co

Compliance Reports

25. Click on the report you just created again by clicking on the most recent report for
rhel7vm1.summit.example.com by clicking the link in the second Reported At column
(again do not click the host link).

Compliance Reports

Q search | v
7] Host Reported At Passed Failed
T | @ rhel7vm1.summit.example.com —’ n n
] @ rhel7vmi.summit.example.com about 21 hours ago
e ® rhel7vm1 .summit.example.com about 22 hours ago
= ® rhel7vm1.summit.example.com about 23 hours ago
—I | @ rhel?vmi.summit.example.com 1 day ago

- R e S e e = NG L sy ETSE
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26. Click on View full report at the top right again.

RED HAT  SATELLITE Red Hat Access ~ [l Admin User ~

Default Organization  ~ Monitor ~ Content ~ Containers ~ Hosts v Configure ~ Infrastructure -~ Red Hat Insights ~

Administer ~

rhel7vm1.summit.example.com

Show log messages: Back Host details |’ View full report ) Download XML in bzip
All messages v

Reported at 2017-04-21 17:37:18 -0400
Severity Message

Resource Result
High Ensure Red Hat GPG Key Installed xccdf_org.ssgproject.content_...
Ensure gpgcheck Enabled In Main Yum Configuration xcedf_orgssgproject.content ..
Verify and Correct File Permissions with RPM xcedf_org.ssgproject.content_... m
Verify File Hashes with RPM xccdf_orgssgproject.content_...

Fix a specific SCAP scan failure, re-run the SCAP scan, and view
the resulting scan report in Satellite 6

27. From the full report, Search for “Prevent Log In to Accounts With Empty Password” and

notice that this “Prevent Log In to Accounts With Empty Password” rule fails with severity
high.

28. Click on “Prevent Log In to Accounts With Empty Password”.
¥ Protect Accounts by Restricting Password-Based Login 21D
» Restrict Root Logins
v Verify Proper Storage and Existence of Password Hashes €F2)
————P Prevent Log In to Accounts With Empty Password high | fail |

» Set Password Expiration Parameters

29. You can see in the Remediation script section that you can fix this with the command:

sed -1 's/\<nullok\>//g' /etc/pam.d/system-auth

30. Go ahead and execute this command on the RHEL 7 VM 1 host as root.
# sed -i 's/\<nullok\>//g' /etc/pam.d/system-auth
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31. Re-run the RHEL7_Standard compliance policy on this host with the Policy ID you found

earlier in the /etc/foreman/scap_client/config.yaml file:

# foreman_scap_client X (where X is your Policy ID)
This will run the scap scan again, bzip the scan results, and upload the results to Satellite.

Wait for the command to complete before continuing.

32. Go back to your Satellite Ul and view your SCAP scan results report for your
RHEL7_Standard compliance policy by navigating to Hosts — Reports.

RED HAT SATELLITE

Default Organization  ~ Monitor ~

Hosts ~ Configure

Compliance Reports

Host

® rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
® rhel?vm1.summit.example.com
® rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
® rhel?7vm1.summit.example.com
@ rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
® rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
® rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com

rhel7vm1.summit.example.com
@ rhel7vm1 t pl

All hosts
Discovered hosts
Content Hosts
Host Collections
New host
PROVISIONING SETUP
Architectures
Hardware models
Installation media
Operating systems
TEMPLATES

Partition tables
Provisioning templates
lob templates
COMPLIANCE
Policies

SCAP contents

> Reports

TOUay aEy

33. Click on the report you just created by clicking on the most recent report for
rhel7vm1.summit.example.com by clicking the link in the Reported At column (do not

click the host link).

Compliance Repaorts

Host

@ rhel7vm1.summit.example.com
@ rhel7vm1 summit.example.com
@ rhel7vm1.summit.example.com

@ rhel7vm1.summit.example.com

— A e i o e SN S

® rhel7vm1 summit.example.com —’ less than a minute ago

Passed Failed

18
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34. Search for “Prevent Log In to Accounts With Empty Password” and notice now that this
rule passes since the problem has been remediated.

Severity Message Resource Result
Ensure Red Hat GPG Key Installed xcedf_org.ssgproject.content ..
High Ensure gpgcheck Enabled In Main Yum Configuration xcedf_org.ssgproject.content ..
| Hish | Verify and Correct File Permissions with RPM xcedf_org.ssgproject.content_.. [ fail |
Verify File Hashes with RPM xcedf_org.ssgproject.content.... [ pass |
Verify that All World-Writable Directories Have Sticky Bits Set xcedf_org.ssgproject.content._... B
| Medium | Ensure No World-Writable Files Exist xcedf_org.ssgproject.content._... =3
Ensure All SGID Executables Are Authorized xcedf_org.ssgproject.content ... =3
Ensure All SUID Executables Are Authorized xccdf_org.ssgproject.content_...
High Prevent Log In te Accounts With Empty Password xcedf_org.ssgproject.content_... — B3

35. Please do not attempt to remediate any other issues at this time.
Viewing the global status indicator in Satellite 6

Compliance status is one of the items that affect the global status of a system. In Satellite 6.2
(which you are using in this lab), we have the global status indicator, which is an aggregate of all
the compliance states on the system. Specifically, in order to determine the global status, Satellite
checks the status of: compliance with SCAP policies, configuration, errata, and subscription.
Whichever is the worst status is what governs the overall status of the system. This is important to
note since if you have a system that fails a SCAP policy finding, you'll be able to see this quickly in
the Satellite Ul.

36. Take a look at the global status indicator by navigating to:
a. Hosts — All Hosts and then click on your client/host, which is
rhel7vm1.summit.example.com.

Admin User «

Administer v

RED HAT SATELLITE Red Hat Access v
Default Organization v Monitor v Content v Containers v Hosts v Configure v Infrastructure v Red Hat Insights v
H Osts Discovered hosts
Content Hosts
Host Collections
New host 5
Name Operating system it Model Host group Last report Actions
® cfme.summit.example.com @ RedHat 7.3 PROVISIONING SETUP Bochs Edit | v
® rhel7vm1.summit.example.com < @ RedHat 7.0 Architectures Drgan..  RHEV Hypervisor base_with_puppet 15 minutes ago Edit | ~
@ rhel7vm2.summit.example.com & RedHat 7.0 Hardware models RHEV Hypervisor Edit |
Installation media
@ sat6,summit.example.com & RedHat 7.3 Bochs 18 minutes ago Edit | v

Operating systems
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37. In the Properties box on the left of the Satellite Ul, notice that the global Status indicator
says Error due to failing the SCAP scan.

Properties
Status ® Error <
Compliance ® Incompliant

Configuration = & Active
Errata ® Security errata applicable

Subseription | @ Fully entitled

Lab 2: How to use the control policy engine in Red
Hat CloudForms and Ansible Tower to enforce
compliance with security policies

Goal of Lab 2

The goal of this lab is to introduce you to the power and flexibility of Red Hat CloudForms and
Ansible Tower by Red Hat to enforce your security policies.

Specifically, using a combination of Red Hat CloudForms and Ansible Tower by Red Hat, you will
identify and fix the Shellshock vulnerability in your system in an automated fashion.

The Shellshock vulnerability is the bash remote code execution vulnerability (CVE-2014-6271),
which allows an attacker to gain control over a targeted computer if exploited successfully.
Specifically, an attacker could use this flaw to override or bypass environment restrictions to
execute shell commands. Certain services and applications allow remote unauthenticated
attackers to provide environment variables, allowing them to exploit this issue. If your system is
vulnerable, you can fix these issues by updating to the most recent version of the Bash package
available from Red Hat for Red Hat Enterprise Linux 5, 6, and 7.

Introduction

Red Hat CloudForms provides unified hybrid cloud management across your entire heterogenous
environment, including virtual, private cloud, public cloud, and container environments. Other
supported technologies include software defined networking, middleware, and in the future storage
management.
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Red Hat CloudForms is an agentless solution,delivered as a virtual appliance, that is highly
scalable and provides deep continuous visibility and discovery of your entire infrastructure. The
Red Hat CloudForms control and policy engine provides compliance and governance capabilities
right in the GUI of CloudForms. The Red Hat CloudForms automate engine can be utilized to
execute free-form automation using either ruby or Ansible playbooks. Red Hat CloudForms is able
to communicate directly to your Ansible Tower instance to execute your Ansible playbooks.

Ansible is a simple, powerful, and agentless IT automation technology that can help improve your
current processes, migrate applications for better optimization, and provide a single language for
DevOps practices across your organization including Developers, Operations, and the Security
Team.

Ansible Tower by Red Hat provides a graphical user interface for Ansible with a visual dashboard,
a centralized API for your Ansible automation, role-based access control for increased security, job
scheduling, graphical inventory management, and real-time job status updates thus providing you
all the IT automation features you need to support your enterprise.

Ansible is great for security automation because it is agentless, only requires SSH/WinRM,
supports desired state, is extensible and modular, has a push-based architecture, and provides
easy targeting based on facts.

Using the Red Hat CloudForms control engine and Ansible Tower
by Red Hat to execute the Shellshock control policy and do
remediation

1. If you have to log back in, go to your Firefox web browser and click on the tab you have
opened to your Red Hat CloudForms Ul. Log back in with admin as the username and
r3dh@t2017 as your password.
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2. In the Red Hat CloudForms Ul, in the left pane, navigate to Control — Explorer.

RED HAT® CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel Control

Explorer
Red Hat Insights
Simulation

Import / Export
Services
Log

Compute

Configuration

Networks

Middleware

Storage

Control

3. In the Policy Profiles accordion, click Demo: Shell-Shock Vulnerability

Note: This policy profile has been created for you using the data collected by
Red Hat CloudForms, such as the details of the installed packages. Also notice that this
policy profile includes one VM and Instance Compliance policy named “Shell-Shock

Vulnerability’.

v Policy Profiles
> U Compliance Hosts: November 2012

U Compliance: DISA STIG

U Compliance: DMZ Configuration

U Compliance: Hosts

U Compliance: RHEL Host (KVM)

U Compliance: VM

U Compliance: VMware Security Hard...

U Compliance: VMware Security Hard...

U Compliance: VMware Security Hard...

U Demo: CPU Reservation

U Demo: Prevent Cloning of Database ...
U Demo: Prevent Cloning of Database ...
U Demo: Prevent PowerOn of Quarant...

vV vV vV v vV vV OV VvV OV VvV Vv v v

U Demo: Service Level Resource Alloc...
~ U VM and Instance Compliance: ...
4 Vulnerable bash Package (Sh...

> 8 VM Compliance Check

Policy Profile "Demo: Shell-Shock
Vulnerability"

Policies

U VM and Instance Compliance: Shell-Shock Vulnerability

Notes

@ No notes have been entered.

<

<

22



L105190 : Proactive Security Compliance Automation

4. Click on this control policy by clicking on VM and Instance Compliance: Shell-Shock
Vulnerability. You can expand the Policy Profiles accordion by clicking on the > button at

the bottom.

~ Policy Profiles

> W Compliance Hosts: November 2012
> 0 Compliance: DISA STIG

> O Compliance: DMZ Configuration

> O Compliance: Hosts

> 1 Compliance: RHEL Host (KVM)

> @ Compliance: VM

> @ Compliance: VMware Security Hardening Guide v4.x & v5.x (DMZ)

> @ Compliance: VMware Security Hardening Guide v4.x & v5.x (Enterprise)

> O Compliance: VMware Security Hardening Guide v4.x & v5.x (SSLF)

> @ Demo: CPU Reservation

> ¥ Demo: Prevent Cloning of Database VMs

> @ Demo: Prevent Cloning of Database VMs

> ¥ Demo: Prevent PowerOn of Quarantined VMs

> 1 Demo: Service Level Resource Allocation

v 0 Demo: Shell-Shack Viulnarability

VM and Instance Compliance: Shell-Shock Vulnerability >
& Vuneraptetrastr

> & VM Compliance Check

> 0 Demo: VM-Operation Policies

> @ Demo: VMs in DMZ NIC Check

> 0 Demo: Windows Mandatory Patch
> 0 OpenSCAP profile

> 1 POC - Analysis: Manage VMs

> Policies

> Events

> Conditions

> Actions

> Alert Profiles

> Alerts ¢

Policy "Shell-Shock Vulnerability"

Basic Information

Active Yes
Created By Username admin 2017-03-17 16:06:05 UTC
Scope

VM and Instance : OS Name INCLUDES "linux"

Conditions

Description Scopes / Expressions
Vulnerable bash

Package (Shellsh

Exp( VM and Instance.Guest Applications : Name CONTAINS "bash" AND ( FIND VM and
res Instance.Guest Applications : Version = "4.1.2" CHECK ALL Release REGULAR EXPRE

ock) sio SSION MATCHES "1[5]\(el6_5.2\b| l6_5.1.5jis.2(?1\.)| el6_4.2)" OR FIND VM and Inst
n ance.Guest Applications : Version ="4.2.46" CHECK ALL Release = "21.el7_3" ))
Events
Description Actions

1 VM Compliance Check X Mark as Non-Compliant

Notes

This policy is based on https://access.redhat.comy/articles/1200223.
Red Hat Enterprise Linux 6

bash-4.1.2-15.e16_5.2

bash-4.1.2-15.e16_5.1.jis.2

5

Note: In this control policy, you are checking to see if the VM that this policy is assigned to has a
particular package (in this case bash) with a particular version and release number installed. If this
is found, this control policy will mark the VM as non-compliant.

5. Navigate to Compute — Infrastructure — Virtual Machines.

Cloud Intel

Compute

Clouds

Red Hat Insights
Infrastructure

Containers
Services

Compute

RED HAT  CLOUDFORMS MANAGEMENT ENGINE

Infrastructure
Providers
Clusters
Hosts
Virtual Machines
Resource Pools

Datastores

Navigate to your RHEL 7 VM 1 VM by typing rhel7vm1.summit.example.com in the

search bar at the top right and then pressing the search icon. Click on the
rhel7vm1.summit.example.com VM.
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Note: You could have also hovered the VM icons to see their full name. Notice that the
rhel7vm1.summit.example.com VM has a yellow shield on it. This means that a control
policy is applied to this VM.

v VMs & Templates

All VMs & Templates (Names with ——— [ memvmtsummiteam; x((Q)
"rhel7vm1.summit.example.com")
> ® rhvm.summit.example.com
A <Archived> >
0 <Orphaned> *w.
%2
>VMs rhel7...e.com

> Templates

7. Take alook at the assigned control policies by navigating to Policy — Manage Policies at
the top of the page.

RED HAT" CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel e~ C {4 Configuration ~ U Policy ~ £y Lifecycle b Monitoring ~ " Power ~ J Access v

s
== SCAPwithSats «~ | % AnsibleTow o Manage Policies 4 T UM Management ~ | == SCAP with Sat6 v
® Policy Simulation

Red Hat Insights v VMs & Templates # EditTags

Q, Check Compliance of Last Known Configuration

=L AN SeTemplates TR VI .::u;rlslllL.CAample.COm”

Services > @ rhvm.summit.example.com
A <Archived> Properties S2mElancs

0 <Nrnhanads Mama rhalTum1 elimmit avamnla ~rem Ciahie

8. Notice that there is a check box next to the Demo: Shell-Shock Vulnerability control
policy profile. This means that this policy profile is assigned to this VM. Do not make any
changes, click Cancel.
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Virtual Machine Policy Assignment

Selec

>0
>0
>0
>0
>0
>0
>0
>0
>0
>0
>0
>0
>0
>0
>0
>0

> &

>0
>0
>0
>0
>0
>0
>0
>0
>0

VM

t Policy Profiles

U Analysis: Exclude Specially Tagged VMs

U Analysis: On VM Reconfiguration

U Compliance Hosts: November 2012

U Compliance: DISA STIG

U Compliance: DMZ Configuration

U Compliance: Hosts

U Compliance: RHEL Host (KVM)

U Compliance: VM

U Compliance: VMware Security Hardening Guide v4.x & v5.x (DMZ)

U Compliance: VMware Security Hardening Guide v4.x & v5.x (Enterprise)
U Compliance: VMware Security Hardening Guide v4.x & v5.x (SSLF)

U Demo: CPU Reservation

U Demo: Prevent Cloning of Database VMs

U Demo: Prevent Cloning of Database VMs

U Demo: Prevent PowerOn of Quarantined VMs

U Demo: Service Level Resource Allocation

U Demo: Shell-Shock
U Demo: VM-Operation Policies

U Demo: VMs in DMZ NIC Check

U Demo: Windows Mandatory Patch
0 OpenSCAP profile

U POC - Analysis: Manage VMs

U POC - Analysis: Post Provisioning

<

U Snapshots: Delete Based On Count
U Snapshots: Max of 2
U Tags: Location Tag Inheritance Policy

: Proactive Security Compliance Automation

9. Back in the VM summary page (which you should now be in), notice that in the top right
there is a Compliance box and the status is shown is “Non-Compliant as of...”. Click on

the Status field.

and Instance

"rhel7vm1.summit.example.com"

(O]

Edit policy assignments was cancelled by the user

Properties Compliance
Name rhel7vm1.summit.example.com Status g——————— 29 Non-Compliant as of 9 Days A
Hostname rhel7vm1.summit.example.com g0

IP Address 192.168.200.101 History D Available

Container @ redhat: 2 CPUS (2 sockets x 1 ¢

Parent Host Platform
Platform Tools

Operating System

ore), 1024 MB Power Management

Power State

>

rhel
N/A Last Boot Time

@) Red Hat Enterprise Linux Serv State Changed On

10. Expand

Sat, 22 Apr 2017 20:21:20 +0000
Sat, 22 Apr 2017 20:23:03 +0000

“Compliance Check on:...” — Policy: Shell-Shock Vulnerability

Note: You can see that the Shell-Shock Vulnerability control policy has failed.

"Compliance History" for Virt

ual Machine

"rhel7vm1.summit.example.com"

~ & Compliance Check on: 2017-04-13 17:17:09 UTC

v €3 Policy: Shell-Shock Vulnerability

€ Condition: Vulnerable bash Package (ShellShock)
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11. Go back to your VM by clicking the top back arrow button in the CloudForms Ul (not the
web browser) then Click on VM and Instance “rhel7vm1.summit.example.com”

€ C
€ VM and Instance "rhel7vm1.summit.example.com” | <—

€ AllVMs & Templates ompliance History" for Virtual Machine

"rhel7vm1.summit.example.com"

> @ rhvm.summit.example.com
A <Archived>
0 <Orphaned> v 3 Compliance Check on: 2017-04-13 17:17:09 UTC
v €3 Policy: Shell-Shock Vulnerability
€3 Condition: Vulnerable bash Package (ShellShock)

>VMs

> Templates

12. In the VM summary page (which you should now be in), on the right side of the screen,
take a look at the Configuration box. Notice that you can see the number of Packages,
Init Processes, and Files installed on this VM.

VM and Instance
"rhel7vm1.summit.example.com"

Properties Compliance
Name rhel7vm1.summit.example.com Status Q Non-Compliant as of 9 Days A
Hostname rhel7vm1.summit.example.com 80
IP Address 192.168.200.101 History *D) Available
Container ‘ redhat: 2 CPUs (2 sockets x 1 ¢
ore), 1024 MB Power Management
Parent Host Platform rhel Power State o
Platform Tools N/A Last Boot Time Sat, 22 Apr 2017 20:21:20 +0000

Operating System

Devices

CPU Affinity
Snapshots
Advanced Settings
Resources

Management Engine GUID

Lifecycle

Discovered

Last Analyzed

Datiramant Nata

Q Red Hat Enterprise Linux Serv
er release 7.0 (Maipo)

(=Y

ok
<
V, 0
Available
a3bf085¢-206b-11e7-8ca9-2cc260
3c6ac9

@ Thu, 13 Apr 2017 17:07:13 +00
00

Q Fri, 14 Apr 2017 01:06:52 +000
0

M\ Novar

State Changed On Sat, 22 Apr 2017 20:23:03 +0000

Security
Users 228
Groups ‘m_ 47

Configuration

Packages Q‘j 368

Init Processes Q 152

Files [ X

Datastore Allocation Summary

Number of Disks &1
Disks Aligned Unknown
Thin Provisioning Used True
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Note: Using the SmartState Analysis functionality, Red Hat CloudForms has the ability to collect
this deep OS level information, without using agents, by looking into the VM’s disk image. The VM
doesn’t even need to be powered on to be analyzed.

13. Click on Packages in the Configuration box.

Note: Here, you can see a list of all the installed packages with version and release numbers of
these packages. This is how Red Hat CloudForms knows whether or not you are vulnerable to
Shellshock since it can easily see all this detailed information about what’s installed in the VM'’s
OS, including the version and release number for the bash package.

VM and Instance
"rhel7vm1.summit.example.com"
Properties Compliance
Name rhel7vm1.summit.example.com Status @ Non-Compliant as of 9 Days A

Hostname rhel7vm1.summit.example.com 8o

IP Address 192.168.200.101 History *D) Available
Container ‘ redhat: 2 CPUs (2 sockets x 1 ¢
ore), 1024 MB Power Management
Parent Host Platform rhel Power State aon
Platform Tools N/A Last Boot Time Sat, 22 Apr 2017 20:21:20 +0000
Operating System O Red Hat Enterprise Linux Serv State Changed On Sat, 22 Apr 2017 20:23:03 +0000
er release 7.0 (Maipo)
Devices 54 Security
CPU Affinity Users 228
Snapshots (oK Groups 047
Advanced Settings ," 0
Resources Available (I
Management Engine GUID a3bf085¢-206b-11e7-8cad-2cc260 Packages & 368 ¢——
3c6ac9 Init Processes o 152
Files | B

Note: We will now fix the Shellshock vulnerability for this VM by executing the Ansible playbook for
Shellshock Remediation, directly from Red Hat CloudForms. Note that this playbook has already
been pre-created for you. The Ansible Tower job template, which calls this playbook, has already
been set up for you in Ansible Tower as well.

14. At the top of the Red Hat CloudForms Ul, click on Ansible Tower -> Shellshock
Remediation.
Note: This custom button will make Red Hat CloudForms schedule a job on Ansible Tower to

execute the Ansible playbook for Shellshock remediation on this VM. This playbook simply updates
the bash package by executing yum update bash on your system.
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€| | C ¥ Configuration v U Policy s Lifecycle v |~ Monitoring v (H) Power v
== SCAP with Sat5 v ¥ Ansible Tower v Satellite Tools v @ objectwalker = VM Managen
PP Hello World

v VMs & Templates
M Install Package Screen j |nSta nce

bF sl susompsticlie m1.summit.example.com”

> @ rhvm.summit.exan PP Launch RHEL 6 DISA STIG

A <Archived> P Launch RHEL 6 CIS Benchmarks
0 <Orphaned> =hollehotk RemediaD rhel7vm1.summit.example.com
Hostname rhel7vm1.summit.example.com
> VMs IP Address 192.168.200.101
> Templates Container Q redhat: 2 CPUs (2 sockets x 1

ore), 1024 MB
Now, let’s take a look at Ansible Tower to see the status of the Shellshock remediation job we just
executed.

15. In your Firefox web browser, click on the tab you have opened to your Ansible Tower Ul.
Log back in with admin as the username and r3dh@t2017 as your password.

16. In the Ansible Tower Ul, Click on Jobs at the top of the UI.

6 TOWER ~ PROJECTS  INVENTORIES  TEMPLATES

DASHBOARD

4 0 2

HOSTS FAILED HOSTS INVENTORIES
JOB STATUS

17. You should (eventually) see that your Shellshock Ansible playbook is being run.
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PROJECTS INVENTORIES TEMPLATES JOBS

SCHEDULES

NAME = TYPE = FINISHED «

Shellshock Playbook Run

18. Click the latest Shellshock job to see the progress and wait for the STATUS to show

Successful

Note: Notice that this Shellshock Ansible playbook ran successfully on the
rhel7vm1.summit.example.com VM.

0 TOWER PROJECTS

JOBS / 457 - SHELLSHOCK

DETAILS
STATUS
STARTED
FINISHED
TEMPLATE
JOBTYPE
LAUNCHED BY
INVENTORY
PROJECT

REVISION

PLAYBOOK
MACHINE CREDENTIAL

FORKS

@ Successful

INVENTORIES TEMPLATES JoBS @ admin o = & 0]

412372017 9:55:06 PM

4/23/2017 9:56:00 PM

Shellshock

Run

admin

CloudForms

k4 2] SHELLSHOCK PLAYS @ TASKS @B HOSTS @ ELAPSED b &
Q KEY
©

Identity added: /tmp/ansible_tower_nxE8vi/credential (/tmp/ansible_tower_nxE8vi/credential)
S5H password:

PLAY [Test and fix shellshock] 21:56:27

® Red Hat Security Demos

TASK [setup] 21:55:27

dB5710555ac£90¢234398bc4ab38161d99916¢E

5

Ikerner/shellshock.yml

VMCredentials

']

ok: [rhel7vml.summit.exomple.com]

TASK [Update bash] 21:55:39

LIMIT

PLAY RECAP 21:55:58

thel7vmt summi(_@ : oke2 unreachable-0  failed=0

VERBOSITY
EXTRA VARIABLES @

g -~

0(Norma)

hitpssjitower-9d14.thods.opentic.comjit/projects

Copyright © 2017 Red Hat, Inc.
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Now, let’s go back to Red Hat CloudForms and confirm that your VM is remediated against the
Shellshock vulnerability.

19. In the Red Hat CloudForms Ul navigate to your rhel7vm1.summit.example.com VM
(Clicking on Compute on the left side is a shortcut).

— RED HAT’ CLOUDFORMS MANAGEMENT ENGINE

(&

Cloud Intel € v £ Configuration v | | P Po

2= SCAP with Sat5 v ¥ Ansible Tower v

Red Hat Insights v VMs & Templates
v I All VMs & Templates !
Services > @ rhvm.summit.example.com

A <Archived>

0 <Orphaned>

f Compute —
>VMs
Configuration > Templates

Networks

20. Re-scan the VM by clicking on Configuration — Perform SmartState Analysis.

=— RED HAT’ CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel &« | C £+ Configuration v P Policy v ¥ Lifecycle v

~~ SCAP with sat < Refresh Relationships and Power States | s « ®
Q, Perform SmartState Analysis
v VMs & Templates .
# Edit this VM IﬂStaﬂce

© mAlvMs & Temp & SetOwnership
) mp < m1.summ
Services > @ rhvm.summ W Remove Virtual Machine

Red Hat Insights

A <Archived> /’ Edit Management Engine Relationship

0 <Orphaned:
¥ S Right-Size Recommendations

Compute

,' Reconfigure this VM
> VMs I AUUTESS

Configuration > Templates Container

Parent Host Platform

Networks Platform Tools

21. Click OK.

22. Click “Administrator | cfme” at the top right then click Tasks.
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= RED HAT' CLOUDFORMS MANAGEMENT ENGINE 1 @+ L Administrator | cfme v

Cloud Intel & C £+ Configuration v U Policy v & Lifecycle v |- Monitoring v ¢ Power v L Access v

22 SCAP with Sat5 ~ ¥ Ansible Tower v Satellite Tools v 9 ~ = VM v A2 SCAP with Sat6 v

My Settings
Red Hat Insights e | TaSkS

VM and Instance Canfigaration
e L IS "rhel7vm1.summit.example.com"

Services mmit.example.com

v VMs & Templates

Logout

M~

23. Click the circular Reload arrow In the Red Hat CloudForms Ul (not the browser) until the
State for the latest scanning job shows finished and you see a green checkbox icon on
the left of the line. This will take a few minutes to complete.

= RED HAT' CLOUDFORMS MANAGEMENT ENGINE Al @G

Cloud Intel

My VM and Container Analysis Tasks My Other Ul Tasks All VM and Container Analysis Tasks All Other Tasks

X Administrator | cfme v

Red Hat Insights

Services Filter By

Zone <All Zones> -
Compute 24 Hour Time Period Today ~
Task Status M Queued 3 Running © ok @ Error /A Warn
Configuration
Task State Al v
Networks Apply | Reset | Default

Middleware Updated Started Queued State Task Name

© oa3n7 04/23/17 0412317
02:19:13 UTC 02:17:59 UTC 02:17:54 UTC

Message User | Owner Owner Message

finished

Scan from Vm
rhel7vm1.summit.example.com

Process completed admin  cfme | Synchronization

successfully complete

Now Red Hat CloudForms knows about the updated bash package.

24. In the Red Hat CloudForms Ul navigate to your rhel7vm1.summit.example.com VM again
(Clicking on Compute on the left side is a shortcut).

=— RED HAT® CLOUDFORMS MANAGEMENT ENGINE

(&

£# Configuration v

U Po

Cloud Intel €

= SCAP with Sat5 v ¥ Ansible Tower v

Red Hat Insights v VMs & Templates
v I All VMs & Templates !
Services > @ rhvm.summit.example.com

A <Archived>

0 <Orphaned>

i F Compute e
> VMs
Configuration > Templates

Networks

25. Click on Policy — Check Compliance of Last Known Configuration.
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€« |C £+ Configuration v | J Policy v &% Lifecycle v | | P~ Monitoring v () Power v L Access v
* M Polici
2z SCAP with Sat5 v ¥ AnsibleTow ¢ Manage Policies ' 23 VM Management + 2 SCAP with Sat6 v
® Policy Simulation
> VMs & Templates ,’ Edit Tags
« VMs Q, Check Compliance of Last Known Configuration <
"
TTTETZVITT T SUTTicexdarnt |pie.com
e T
~ W Global Filters
N: rhel7vm1.summit.example.com Stats Non-Compliant as of 10 Days
Y Analysis Failed it P T Q P 4
Y Analysis Required Hostname rhel7vm1.summit.example.com Ago
Y Analysis Successful IP Address 192.168.200.101 History *D) Available
Y Environment/ Dev Container @ redhat: 2 CPUs (2 sockets x 1 ¢

26. Click OK.

27. Click the circular arrow refresh button at the top left of the Red Hat CloudForms Ul (not
the browser) until the Compliance box -> Status line shows Compliant.

The Status should now come back as Compliant with a green check box for the
Shellshock control policy.

Click on the Status field.

€ - @ £ Configuration v U Policy v &% Lifecycle v [+ Monitoring v @ Power v I Access v
== SCAP with Sat5 v ¥ Ansible Tower v Satellite Tools v @ objectwalker v < VM Management v == SCAP with Sat6 v

>VMs & Templates

Virtual Machine

~ VMs n . n
rhel7vm1.summit.example.com
= AR “ Properties Compliance
~ M Global Filters
N rhel7vm1.summit.example.com Stat —_ B Compliant as of 1 Minute Ago
Y Analysis Failed i P us @ pl Ag
Y Analysis Required Hostname rhel7vm1.summit.example.com History gt\vai\able

28. Expand “Compliance Check on:...” — Policy: Shell-Shock Vulnerability

Note: You can see that the Shell-Shock Vulnerability control policy has now passed.

"Compliance History" for Virtual Machine
"rhel7vm1.summit.example.com"”

v @ Compliance Check on: 2017-04-23 11:19:28 UTC
v @ Policy: Shell-Shock Vulnerability
® Condition: Vulnerable bash Package (ShellShock)
> € Compliance Check on: 2017-04-13 17:17:09 UTC

Your VM is now remediated against the Shellshock vulnerability!
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Lab 3: Managing the security of Red Hat Openshift
container images from Red Hat CloudForms

Goal of Lab 3

The goal of this lab is demonstrate how you can use Red Hat CloudForms to manage the security
of Red Hat Openshift container images. Specifically, we will see how you can use the Red Hat
CloudForms control engine to prevent Red Hat Openshift container images with high severity
vulnerabilities from running in Red Hat Openshift.

Introduction

Red Hat CloudForms has a container scanning feature that allows Red Hat CloudForms to flag
images in the container registry in which it has found vulnerabilities. Specifically, Red Hat
CloudForms can apply an annotation to an image in the OpenShift container registry when it finds
high severity vulnerabilities after doing a scan on it. Then, Red Hat Openshift will prevent new
containers from running this image with the high severity vulnerabilities.

Red Hat CloudForms has multiple ways a container image scan can be initiated: scheduled scan of
the registry, scan based on a newly discovered image in the registry, or a manual execution of the
scan via smart state analysis. Having this scanning feature with native integration in Red Hat
Openshift allows for near real time monitoring of your images within the Red Hat Openshift
environment. Once Red Hat CloudForms flags an image in the registry, the next time someone
tries to start the vulnerable image, Red Hat Openshift will alert the user that the image execution
was blocked based on the policy annotation set by Red Hat CloudForms.

Preventing Red Hat Openshift container images with high severity
vulnerabilities from running in Red Hat Openshift using Red Hat
CloudForms

1. In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
UL. If you are not already logged in, log back in with admin as the username and
r3dh@t2017 as your password.

2. In the Red Hat CloudForms Ul, in the left pane, navigate to Control — Explorer.
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= RED HAT® CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel Control

Explorer
Red Hat Insights
Simulation

Import / Export
Services
Log

Compute

Configuration

Networks

Middleware

Storage

Control

3. Then in the left pane, click on Policy Profiles — OpenSCAP profile to see the
OpenSCAP profile control policy profile.

Note: Notice that this control policy profile has 3 control policies in it.:
e Container Image Compliance: OpenSCAP
e Container Image Control: Analyse incoming container images
e Container Image Control: Schedule compliance after smart state analysis.
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€| C £# Configuration v

v Policy Profiles

S —— Policy Profile "OpenSCAP profile"

> @ Compliance: DISA STIG
U Compliance: DMZ Configuration

Policies

v

U Compliance: Hosts

U Compliance: RHEL Host (KVM)

U Compliance: VM

U Compliance: VMware Security Hardening Guide v4.x & v5.x (DMZ)

~

Container Image Compliance: OpenSCAP

v

Container Image Control: Analyse incoming container images

(R

Container Image Control: Schedule compliance after smart state analysi

U Compliance: VMware Security Hardening Guide v4.x & v5.x (Enterprise)
U Compliance: VMware Security Hardening Guide v4.x & v5.x (SSLF)
U Demo: CPU Reservation

v

v

Notes

v

U Demo: Prevent Cloning of Database VMs

U Demo: Prevent Cloning of Database VMs @ Ho notes have been entered
¥ Demo: Prevent PowerOn of Quarantined VMs

~

U Demo: Service Level Resource Allocation
U Demo: Shell-Shock Vulnerability

U Demo: YM-Operation Policies

0 Demo: VMs in DMZ NIC Check

U Demo: Windows Mandatory Patch

~ | OpenSCAP profile > B

> = Container Image Compliance: OpenSCAP

v vV v

> £ Container Image Control: Analyse incoming container images

> = Container Image Control: Schedule compliance after smart state a...

Next, you can Optionally take a look at these 3 control policies in the 3 next steps.
4. (Optional) Click on Container Image Compliance: OpenSCAP.

Note: Notice that during a compliance check, this control policy checks to see if the
OpenSCARP rule results include any severity high failures. If so, Red Hat CloudForms marks
this container image as non-compliant and prevents this container image from running in
Red Hat Openshift ever again.

€-||C £ Configuration v

v Policy Profiles

T TS

> ) Compliance: DISA STIG
>  Compliance: DMZ Configuration

Palicy "OpenSCAP"

U Compliance: Hosts Basic Information

>
> U Compliance: RHEL Host (KVM) Active Yes
> 0 Compliance: VM i

Created By Username admin 2017-03-11 05:36:17 UTC
> W Compliance: VMware Security Hardening Guide v4.x & v5.x (DMZ)
> O Compliance: VMware Security Hardening Guide v4.x & v5.x (Enterprise)
> U Compliance: VMware Security Hardening Guide v4.x & v5.x (SSLF)

Scope
> 0 Demo: CPU Reservation

> 0 Demo: Prevent Cloning of Database VMs @ No Policy scope defined, the scope of this policy includes all elements.

> U Demo: Prevent Cloning of Database VMs

> 0 Demo: Prevent PowerOn of Quarantined VMs

> 10 Demo: Service Level Resource Allocation

Conditions
> 0 Demo: Shell-Shock Vulnerability
> 0 Demo: VM-Operation Policies Description Scopes / Expressions
> 1 Demo: VMs in DMZ NIC Check Has high severity OpenSCAP ru  Express FIND Container Image.Openscap Rule Results : Result = "fail" CH
> U Demo: Windows Mandatory Patch le results ion ECK ANY Severity = "High"

~ 1 OpenSCAP profile

v Container Image Compliance: OpenSCAP i —

# Has high severity OpenSCAP rule results Events
> = i R z
Container Image Compliance Check Description Actone
> = Container Image Control: Analyse incoming container images
&= Container Image Compliance Check X Mark as Non-Compliant
> Policies X Prevent container image from running on OpenShift

5. (Optional) Now click on Container Image Control: Analyse incoming container images.
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Note: In this control policy, whenever a new container image is discovered, a smart state
analysis scan is done on the new container image. This way, Red Hat CloudForms knows
exactly what is in the newly discovered container image.

€ & £# Configuration v

v Policy Profiles
> 10 Compliance: RHEL Host (KVM)
> O Compliance: VM

Policy "Analyse incoming container
images"

> 0 Compliance: VMware Security Hardening Guide v4.x & v5.x (DM2)
0 Compliance: VMware Security Hardening Guide v4.x & v5.x (Enterprise)
U Compliance: VMware Security Hardening Guide v4.x & v5.x (SSLF)

Basic Information

0 Demo: CPU Reservation Active Yes

U Demo: Prevent Cloning of Database VMs Created By Username admin 2017-03-11 05:36:17 UTC
0 Demo: Prevent Cloning of Database VMs
0 Demo: Prevent PowerOn of Quarantined VMs

0 Demo: Shell-Shock Vulnerability
10 Demo: VM-Operation Policies (@ NoPolicyscope defined, the scope of this policy includes all elements.
0 Demo: VMs in DMZ NIC Check

>
>

>

>

>

>

> 10 Demo: Service Level Resource Allocation Scope
>

>

>

> 0 Demo: Windows Mandatory Patch

U OpenSCAP profile Conditions

ontainer Image Compliance: OpenSCAP

~  Container Image Control: Analyse incoming container images. 5 Description Scopes / Expressions

# Don't scan image-inspector's image @  Dontsen pector's image  ExpressionContainer Image : Name ENDS WITH */image-inspector"

> = Container Image Discovered
> £ Container Image Control: Schedule compliance after smart state a...
> 10 POC - Analysis: Manage VMs Events
> 0 POC - Analysis: Post Provisioning
> W Snanshots: Delete Based On Count.
> Policies == Container Image Discovered @ Initiate SmartState Analysis for Container Image

Description Actions

(Optional) When the container image smart state analysis is complete, the Host or VM
compliance is then checked as you can see from the last control policy, Container Image
Control: Schedule compliance after smart state analysis.

v Policy Profiles
> 10 Compliance: RHEL Host (KVM)
U Compliance: VM

Policy "Schedule compliance after
smart state analysis"

>
> 0 Compliance: VMware Security Hardening Guide v4.x & v5.x (DMZ)

> O Compliance: VMware Security Hardening Guide v4.x & v5.x (Enterprise) Basic Information
> 0 Compliance: VMware Security Hardening Guide v4.x & v5.x (SSLF)
> 0 Demo: CPU Reservation Bt es

> 0 Demo: Prevent Cloning of Database VMs Created By Username admin 2017-03-11 05:36:18 UTC
> 0 Demo: Prevent Cloning of Database VMs

> 10 Demo: Prevent PowerOn of Quarantined VMs

> 0 Demo: Service Level Resource Allocation Scope

>

>

>

>

U Demo: Shell-Shock Vulnerability
0 Demo: VM-Operation Policies (@ No Policy scope defined, the scope of this policy includes all elements.
0 Demo: VMs in DMZ NIC Check

U Demo: Windows Mandatory Patch
~ 0 OpenSCAP profile
> = Container Image Compliance: OpenSCAP

Conditions

> = Container Image Control: Analyse incoming container images @ No conditions defined. This policy is unconditional and will ALWAYS return true.
v  Container Image Control: Schedule compliance after smart state a.

> = Container Image Analysis Complete

> 0 POC - Analysis: Manage VMs Events

> 0 POC - Analysis: Post Provisioning

> U Snapshots: Delete Based On Count Description Actions

> W) Snashots: Max of 2 = | Container Image Analysis Complete © Check Host or VM Compliance

Now, in the Red Hat CloudForms Ul, in the left pane, navigate to Compute — Containers
— Providers.
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= RED HAT" CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel Compute

Clouds
Red Hat Insights

Infrastructure

Containers
Services

Compute

Configuration

Networks

Middleware

Storage

Control

Containers
Overview
Providers
Projects
Routes
Container Services
Replicators
Pods
Containers
Container Nodes
Volumes
Container Builds
Image Registries
Container Images
Container Templates

Topology

8. Check the box next to the Openshift Container Provider and click on Policy — Manage

Policies.

£+ Configuration v

@ No filters definec

U Policy v & Authentication ~ & v

f Edit Tags
f Manage Policies

Q. Check Compliance of Last Known Configuration )Vi d ers

OpenShift

Note: After clicking on Policy — Manage Policies, notice that there is a checkbox next to
the OpenSCAP profile policy profile . This means that the OpenSCAP profile policy
profile is assigned to this Red Hat Openshift provider, which means that all container
images in this Openshift container provider will have this policy profile applied.

9. At the bottom right,

> O 10 Demo: Windows Mandatory Patch

> & U OpenSCAP profile

> O 1 POC-Analysis: Manage VMs

> O 10 POC-Analysis: Post Provisioning

> O U Snapshots: Delete Based On Count
> O 0 Snapshots: Max of 2

> O 10 Tags: Location Tag Inheritance Policy

Click Cancel.

e__Resgs | Cancel

Policy changes will affect 1 Containers Provider

Openshift
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10. Next, in the Red Hat CloudForms UlI, in the left pane, navigate to Compute — Containers
—Containers.

RED HAT® CLOUDFORMS MANAGEMENT ENGINE

Containers

Cloud Intel Compute

Clouds Overview
Red Hat Insights
Infrastructure Providers

Containers Projects
Services
Routes

Container Services
Compute

Replicators

Configuration Pods

Containers

11. Click on the welcome-php-summit container.

e |C U Policy v & v

v Containers

All Containers alv
~ Al Containers (by Pods) i
~ M docker-registry-2-lucom Name “ | PodName Image State

W registry deployer metrics-depl 5 ift3/metrics-deployer Terminated
~ M hawkular-cassandra-1-7xjua hawkular-cassandra-1 hawkular-cassandra-1-7xjua openshift3/metrics-cassandra Running
& hawkular-cassandra-1
hawkular-metrics hawkular-metrics-39n3t openshift3/metrics-hawkular-metrics Running

~ M hawkular-metrics-39n3t

& hawkular-metrics heapster-kgOep openshift3/metrics-heapster Running
v M heapster-kgOep registry docker-registry-2-lucom openshift3/ose-docker-registry Running
© heapster registry-console registry-console-1-nehn3 openshift3/registry-console Running

v M metrics-deployer-x08s5
© deployer

v M registry-console-1-nehn3
 registry-console

v M router-1-8ovfj

& router

~ I welcome-php-summit-1-48psq

& welcome-php-summit

router

x
N
L
% 7 heapster
y
|
|
Y

welcome-php-summit

e

router-1-8ovfj

welcome-php-summit-1-48psq

ift3/0se-haproxy-router Running
redhatworkshops/welcome-php Running

12. In the Relationships box, click on Container Image redhatworkshops/welcome-php
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Container "welcome-php-summit" (Summary)

Properties Relationships
Name welcome-php-summit Containers Provider £ Openshift
State running Project i@ summit-demo
Last State terminated Replicator &5 welcome-php-summit-1
Restart count 12 Pod &, welcome-php-summit-1-48ps
Backing Ref (Container ID) docker://de1284cb12a67e4523906 q
d227988606f545d6064788b403c9 Node &= ocp summit.example.com
9f7e22558b2cc85
Container Image g redhatworkshops/welcome-
Drop Capabilities KILL,MKNOD,SETGID,SETUID,SYS_C i
HROOT
Privileged false
Smart Management
Run As User 1000060000
Red Hat Summit Tags ‘ No Red Hat Summit Tags have
SELinux Level s0:c8,c2

been assigned

13. In the Configuration box, notice that you can see the Packages and OpenSCAP results.
Click on OpenSCAP results.

Note: Notice that there are several severity high security rule failures.

Containers » redhatworkshops/welcome-php (Summary)

redhatworkshops/welcome-php (Summary)

Properties Relationships
Name redhatworkshops/welcome-php Containers Provider O OpenShift
Image Id docker-pullable://docker.io/redhat Image Registry <% Unknown image source
kshops/well -ph| ha256 o
workshops/welcome-php@sha, Projects i
:d5e66730d05c332503abf9a1f5ce
7b6d9c49373f098342fcc9d3249be Pods o'
308bc2b Containers !
Full Name redhatworkshops/welcome-php@ Nodes -1
=]
sha256:d5e66730d05¢332503abf9
a1f5ce7b6d9c49373f098342fccod
3249be308bc2b Smart Management
Operating System Distribution redhat Red Hat Summit Tags ‘ No Red Hat Summit Tags have
. been assigned
Product Type Linux
Product Name Red Hat Enterprise Linux Server re

. Configuration
lease 7.3 (Maipo)

Packages t‘j 313

Architecture

Author OpenSCAP Restlts © 4

Command OpenSCAP HTML Available

Entrypoint Thu, 23 Mar.20 3:28:07 +0000

14. Now , in your Firefox web browser, click on the tab you have opened to your Red Hat
Openshift Ul. Log back in with summit17 (NOT admin) as the username and r3dh@t2017
as your password.

15. Click on the Summit Demo Project.
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OPENSHIFT CONTAINER PLATFORM

Projects Sortby Display Name v | 13 m

defau\y

krube‘c,yypm

\ngg@g L s
management-infra Management Infrastructure N &
opehshwft

openshift-infra

— Summit Demo Red Hat Summit 2017

16. At the top of the Red Hat Openshift Ul, click on Add to Project.

Summit Demo v Add to project

Overview v WELCOME PHP SUMMIT

welcome-php-summit has containers without health checks, which ensure your application is running cc

&

Applications & welcome-php-summit
g welcome-php-summit ) #1
[
= X
Zllels < Image:
redhatworkshops/welcome-php
@ - Ports: 8080/TCP pod

>

Resources

17. Click on Deploy Image, which is the middle tab at the top of the UL.
18. Select Image Name and type redhatworkshops/welcome-php and hit enter or search glass.
Note: This will search and pull back metadata for the image.
OPENSHIFT CONTAINER PLATFORM @~

Summit Demo » Add to Project

Browse Catalog Deploy Image Import YAML / JSON

Deploy an existing image from an image stream tag or Docker pull spec.

Image Stream Tag

© Image Name
redhatworkshops/welcome-php 3 Q
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19. For the Name, type welcome-php. Then at the bottom, click Create.

OPENSHIFT CONTAINER PLATFORM
*Name

Secret for authentication when pulling images from a secured regis

Environment Variables

Add environment varial ble

Labels

The following labels are being added automatically. If you want to ¢

app

Each label is applied to each created resource.

Add label

20. Click on Continue to overview. Wait a few mins for the deployment to finish.

OPENSHIFT CONTAINER PLATFORM

Summit Demo » Addto Project » welcome-php » Next Steps

Application created(Continue to overview.

Manage your app

The web console is convenient, but if you need deeper control you may want to
Note: Red Hat Openshift will try to spin up the app, but ultimately the deployment will fail.

21. To see this, from the Overview page (which you should now be on), click on View
Deployment.
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v WELCOME PHP

welcome-php has containers without health checks, which ensure your application is running correctly. Add health checks
E Deployment welcome-php #1 failed{ View Deployment ) View Log

G» welcome-php

welcome-php

% welcome-php #1 failed
pods

22. Then, click on the Events tab.

Deployments » welcome-php » #1
welcome-php-1 created s minutes age
app openshift.io/deployment-config.name

Details Environment Metrics Logs

Status: x Failed
Deployment config: welcome-php
Status reason: image change
Selectors: app=welcome-php

deployment=welcome-php-1 pesis

deploymentconfig=welcome-php
Replicas: 0 current / 0 desired

Template
23. After clicking the Events tab, you will see “Failed create” as the Reason and “Error
creating: Pod "" is invalid: spec.containers[0].image: Forbidden: this image is
prohibited by policy” as the Message.

Note: Since Red Hat CloudForms flagged this image in the registry due to the high
severity vulnerabilities in this image, when you try to start a container with this vulnerable

image, Red Hat Openshift is alerting you that this image execution is being blocked based

on the policy annotation set by Red Hat CloudForms.
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Deployments » welcome- php » #1

welcome-php-1

app openshift.io/deployment-config.name

Details Environment Metrics Logs Events

Sortby | Time v | |%

Time Reason Message

84510AM A Failed create Error creating: Pod "" is invalid: spec.containers[0].image: Forbidden: this image is prohibited by policy

Lab 4: OpenSCAP security scans and remediations at
the push of a button in Red Hat CloudForms with the
integration of Red Hat CloudForms and Satellite 5.7

Goal of Lab 4

The goal of this lab is to show the ability to execute OpenSCAP security scans and remediations at
the push of a button in Red Hat CloudForms with the custom integration of Red Hat CloudForms
and Red Hat Satellite 5.7.

Introduction

Red Hat CloudForms has a powerful and flexible automate engine , which can be used to integrate
Red Hat CloudForms with any 3rd party software product that has a web service API , such as
REST. In this lab, you will see how integrating Red Hat CloudForms with Red Hat Satellite
5.7,using the Satellite 5.7 OpenSCAP APIs, allows you to execute OpenSCAP scans and
remediations at the push of a button on a particular VM using Red Hat CloudForms.

Executing the OpenSCAP scan on a VM from a custom button in Red Hat CloudForms will cause
Red Hat CloudForms to communicate with Red Hat Satellite 5.7 via the OpenSCAP API in Satellite
5.7. As a result, Satellite 5.7 will execute the OpenSCAP scan commands and send the scan
results back to Red Hat CloudForms. Then, Red Hat CloudForms can take any specific actions
based on the scan results. For example, in this lab, when a scan of a chosen SCAP profile fails
even one rule in the profile, Red Hat CloudForms will tag the scanned VM as SCAP non-compliant
with the name of the profile and automatically open an incident ticket in ServiceNow. However,
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when a scan of a given SCAP profile passes all the rules in the profile, Red Hat CloudForms will
simply tag the scanned VM as SCAP compliant with the name of the profile.

Similarly, executing the OpenSCAP remediation of a chosen profile on a VM from a custom button
in Red Hat CloudForms will cause Red Hat CloudForms to ssh into the client VM to execute the
OpenSCAP command for remediation.

This integration between Red Hat CloudForms and Red Hat Satellite allows you to have a central
and automated way to do point in time security compliance scans and remediations on a per-vm
basis.

OpenSCAP security scan on a VM at the push of a button in Red
Hat CloudForms with the integration of Red Hat CloudForms and
Red Hat Satellite 5.7

1. In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

2. In the Red Hat CloudForms Ul, in the left pane, navigate to Compute — Infrastructure —
Virtual Machines.

=— RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel Compute Infrastructure

Clouds Providers

Red Hat Insights
Infrastructure Clusters

Containers Hosts
Services
Virtual Machines

Resource Pools
i_F Compute

Datastores

3. If you end up in a VM summary page, click the back arrow button in the Red Hat
CloudForms Ul and click on All VMs.
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=— RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud intel - |C £+ Configuration v U Policy ~ &% Lifecycle « P Monitoring

€ "Compliance History" for Virtual Machine "rhel7vm1.summit.example.com" . objectwalker v

gl
€ AlVMs o=

> VMs & Templates

Red Hat Insights

Virtual Machine

v VMs " 1
o rhel7vm1.summit.examp
Services
~ I All VMs C
Properties
~ Im Global Filters
Narme rhel7vm1.si
e T Analysis Failed
ompute hel?
Y Analysis Required Hostname rhel7vml.si
Y Analysis Successful IP Address 192.168.201

4. Navigate to your RHEL 6 VM 1 VM by typing rhel6vm1.summit.example.com in the
search bar at the top right and then pressing the search icon. Click on the
rhelévm1.summit.example.com VM.

Note: You could have also hovered the VM icons to see their full name.

All VMs (Names with
"rhel6vm1.summit.example.com”)

S
@2

rhel6...e.com

5. Now, at the top, Click on the SCAP with Sat5 button and Click on OpenSCAP Scan
(Satellite 5).

— RED HAT’ CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel - | C £+ Configuration v U Policy v ¥ Lifecy

== SCAP with Sat5 v ¥ Ansible Tower v Satellite Tools *
Red Hat Insights PP OpenSCAP Scan (Satellite 5) <&
. OpenSCAP Remediate(Satellite5) Virtual Mact
vovvs n
. rhelevm1.s
Services |
- Al Properties

v Im Global Filters

e | rhelévm1.summit.examj X @v
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Next, in the dialog window, for SCAPProfiles, choose the corebaseos profile. After
choosing the corebaseos profile, press Submit.

rhelevm1.summit.example.com - "OpenSCAP
Scan (Satellite 5)"

Profiles

SCAPProfiles ~—Choose SCAP Profile-— v || Refresh

Time —Choose SCAP Profile—

€25 ~NOTSCANNED
€S2 ~NOTSCANNED
CSCF-RHELE-MLS ~NOTSCANNED
RHELG6-Default ~NOTSCANNED
com NOTSCANNED

~NOTSCANNED

-NOTSCANNED
pei-dss ~NOTSCANNED
rht-ccp ~NOTSCANNED

Note: This is a simple profile that checks just one rule: The aide package must be installed.
Also, notice that next to each profile name , you can see the status of its last scan (pass,
failed, or not scanned). Also, notice that you can also see the Last Scan Date and Time.
This shows you when this VM was last scanned.

Now, let’s see if this profile fails or passes. In your Firefox web browser, click on the tab you
have opened to your Red Hat Satellite 5.7 Ul. Log back in with admin as the user name
and r3dh@t2017 as your password.

In the Red Hat Satellite 5.7 Ul, navigate to the top “Audit” tab.

< redhat RED HAT SATELLITE

Overview Systems Errata Channels Audit Configuration
> OpenSCAP -
J OpenSCAP Scans
> All Scans
> XCCDF Diff
> Advanced Search
@
System Xcedf Pre

After a few minutes, you should see your completed OpenSCAP scan in the completed
scan list. Press the refresh button on your web browser.
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i) @ | https://sat5-44cf.rhpds.opentic.com/rhn/audit/ListXccdf.do @

- redhat RED HAT SATELLITE

Overview Systems Errata Channels Audit Configuration Schedule Users Admin

> OpenSCAP
| L L SRR e Tl o . S

10. In the second Xccdf Profile column, Click on the corebaseos profile from the top of the list
with today’ date and current time, as indicated in the third Completed column.

& OpenSCAP Scans

ter by Xc @
System Xccdf Profile Completed |5 Satisfied Dissatisfied
rhelévm1.summit.example.com orebaseos, Sun Apr 23 09:28:48 EDT 20 0 1

Details of XCCDF Scan

Scan ID (xid): 23
File System Path: Jusr/share/xml/scap/ssg/content/ssg-rhel6-xccdf.xml

Command-line :
--profile corebaseos

Arguments:
Scheduled By: & admin
Benchmark Identifier:  RHEL-6
Benchmark Version: 0.1.28
Profile Identifier: corebaseos
Profile Title: Common Profile for General-Purpose Systems
Started: 2017-04-23 09:28:30.0
Completed: 2017-04-23 09:28:32.0
WARNING: Skipping http://www.redhat.com/security/data/oval/Red_Hat_Enterprise_Linux_6.xml file which is referenced from XCCDF c
Scan's Error output: xccdf_eval: oscap tool returned 2

XCCDF Rule Results

1-25 0f 407
® 25 ~|items pe
XCCDF Rule Identifier XCCDF Ident Tags Result
package_aide_installed CCE-27024-9, DISA FSO RHEL-06-000016 = Bl

Note: As stated earlier, this corebaseos profile just checks to see if the aide package is
installed. As you can see, the result is fail, which means that the aide package is not
installed on this VM.
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11. In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

12. Then, navigate to Compute —Infrastructure — Virtual Machines.

=— RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel Compute Infrastructure

Clouds Providers

Red Hat Insights
Infrastructure Clusters

Containers Hosts
Services
Virtual Machines

Resource Pools
F Compute

Datastores

13. You should be at the VM summary page for the rhelévm1.summit.example.com VM.

= RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel €« C £ Configuration v U Policy v £y Lifecycle v P Monitoring v & Power v 3 Access v

== SCAP with Sat5 v ¥ Ansible Tower v Satellite Tools v @ objectwalker v =~ VM Management v

Red Hat Insights > VMs & Templates

Virtual Machine

v VMs i . "
: rhelevm1.summit.example.com
Services
~ I AllVMs ?
Properties
v M Global Filters
e Name rhelévm1.summit.example.com
Compute Y Analysis Failed =
Y Analysis Required osinames
Y Analysis Successful IP Address 192.168.100.101
Configuration Y Environment / Dev Container @) redhat: 2 CPUs (2 sockets x 1 ¢
Y Environment/ Prod ore), 1024 MB
¥ Environment / Test Parent Host Platform rhel
Networks Y Environment / UAT Platform Tools N/A
Y Function / Desktop ‘
Operating Systs rhel_6x64
Y Guest 05/ Linux peraling System PIES
Middleware Y Guest OS/Windows Devices 4
Y Over Allocated CPU Affinity

14. At the VM summary page, take a look at the bottom right of the VM summary page in the
Smart Management box. Notice that in the Red Hat Summit Tags, you have a tag named
scap_noncompliant: corebaseos. If you don’t see this tag yet, Click the circular Reload
arrow In the Red Hat CloudForms Ul (not the browser).
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RED HAT’ CLOUDFORMS MANAGEMENT ENGINE 0 @+ L administrator | cfme v

Cloud Intel € - @ £ Configuration v U Policy ~ £ Lifecycle v - Monitoring v () Power ~ 3 Access

22 SCAP with Sat5 F Ansible Tower v Satellite Tools ~ [ ] ~ = W v 22 SCAP with Sat6 -
Redhatinsignts > VMs & Templates Total Allocation 16 GB
Relationships
v VMs
Infrastructure Provider @ rhvm.summit.example.com Datastore Actual Usage Summary
Services —
~ M All VMs Cluster £2 Default Disks 16 GB
~ M Global Filters
! Host 3 kvm.summit.example.com Snapshots 0 Bytes
Y Analysis Failed
o+ Compute Resource Pool £ Default for Cluster Default Total Datastore Used Space 947.01 MB

Y Analysis Required

Y Analysis Successful Datastores £ vmstore Unused/Overcommited Allocation  15.08 GB
Configuration Y Environment / Dev Senvice G None

t/ Pre Diagnostics

Y Emisanment / Prod Genealogy & Show parent and child VMs g

Y Environment / Test Running Processes ¥ Not Available

Y Environment / UAT Drift History a4 None -
Networks ¢ Event Logs 3 Not Available

Y Function / Desktop Analysis History Q None

Y Guest 05/ Linux

Smart Management
Middleware Y Guest 0S/ Windows VMsafe ¢
Red Hat Summit Tags scap_noncompliant: corebase
Y Over Allocated p—— false 9 @ scap P
Y Over Sized s

Note: Upon failure of the corebaseos profile OpenSCAP scan , Red Hat CloudForms will
auto-tag the VM with a SCAP non-compliant tag with the name of the failed corebaseos
profile. In this integration, Red Hat CloudForms also automatically opens up an incident
ticket in ServiceNow. This way, you can automatically keep track of which VMs are failing
OpenSCAP scans by profile name.

15. Refresh the VM summary page of your rhelévm1.summit.example.com VM. Notice that at
the bottom of this page, in the Custom Attributes box, a ServiceNow incident ticket
number has been assigned in the custom attributes of this VM.
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€ v® £+ Configuration v | | I Policy v | | ¥ Lifecycle v | | [~ Monitoring v | | () Power v | |

2 SCAPwithSats v | | ¥ Ansible Tower v satellite Tools v | | @ obj v Zw

CPU
> VMs & Templates

Max Not Available
~ VM
o High Not Available
© B AllVMs Average Not Available
~ W Global Filters Low Not Available
Y Analysis Failed CPU Usage
Y Analysis Required = NoE Availabla
Y Analysis Successful
High Not Available
Y Environment / Dev
Y Environment/Prod Average Not Available
Y Environment / Test Low Not Available
Y Environment / UAT Memory
Y Function / Desktop Max Not Available
Y Guest 05/ Linux
High Not Available
Y Guest 05 / Windows
Y Over Allocated Average Not Available
Y Over Sized Low Not Available
Y Status/ Archived Memory Usage
Y Status/ Orphaned Max Not Available
N Satts (Retired High Not Available
Y Status/ Running —
Average Not Available
Y Under Allocated B
Y VMs | Own Low Not Available
Y VMs in My LDAP Group
M My Filters Custom Attributes
servicenow_incident_sysid fbe81af34fc6320091938ab18110¢
78b
> Templates
servicenow_incident_number INC0010033
lastendscantime 2017-04-23 09:28:32 UTC

Note: Red Hat CloudForms has automatically opened up an incident ticket for you in
ServiceNow,with this ticket number, and has passed to ServiceNow all the relevant details
about this VM, such as the VM’s IP address, how the VM was sized, etc.

To verify that the aide package is not installed on this VM, simply SSH into the
rhelévm1.summit.example.com and check. To login to your client VM, first SSH into your
workstation node at workstation-<GUID>.rhpds.opentlc.com as the summit17 user. The
summit17 user has sudo privileges. An ssh key is already in the home directory of your
laptop, which should allow you to login without a password. Should a password be required,
use r3dh@1t2017 as your password.

$ ssh summit17@workstation-<GUID>.rhpds.opentlic.com

Next, now that you are in the workstation node, SSH into your RHEL 6 client/host. This host
has already been registered to both Red Hat Satellite 6 and Red Hat Insights for you.
$ ssh summit17@rhel6vm1.summit.example.com

Now, see if the aide package is installed:
$ rpm -qa aide
Note: Notice that the aide package is not installed.

Keep your terminal window open so that you remain logged into the
rhelévm1.summit.example.com VM.
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OpenSCAP security remediation on a VM at the push of a button in
Red Hat CloudForms with the integration of Red Hat CloudForms
and Red Hat Satellite 5.7

20. In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

21. Then, navigate to Compute —Infrastructure — Virtual Machines

=— RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel Compute Infrastructure

Clouds Providers
Red Hat Insights
Infrastructure Clusters

Containers Hosts
Services
Virtual Machines

Resource Pools
i_F Compute

Datastores

22. You should be at the VM summary page for the rhelé6vm1.summit.example.com VM.

RED HAT’ CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel € C #+ Configuration v | | I Policy v & Lifecycle v | | P~ Monitoring v | | () Power v L Access v

== SCAP with Sat5 v ¥ Ansible Tower v Satellite Tools v @ objectwalker v < VM Management v = S

Red Hat Insights > VMs & Templates

Virtual Machine

v VMs " . "
, rhelévm1.summit.example.com
Services
v I All VMs z
Properties Comy
v I Global Filters
N: rhelévm1.summit.example.com Statut
Y Analysis Failed ame P u
Compute =
Y Analysis Required Hostnames Histor
Y Analysis Successful IP Address 192.168.100.101
Configuration YV Environment/ Dev Container @) redhat: 2 CPUs (2 sockets x 1 ¢ Powe
Y Environment / Prod ore), 1024 MB Powe
Y Environment / Test Parent Host Platform rhel LastE
Envi it/ UAT
Nt VT Platform Tools N/A —
Y Function / Desktop ‘
O ting Syste rhel_6x64
Y Guest 0S/ Linux RS SV ol
Middleware Y Guest OS/ Windows Devices (=Y Secur
Y Over Allocated CPU Affinity Users

23. Now, at the top click on the SCAP with Sat5 button and click on OpenSCAP Remediate
(Satellite 5).
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— RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud thtel €« | C £+ Configuration v U Policy v s Lifecycle v |
== SCAP with Sat5 v ¥ Ansible Tower v Satellite Tools v ®

Red Hat Insights PP OpenSCAP Scan (Satellite 5)

.4 OpenSCAP Remediate(Satellite5) Virtu a| M achi ne
L "rhel6vm1.summ!

Services
~ I All VMs

v M Global Filters

Properties

24. Next, in the dialog window, for SCAPProfiles, choose the corebaseos profile. Press
Submit.

rhelevm1.summit.example.com - "OpenSCAP
Remediate(Satellite5)"

SCAPProfiles

SCAPProfiles corebaseos ~FAILED v | Refresh

Last Scan Date and l ‘
Time —-Choose SCAP Profile—
C2S --NOTSCANNED
€S2 ~NOTSCANNED
CSCF-RHELG-MLS ~NOTSCANNED
RHEL6-Default --NOTSCANNED
oooooooo NOTSCANNED

R e COrebaseos ~FAILED

nist-cl-il-al ~NOTSCANNED
pci-dss ~-NOTSCANNED
rht-ccp --NOTSCANNED

Note: Notice that in the dropdown , next to the corebaseos profile name, you now see
FAILED since the last scan you just did failed this policy. Remember that this profile is just
checking to see if the aide package is installed. By choosing this profile during this
remediation step, Red Hat CloudForms will give the command to execute the remediation
on this VM (which in this case will install the aide package on this VM).

25. Go back to the terminal window open where you are logged into the
rhelévm1.summit.example.com VM.
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& & lkerner — summit17@rhelévml:~ — ssh summit17@workstation-44cf.rhpds.op...
[summitl7@rhelévml ~]% !

26. Now, see if the aide package is installed (it may take a minute for the package to show up):
$ rpm -qa aide
- ® - lkerner — summit17@rhelévml:~ — ssh s

[summitl7@rhelévml ~]% rpm —-ga aide
aide-0.14-8.e16.xB6_64 «f
[summit17@rhelsvml ~15

Note: Notice that now the aide package has been installed.

27. First, if you're not already there, navigate back to the rhelévm1.summit.example.com by
clicking on Compute in the left pane of Red Hat CloudForms.

= RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel €« C £ Configuration v U Policy ~ €% Lifecycle v P~ Monitoring v ¢ Power v O Access v

22 SCAP with Sat5 ¥ Ansible Tower v Satellite Tools - @ objectwalker v < VM Management v = S

Red Hat Insights > VMs & Templates

Virtual Machine

~ VMs " : "
) rhelevm1.summit.example.com
Services
~ I All VMs z
Properties Comy
v M Global Filters
N; rhelévm1.summit.example.com Statu:
Y Analysis Failed ame P Y
Compute =
Y Analysis Required Hostnames Histor
Y Analysis Successful IP Address 192.168.100.101
Configuration Y Environment / Dev Container ‘ redhat: 2 CPUs (2 sockets x 1 ¢ Powe
Y Environment / Prod ore), 1024 MB Powe
T Environment / Test Parent Host Platform rhel LastE
Networks Y Environment / UAT ST S ——
Y Function / Desktop
O ting Syst: rhel_6x64
Y Guest S/ Linux ok @ rhel.
Middleware Y Guest 05 / Windows Devices = S
Y Over Allocated CPU Affinity Users

28. Now, let’s re-run the SCAP scan for the corebaseos profile At the top, click on the SCAP
with Sat5 button and click on OpenSCAP Scan (Satellite 5).

=— RED HAT’ CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel - | C £+ Configuration v U Policy v &% Lifecy
== SCAP with Sat5 v ¥ Ansible Tower v Satellite Tools »
Red Hat Insights PP OpenSCAP Scan (Satellite 5) <&
.& OpenSCAP Remediate(Satellite5) Virtual Mact
vovivis n
. rhelevm1.s
Services
7 All VMs :
Properties

v [ Global Filters
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29. Next, in the dialog window, for SCAPProfiles, choose the corebaseos profile. Notice that
next to the profile name it says FAILED since this profile did fail its last scan. Press Submit.

rhelevm1.summit.example.com - "OpenSCAP
Scan (Satellite 5)"

Profiles

SCAPProfiles corebaseos | FAILED v Refresh

Last Scan Date and
Time ~-Choose SCAP Profile---
€25 --NOTSCANNED

€S2 -NOTSCANNED
CSCF-RHEL6-MLS ~-NOTSCANNED
RHEL6-Default -NOTSCANNED
oooooooo NOTSCANNED

B g COTebaseos -FAILED

nist-cl-il-al -NOTSCANNED
pci-dss ~NOTSCANNED
rht-ccp --NOTSCANNED

30. Now, let’s see if this profile fails or passes. In your Firefox web browser, click on the tab you
have opened to your Red Hat Satellite 5.7 Ul. Log back in with admin as the username and
r3dh@t2017 as your password.

31. In the Red Hat Satellite 5.7 Ul, navigate to the top “Audit” tab.

< redhat. RED HAT SATELLITE

Overview Systems Errata Channels Audit Configuration
> OpenSCAP -
< OpenSCAP Scans
> All Scans
> XCCDF Diff
> Advanced Search
@
System Xcedf Pre

32. After a few minutes, you should see your completed OpenSCAP scan in the completed
scan list. Press the refresh button on your web browser.
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i) @ | https://sat5-44cf.rhpds.opentic.com/rhn/audit/ListXccdf.do @

- redhat RED HAT SATELLITE

Overview Systems Errata Channels Audit Configuration Schedule Users Admin

> OpenSCAP
| L L SRR e Tl o . S

33. In the second Xccdf Profile column, Click on the corebaseos profile from the top of the list
with today’ date and current time, as indicated in the third Completed column.

< OpenSCAP Scans

25

System

rhelévm1.summit.example.com

Xccdf Profile Completed |5 Dissatisfied
corebaseg Sun Apr 23 10:42:05 EDT 201 0

Details of XCCDF Scan

Scan ID (xid): 23
File System Path: Jusr/share/xml/scap/ssg/content/ssg-rhel6-xccdf.xml
Command-line

--profile corebaseos
Arguments:
Scheduled By: & admin
Benchmark Identifier:  RHEL-6
Benchmark Version: 0.1.28
Profile Identifier: corebaseos
Profile Title: Common Profile for General-Purpose Systems
Started: 2017-04-23 09:28:30.0
Completed: 2017-04-23 09:28:32.0

WARNING: Skipping http://www.redhat.com/security/data/oval/Red_Hat_Enterprise_Linux_6.xml file which is referenced from XCCDF c

Scan’s Error output: xccdf_eval: oscap tool returned 2

XCCDF Rule Results

1-25 0f 407
@ 25 j items pe
XCCDF Rule Identifier XCCDF Ident Tags Result
—package_aide_installed CCE-27024-9, DISA FSO RHEL-06-000016 B

Note: As stated earlier, this corebaseos profile just checks to see if the aide package is
installed. As you can see, the result is pass, which means that the aide package is now
installed on this VM.
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34. Go back to Red Hat CloudForms and click on Compute in the left pane to go back to your
rhelévm1.summit.example.com VM (if you're not already there).

Cloud Intel

Red Hat Insights

Services

Compute

Configuration

Networks

Middleware

€

== SCAP with Sat5 v

(& £ Configuration v

> VMs & Templates

v VMs

~ I All VMs
~ M Global Filters

Y Analysis Failed

Y Analysis Required
Y Analysis Successful
Y Environment / Dev
Y Environment / Prod
Y Environment / Test
Y Environment / UAT
Y Function / Desktop
Y Guest 0S/ Linux
Y Guest OS / Windows
Y Over Allocated

¥ Ansible Tower v

RED HAT' CLOUDFORMS MANAGEMENT ENGINE

U Policy v €3 Lifecycle v P~ Monitoring v () Power v L Access v

@ objectwalker v

Satellite Tools v <~ VM Management v = S

Virtual Machine
"rhelévm1.summit.example.com"

Properties Comy
Name rhelévm1.summit.example.com Statu:
Hostnames Histor
IP Address 192.168.100.101
Container @) redhat: 2 CPUs (2 sockets x 1 ¢ Powe
ore), 1024 MB Powe
Parent Host Platform rhel Last
Platform Tools N/A State
Operating System ‘ rhel_6x64
Devices (=T Secul
CPU Affinity Users

35. At the VM summary page of your rhelévm1.summit.example.com VM, take a look at the
bottom right of the VM summary page in the Smart Management box. Notice that in the
Red Hat Summit Tags, your tag for the corebaseos profile has now changed to
scap_compliant: corebaseos since your VM is now compliant to the corebaseos profile.
If you don’t see this tag yet, Click the circular Reload arrow In the Red Hat CloudForms Ul

(not the browser).

& - @ £# Configuration v U Policy v s Lifecycle « ;i Monitoring v O Power v L Access ~

== SCAP with Sat5 v ¥ Ansible Tower v

> VMs & Templates

v VMs

~ I All VMs
~ I Global Filters
Y Analysis Failed
T Analysis Required
T Analysis Successful
Y Environment / Dev

Y Fnvironment / Prod

Satell

Service

Genealogy

ite Tools v

Drift History

Analysis Hi

VMsafe

Enable

story

@ objectwalker -

' VM Management ~ == SCAP with Sat6 v

=
L5 None
. Diagnostics
& Show parent and child VMs

Running Processes ¢ Not Available

AdiNone

Q None

Event Logs

[-2 Not Available

Smart Management

‘ scap_compliant: corebaseos

Red Hat Summit Tags
false
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Lab 5 : OpenSCAP security scans and remediations
at the push of a button in Red Hat CloudForms with
the integration of Red Hat CloudForms and Satellite
6.2

Goal of Lab 5

The goal of this lab is to show the ability to execute OpenSCAP security scans and remediations at
the push of a button in Red Hat CloudForms with the custom integration of Red Hat CloudForms
with Red Hat Satellite 6.2.

Introduction

In this lab, you will see how you can leverage Red Hat Satellite 6’s built-in OpenSCAP scanning
and remediation capabilities from Red Hat CloudForms.

Red Hat CloudForms provides out-of-the-box integration to Ansible Tower by Red Hat. This
integration provides visibility in Red Hat CloudForms of the Ansible Tower inventory, including
hosts and job templates. As a result, with this integration, you can launch Ansible Tower job
templates from Red Hat CloudForms automate. For example, from Red Hat CloudForms, the
Ansible Tower job templates can be executed as part of the provisioning or retirement state
machines, from a button on a host/vm , or as an action on a control policy. You can also launch
Ansible Tower job templates from the Red Hat CloudForms service catalog as a service item or as
part of a service bundle.

In this lab, you will launch the OpenSCAP scan and OpenSCAP remediate Ansible job templates
by pressing custom buttons on a VM in Red Hat CloudForms.

This integration between Red Hat CloudForms and Red Hat Satellite allows you to have a central
and automated way to do point in time security scans and remediations on a per-vm basis.

57



L105190 : Proactive Security Compliance Automation

OpenSCAP security scan on a VM at the push of a button in Red
Hat CloudForms utilizing Satellite 6’s built-in OpenSCAP scanning
capabilities

1. In your Firefox web browser, click on the tab you have opened to your Red Hat Satellite 6.2
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

2. From your Satellite Ul, click on Hosts — All Hosts.

RED HAT SATELLITE

Default Organization ~ Monitor v Content v Containers v Hosts v Configure

—————p | Allhosts

H OStS Discovered hosts
Content Hosts
Host Collections
Name Operating system e hiost it
® cfme.summit.example.com &) RedHat 7.3 PROVISIONING SETUP

3. Then put a checkmark next to the rhel7vm1.summit.example.com VM and at the button
on the top right, press Select Action — Assign Compliance Policy

RED HAT SATELLITE Red Hat Access v Bl Admi
Default Organization v Monitor v Content v Containers v Hosts v Configure v Infrastructure v Red Hat Insights v Admi|
Hosts
Qsearch | v Select Action v
Change Group
Name Operating system Environment Model Host group I
@ RecHat 7.3 Bochs Change Environment
® RedHat 7.0 KT_Default_Organ... ~RHEV Hypervisor  base_with_puppet Edit Parameters
@ RedHat 7.0 RHEV Hypervisor Disable Notifications
Enable Notifications
@ RedHat 7.3 Bochs
Disassociate Hosts
Rebuild Config

Displaying all 4 entries - 1 selected

Assign Organization

Assign Location

Change Owner

Change Puppet Master

Change Puppet CA

Change Power State

Delete Hosts
——————> | Assign Compliance Policy

Unassign Compliance Policy

Run Job

4. Select the RHEL7_Common compliance policy from the dropdown. This will assign this
RHEL7_Common policy to this client VM. Press Submit.
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Assign Compliance Policy - The following hosts are about to be changed x

Name Host group Environment Location  Organization

Default Default

rhel7vm1.summit.example.com base_with_puppet KT_Default_Organization_Library_rhel7_soe_with_puppet_4 . L
Location Organization

Keep selected hosts for a future action

RHEL7 Common |~

Select Compliance Policy
rhel7-base

RHEL7_PCI_DSS
RHEL7_Standard

Cancel @

5. In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

6. Go back to Red Hat CloudForms and click on the top back arrow button in the
CloudForms Ul (not the browser) then click on All VMs.

7. Navigate to your RHEL 7 VM 1 VM by typing rhel7vm1.summit.example.com in the
search bar at the top right and then pressing the search icon. Click on the
rhel7vm1.summit.example.com VM.

Note: Notice that the rhel7vm1.summit.example.com VM has a yellow shield on it. This
means that a control policy is applied to this VM.

~ VMs & Templates .
All VMs & Templates (Names with ———— | thelvml.summit.examy x@
"rhel7vm1.summit.example.com")
> @ rhvm.summit.example.com
A <Archived> S
0 <Orphaned> ‘-w
- 2
>VMs rhel7...e.com

> Templates
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8. Now, at the top click on the SCAP with Sat6 button and click on OpenSCAP Scan
(Satellite 6).

= RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Clondintel € C £+ Configuration ~ U Policy v 3 Lifecycle v [+ Monitoring & Power L Access v

=z SCAP with Sat5 v ¥ Ansible Tower v Satellite Tools v ‘ objectwalker ~ — VM Management v 22 SCAP with Sat6é v
————— PP OpenSCAP Scan (Satellite 6)

\/‘ rtual Machine .4 OpenSCAP Remediate(Satellite6)
"rhel7vm1.summit.example.com"

Red Hat Insights > VMs & Templates

v VMs

Services

Note: This will leverage Satellite 6’s built-in OpenSCAP scanning capability by launching
the OpenSCAP scan Ansible playbook on the rhel7vm1.summit.example.com.

9. Now, let’s log into Ansible Tower to see the status of the OpenSCAP scan job we just ran
on this VM. In your Firefox web browser, click on the tab you have opened to your Ansible
Tower Ul. Log back in with admin as the username and r3dh@t2017 as your password.

10. In the Ansible Tower Ul, Click on Jobs at the top of the UI.

o TOWER PROJECTS INVENTORIES TEMPLATES

DASHBOARD
HOSTS FAILED HOSTS INVENTORIES
JOB STATUS

11. You should (eventually) see that your Sat6SCAPScan Ansible playbook is being run.

o TOWER PROJECTS INVENTORIES TEMPLATES JOBS
JOBS
SCHEDULES
Search
D % NAME = TYPE = E
463 Sat6SCAPScan Playbook Run
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12. Click the latest Sat6SCAPScan job to see the progress and wait for the STATUS to show
Successful

e TOWER PROJECTS INVENTORIES TEMPLATES JoBS

JOBS / 463 - SAT6SCAPSCAN

BEEERS f w SATGSCAPSCAN PLAYS @) TASKS @B HOST
STATUS ® Successful ¢—————
STARTED 4/23/2017 11:18:13 AM
Seart
FINISHED 4/23/2017 11:20:18 AM
TEMPLATE Sat6SCAPScan
JOB TYPE Run Identity added: /tmp/ansible_tower_AdYHa2/credential (/tmp,
/credential)
LAUNCHED BY admin
INVENTORY CloudForms PLAY [all]
PROJECT ® Red Hat Security Demos
REVISION d85710555ac£90c234398bc4ab38161d TASK [setup]
99916cf5
o rhel7vml.summit.example. com
PLAYBOOK cf-ans-sat-scap/cf-ans-sat-scan.yml oksfinhel SSumiEECexang tetcon
MACHINE RHEL 7 VM Key TASK [Configure puppet client]
CREDENTIAL
FORKS 0

IMIT rhel7vm1.summit.example.com TASK [OpenScap scan]
VERBOSITY 0 (Normal)

EXTRA VARIABLES @

Note: Notice that this Sat6SCAPScan Ansible playbook ran successfully on the
rhel7vm1.summit.example.com VM. This means that the OpenSCAP scan was successfully
completed on the rhel7vm1.summit.example.com VM.

13. In your Firefox web browser, click on the tab you have opened to your Red Hat Satellite 6.2
Ul. Log back in with admin as the username and r3dh@t2017 as your password.
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14. From your Satellite 6.2 Ul, click on Hosts—Reports

RED HAT SATELLITE

Default Organization  ~ Monitor ~

L105190 : Proactive Security Compliance Automation

Hosts ~ Configure

Compliance Reports

Host

® rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
® rhel7vm1.summit.example.com
@® rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
® rhel7vm1 summit.example.com
@ rhel7vm1.summit.example.com
® rhel?vm1.summit.example.com
@ rhel7vm1.summit.example.com

@® rhel7vm1.summit.example.com

All hosts
Discovered hosts
Content Hosts
Host Collections

New host

PROVISIONING SETUP
Architectures
Hardware models
Installation media
Operating systems
TEMPLATES

Partition tables

Provisioning templates

lob templates

COMPLIANCE

Policies
—1 | @ rhel?vm1.summit.example.com
2 P SCAP contents
9 rhel7vm1i.summit.example.com
® P > Reports
= ® rhel?7vm1.summit.example.com TUay aET

15. Click on the report you just created by clicking on the most recent report for
rhel7vm1.summit.example.com by clicking the link in the Reported At column (do not
click the host link).

RED HAT SATELLITE

Default Organization v Monitor v Content v Containers v Hosts v Configure v Infrastructure v Red Hat Insights v

Compliance Reports
Q Search | v

Host Reported At Passed Failed

® rhel7vm1.summit.example.com 9 minutes ago H m

Note: In the scan results for this VM, notice that you have 9 rules that Passed and 29 that Failed.
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OpenSCAP security remediation on a VM at the push of a button in
Red Hat CloudForms utilizing Satellite 6’s built-in OpenSCAP
remediation capabilities

16. In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

17. In the Red Hat CloudForms Ul, if you’re not already there, navigate to your
rhel7vm1.summit.example.com VM. Clicking on Compute on the left side is a shortcut.

— RED HAT' CLOUDFORMS MANAGEMENT ENGINE

(&

£+ Configuration v U Po

Cloud Intel S

2= SCAP with Sat5 v ¥ Ansible Tower v

Red Hat Insights v VMs & Templates
v I All VMs & Templates !
Services > @ rhvm.summit.example.com

A <Archived>

0 <Orphaned>

i F Compute G—
>VMs
Configuration > Templates

Networks

18. Now, at the top, click on the SCAP with Sat6é button and click on OpenSCAP Remediate
(Satellite 6).

= RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel €| C &4 Configuration v | | [ Policy v | | & Lifecycle v = | P Monitoring v | | (% Power v | | [ Access v
2 SCAP with Sat5 ¥ Ansible Tower ~ Satellite Tools v @ objectwalker v <~ VM Management v =z SCAP with Sat6 v

PP OpenSCAP Scan (Satellite 6)
\/lrtua| Machlne ——p & OpenSCAP Remediate(Satellite6)
"rhel7vm1.summit.example.com"

Red Hat Insights > VMs & Templates

v VMs

Services

v I AllVMs
« Bm Clnhal Eiltare

Properties Compliance
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Note: This will leverage Satellite 6’s built-in OpenSCAP remediation capability by launching
the OpenSCAP scan Ansible playbook on the rhel7vm1.summit.example.com. This
remediate playbook will also run the OpenSCAP scan report at the end.

19. Now, let’s log into Ansible Tower to see the status of the OpenSCAP scan job we just ran
on this VM. In your Firefox web browser, click on the tab you have opened to your Ansible
Tower Ul. Log back in with admin as the username and r3dh@t2017 as your password.

20. In the Ansible Tower Ul, Click on Jobs at the top of the Ul.

e TOWER  PROJECTS  INVENTORES  TEMPLATES

DASHBOARD

HOSTS FAILED HOSTS INVENTORIES
JOB STATUS

21. You should (eventually) see that your Sat6 SCAPRemediate Ansible playbook is being run.

e TOWER PROJECTS INVENTORIES TEMPLATES JOBS

JOBS

Search Q
D ¢ NAME < TYPE = FINISHED «
465 Sat6SCAPRemediate Playbook Run

22. Click the latest Sat6 SCAPRemediate job to see the progress and wait for the STATUS to
show Successful

64



o TOWER PROJECTS INVENTORIES TEMPLATES

JOBS / 465 - SAT6SCAPREMEDIATE

DETAILS & @

STATUS

STARTED 4/23/2017 11:51:53 AM

FINISHED 4/23/2017 11:55:02 AM

TEMPLATE Sat6SCAPRemediate

JOB TYPE Run

LAUNCHED BY admin

INVENTORY CloudForms

PROJECT @ Red Hat Security Demos

REVISION d85710555ac£90c234398bcdab38161d
99916c£5

PLAYBOOK cf-ans-sat-scap/cf-ans-sat-fix.yml

MACHINE RHEL 7 VM Key

CREDENTIAL

FORKS 0

LIMIT rhel7vm1.summit.example.com

VERBOSITY 0 (Normal)

EXTRAVARIABLES @

1 policy_id: '3'
2 sat_server: "https://sat6.summit.example.com
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JoBs

® admin

SATG6SCAPREMEDIATE PLAYS TASKS @B HOSTS EL/

Search

Identity added: /tmp/ansible_tower_rdrXc4/credential (/tmp/ansible_t:
/credential)

PLAY [all] ** *kk *kk

TASK [setup]
ok: [rhel7vml.summit.example.com]

TASK [Puppet run to get foreman_scap_client config] ****kkkskikikkks:

TASK [get profile] *kk sk o

23. In your Firefox web browser, click on the tab you have opened to your Red Hat Satellite 6.2
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

24. From your Satellite 6.2 Ul, click on Hosts—Reports

RED HAT SATELLITE

Default Organization  ~ Monitor ~

Content ~

Containers Hosts ~ Configure

Compliance Reports

Host

@ rhel7vm1.summit.example.com
® rhel7vm1.summit.example.com
® rhel7vm1.summit.example.com
® rhel7vm1 . summit.example.com
@ rhel7vm1.summit.example.com
® rhel?7vm1.summit.example.com
@ rhel7vm1 summit.example.com
@ rhel7vm1.summit.example.com
® rhel?vm1.summit.example.com
@ rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com
@ rhel7vm1.summit.example.com

® rhel?7vm1.summit.example.com

All hosts
Discovered hosts
Content Hosts
Host Collections

New host

PROVISIONING SETUP
Architectures
Hardware models
Installation media

Operating systems

TEMPLATES
Partition tables
Provisioning templates

Job templates

COMPLIANCE
Policies

SCAP contents

> Reports

OOy agy
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25. Click on the report you just created by clicking on the most recent report for
rhel7vm1.summit.example.com by clicking the link in the Reported At column (do not

click the host link).

RED HAT SATELLITE

Default Organization Monitor v Content v Containers v Hosts v Configure v Infrastructure v Red Hat Insights v

Compliance Reports

Q Search | v

Host Reported At Passed Failed
® rhel7vm1.summit.example.com Z_minutes ago

RED HAT" SATELLITE Red Hat Access v Bl Admin User ~

Administer v

Default Organization v Monitor v Content v Containers v Hosts + Configure v Infrastructure v Red Hat Insights +

rhel7vm1.summit.example.com

Show log messages: Back Host details | View full report | | Download XML in bzip

All messages
Reported at 2017-04-23 11:54:56 -0400
Severity Message Resource Result
[ Low | Ensure /var/log Located On Separate Partition xcedf_org.ssgproject.content .,
Ensure /var/log/audit Located On Separate Partition xcedf_Org.SSgProject.content ...  ———

Note: Notice that all the rules that have passed now for this assigned Common profile
except 2 rules: the rules for ensuring /var/log and /var/log/audit being located on separate
partitions. These rules are easier to fix manually. We will not worry about fixing these in this

lab.

Lab 6 : Viewing SCAP compliant and non-compliant
VMs from a report in Red Hat CloudForms

Goal of Lab 6

The goal of this lab is to view reports in Red Hat CloudForms showing SCAP non-compliant and
compliant VMs based on compliance profiles.
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Introduction

Red Hat CloudForms has a robust reporting engine built into the product that allows you to create
reports using any of the introspective data collected from your heterogeneous infrastructure. This
data is stored either in an internal or external PostgreSQL database. You can use this collected
data when creating reports , in control policies , or in automation workflows in Red Hat
CloudForms.

View SCAP compliant and non-compliant VM reports

1. In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

2. In the left pane of the Red Hat CloudForms Ul, navigate to Cloud Intel — Reports

=— RED HAT  CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel Cloud Intel

Dashboard

Red Hat Insights

Reports

3. Then Click on Saved Reports —All Saved Reports - SCAP Compliant VMs
(corebaseos profile). Then click on the — to view the saved report.
€||C £ Configuration v & v

v Saved Reports

Saved Report "SCAP Compliant VMs
8 Al seved Reports (corebaseos profile) - Fri, 14 Apr 2017

v [E) SCAP Compliant VMs (corebaseos profile) . . 1"
+
U1 12227 =000

~ [2) SCAP Non-Compliant VMs(pci_dss profile) Name IP Addresses Date Created
= 2017-04-1402:03:07 UTC rhelvm?1.summit.example.com 192.168.100.101 04/03/17 19:59:47 UTC

Note: This is a report showing you all the VMs that are compliant to the corebaseos profile.
In addition to showing you the name of the VM, you can see the IP address and date the
VM was created. Notice that in this report, you can see that the
rhel6vm1.summit.example.com VM with IP address 192.168.100.101 was created on
04/03/17 at 19:59:47 UTC and is compliant to the corebaseos SCAP profile. Red Hat
CloudForms knows that this VM is compliant to the corebaseos SCAP profile since it has
the scap_compliant: corebaseos tag on it.

4. Now, to view the report showing you the SCAP Non-Compliant VMs based on a particular

profile, click on Saved Reports —All Saved Reports -SCAP Non-Compliant VMs
(pci_dss profile). Then click on the — to view the saved report.
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€ v||C £+ Configuration v & -
v Saved Reports .
Saved Report "SCAP Non-Compliant
Reeyin ity VMs(pci_dss profile) - Fri, 14 Apr 2017
~ [B SCAP Compliant VMs (corebaseos profile) 020305 +OOOO"

= 2017-04-14 01:59:38 UTC
[2) SCAP Nen-Compliant VMs(pci_dss profile) Name IP Addresses Date Created

2017-04-14 02:03:07 UTC rhelévm1.summit.example.com 162.168.100.101 04/03/17 19:59:47 UTC

Note: This is a report showing you all the VMs that are non-compliant to the pci_dss profile.
In addition to showing you the name of the VM, you can see the IP address, and the date
the VM was created. Notice that in this report, you can see that the
rhel6vm1.summit.example.com VM with IP address 192.168.100.101 was created on
04/03/17 at 19:59:47 UTC and is non-compliant to the pci_dss SCAP profile.

Lab 7 : Ordering a custom service using Red Hat
CloudForms and Ansible Tower by Red Hat for
security compliance automation

Goal of Lab 7

The goal of this lab is to show the ability for a user to click an order button in the service catalog of
Red Hat CloudForms to execute specific custom defined services. Specifically, in this lab, a Red
Hat CloudForms service will execute a specific Ansible Tower job template for your entire Ansible
Tower inventory. You will also use the Red Hat CloudForms service catalog to see how you can
create a security compliant host at provisioning time. This lab is another example of how you can
automate security compliance at the push of a button.

Introduction

Red Hat CloudForms provides users the ability to create self-service catalogs. Through the use of
catalogs, Red Hat CloudForms provides support for executing free form automation as a service
and also allow for multi-tier service provisioning to deploy layered workloads across hybrid
environments. You can create customized dialogs that will give consumers of the services the
ability to input just a few parameters and provision the entire service. In addition to using the native
ruby language, free form automation workflows using the service catalog of Red Hat CloudForms
can call Ansible Tower job templates as part of your automation workflow as well. All of this allows
you to automate security compliance at the push of a button using Red Hat CloudForms and
Ansible Tower.
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Using the Red Hat CloudForms service catalog to order a service to
execute an Ansible playbook against your entire Ansible Tower
inventory

1. In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

2. In the Red Hat CloudForms Ul, in the left pane, navigate to Services —Catalogs.

=— RED HAT’ CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel Services

My Services

Red Hat Insights

Catalogs

Workloads
" Services

Requests

3. Let’s take a look at the Package Install service catalog item by navigating to Catalog
Items—All Catalog Items — Ansible Tower—Package Install. Then go to the
Configuration button at the top left of the Ul and click on Edit this item.

=— RED HAT’ CLOUDFORMS MANAGEMENT ENGINE

&

£+ Configuration v

U P

@ Add a new Button Group

Cloud Intel €~

> Service Catalogs

@ Add a new Button
Red Hat Insights v Catalog |tems\A #° Edit this Item

b
Remove Catalog Item
v I All Catalog Item u g

Services > (2 Unassigned

v (3 Ansible Tower

{2 Hello World Job Template
Compute T Package Install
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Editing Service Catalog Item "Package Install

Basic Info Details

Name / Package Install Package Install Display in
Description Catalog
Catalog Ansible Tower v
Dialog CustominstallPackageforService v
Provider Ansible Tower Provider Configuri v
Ansible Tower Job InstallPackage v
Template
Provisioning Entry Demo Job Template wer/Servic i i i X
Point Helloworld
InstallPackage
Reconfigure Entry
i NIST 800-53
Point
RHEL6 STIG
Retirement Entry RHEL7 STIG
Point

RegisterToSatellites
RegistertoSatellite5
Sat6SCAPRemediate

Note: Notice that here we have defined what Ansible Job Template we want to use for this
service in addition to what custom dialog we want to present to the users who order this
service from Red Hat CloudForms.

Click Cancel at the bottom right.
Now, Click on the Service Catalogs accordion on the left. Press Order next to the Service
named “Package Install”.

All Services

~ Al Services >

> @ Ansible Tower Name “ | Description Tenant
> (2 Provision VM ;f. Hello World Job Template Hello World Job Template Red Hat Summit m
r_':, Package Install Package Install Red Hat Summit _.’m
gatlositEals @  rrovision RHEL 7 VM (Bundle) Red Hat Summit m
SOk aton Jemplates {5 RHELG_DISA STIGed RHELG_DISA_STIGed Red Hat Summit [ order |
> Catalogs & RHELTY Red Hat Summit m
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6. For Package Name, type screen. Press Submit.

Order Service "Package Install "

Note: Red Hat CloudForms will now tell Ansible Tower to execute its Package Install job
template which will install the screen package for all the systems in your Ansible Tower
inventory.

7. Now, let’s log into Ansible Tower to see the status of the InstallPackage scan job we just
ran on this VM. In your Firefox web browser, click on the tab you have opened to your
Ansible Tower Ul. Log back in with admin as the username and r3dh@t2017 as your
password.

8. In the Ansible Tower Ul, Click on Jobs at the top of the Ul.

0 TOWER  PROJECTS  INVENTORES  TEMPLATES

DASHBOARD

HOSTS FAILED HOSTS INVENTORIES
JOB STATUS

9. You should (eventually) see that your InstallPackage Ansible playbook is being run.
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o TOWER PROJECTS INVENTORIES TEMPLATES JOBS

JOBS SCHEDULES

Search
ID s NAME = TYPE =
467 InstallPackage Playbook Run

10. Click the latest InstallPackage job to see the progress and wait for the STATUS to show
Successful

oTO\NEP PROJECTS INVENTORIES TEMPLATES JOBS

JOBS / 467 - INSTALLPACKAGE

DETAILS
STATUS

STARTED
FINISHED
TEMPLATE
JOB TYPE
LAUNCHED BY
INVENTORY
PROJECT

REVISION

PLAYBOOK

MACHINE
CREDENTIAL

FORKS

VERBOSITY

EXTRA VARIABLES @

f @ INSTALLPACKAGE PLAYS @

4/23/2017 4:14:48 PM
Search
4/23/2017 4:17:10 PM

InstallPackage
Run

e ok: [rhel7vm2.summit.example. com]
ok: [rhel7vml.summit.example. com]

CloudForms ok: [rhel6vml.summit.example.com]

@ Red Hat Security Demos

d85710555ac£90c234398bcdab3g161d
99916c£5

Ikerner/installpackage/instalirpm.yml

VMCredentials

0

0 (Normal) : ok=2

1 package_name: screen <——————

Note: Notice that this InstallPackage Ansible Tower job template ran successfully on all 3
VM'’s in the Ansible Tower inventory (rhel6vm1.summit.example.com,
rhel7vm1.summit.example.com, and rhel7vm2.summit.example.com). Also even though we
only executed 1 Ansible Tower job template in this lab exercise via the Red Hat
CloudForms service catalog, you can create a service catalog bundle that can execute
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multiple different Ansible Tower job templates, in the order that you specify, for your entire

Ansible Tower inventory.

Understanding how to use the Red Hat CloudForms service catalog
to provision a security compliant host at the push of a button

11.

12.

13.

Using the service catalog of Red Hat CloudForms, you can also create a
custom provisioning service.

In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
Ul. Log back in with admin as the username and r3dh@t2017 as your password.

In the Red Hat CloudForms Ul, in the left pane, navigate to Services —Catalogs.

=— RED HAT® CLOUDFORMS MANAGEMENT ENGINE

y Cloud Intel Services

My Services

Red Hat Insights

Catalogs

Workloads
Services
Requests

Press Order for the RHEL6_DISA_STIGed service. Do not press Submit.
v Service Catalogs .
All Services
> (% Ansible Tower @ Service Order was cancelled by the user X ‘
> (& Provision VM
Name art Description Tenant
glatalog items /%) Hello World Job Template Hello World Job Template Red Hat Summit m
plrchestimtionilemplates :‘j_ Package Install Package Install Red Hat Summit m
> Catalogs @  Provision RHEL 7 VM (Bundle) Red Hat Summit m
(7 RHEL6_DISA STiGed RHEL6_DISA STIGed Red Hat Summit —pm
& rRHELY Red Hat Summit m

Note: This service provisions a RHEL 6 machine in Red Hat Virtualization, registers it to

Satellite, and then runs the RHEL 6 DISA STIG Ansible playbook on top of the newly

provisioned VM. Note that DISA STIG stands for Defense Information Systems Agency
(DISA) Security Technical Implementation Guides (STIG). At the end of the provisioning

workflow, a VM is provisioned in Red Hat Virtualization, registered with Satellite and is
DISA STIG compliant. The user can define and set Ansible Tower role variables from the
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service dialog when ordering this service. Specifically, in this dialog, the user is able to
select how much they want to lock down their system (cat3 being the most locked down).

14. We will not order this service in this lab. Press Cancel.

~ Service Catalogs

QOrder Service "RHEL6_DISA_STIGed"

Please set these Role Variables according to your requirements. For more details visit: https://github.com/ansible
/ansible-lockdown.

rhel6stig cat1 © false * true
> Catalog Items

: rhel6stig cat2 O false ") true
> Orchestration Templates

> Catalogs rhel6stig cat3 O false ) true

oo J(EDD)

Lab 8: Proactive Security and Automated Risk
Management with Red Hat Insights

Goal of Lab 8

The goal of this lab is to introduce you to the proactive security capabilities of Red Hat Insights.

Introduction

Red Hat Insights was designed to proactively evaluate the security, performance, and stability of
your Red Hat platforms by providing prescriptive analytics of your systems. Red Hat Insights helps
move you from reactive to proactive systems management, delivers actionable intelligence, and
increases visibility of infrastructure risks and the latest security threats. Operational analytics from
Red Hat Insights empowers you to prevent downtime and avoid firefighting while responding faster
to new risks.
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In this lab, we will focus only on the specific security features of Red Hat Insights.

Red Hat Insights recommendations are tailored for the individual system where risk is detected.
This allows you to be certain that actions identified by Insights are validated and have a verified
resolution for each detected risk, reducing false positives you may experience from critical risks
identified by third-party security scanners. Red Hat Insights provides predictive analysis of security
risk in your infrastructure based on a constantly evolving threat feed from Red Hat.

Through analysis of Red Hat Insights metadata and curated knowledge based on over fifteen
years of enterprise customer support, Red Hat is able to identify critical security vulnerabilities,
statistically frequented risks, and known bad configurations. We scale this knowledge to our
customers with Red Hat Insights reporting and alerts, allowing prediction of what will happen on a
monitored system, why it will happen, and how to fix a problem before it can occur.

Red Hat Insights functionality is integrated into Red Hat’s Customer Portal, Red Hat Satellite, Red
Hat CloudForms, and Ansible Tower by Red Hat. Recommendations from Red Hat Insights are
human-readable and in most cases can simply be copy and pasted into the terminal to resolve the
issue. You may also automate remediation of hosts in your infrastructure with Red Hat Insights
generated Ansible playbooks or Ansible Tower by Red Hat integration.

Fixing the payload injection security issue in your system using Red
Hat Insights

In this lab, we will fix the specific payload injection problem on your client VM without causing
downtime.

1. In your Firefox web browser, click on the tab you have opened to your Red Hat Satellite 6.2
Ul. Log back in with admin as the username and r3dh@t2017 as your password.
2. From your Satellite 6.2 Ul, click on Red Hat Insights — Inventory.

RED HAT SATELLITE

Default Organization v Monitor v Content v Containers v Hosts v Configure v Infrastructure v Red Hat Insights v

Overview

Overview il

————— ) Inventory
Rules

Q search | v

Manage

) . Hel
Host Configuration Status €l 3

3. Click on your client VM, which is rhel7vm1.summit.example.com.
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Red Hat Insights

Q Y fiter | Hostname + 13

Actions: With or Without Group: All

3 Systems

» 8 RHEL Server rhel7vm1.summit.example.com ¢———— 7 Actions @
» 8 RHEL Server rhel7vm2.summit.example.com 8 Actions @

» A RHEL Server saté.summit.example.com 2 Actions @

4. Notice that your system shows up with multiple security vulnerabilities.

Note: Our objective is to fix the payload injection problem without causing downtime, and
see that it no longer appears as a vulnerability in Red Hat Insights. Specifically, this
payload injection problem causes the kernel to be vulnerable to man-in-the-middle via
payload injection. A flaw was found in the implementation of the Linux kernel's handling of
networking challenge ack (RFC 5961) where an attacker is able to determine the shared
counter. This flaw allows an attacker located on different subnet to inject or take over a
TCP connection between a server and client without needing to use a traditional
man-in-the-middle (MITM) attack.
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5. Use your browser’s search function to search for “payload injection”.

Security > Kernel vulnerable to man-in-the-middle via payload injection =

Detected issue

Steps to resolve
A flaw was found in the implementation of the Linux kernel's handling of networking
) Red Hat recommends that you update the kernel package and
challenge ack (RFC 5961) where an attacker is able to determine the shared counter. This
restart the system:

flaw allows an attacker located on different subnet to inject or take over a TCP connection
between a server and client without needing to use a traditional man-in-the-middle # yum update kernel

(MITM) attack. # reboot

or
This host is affected because it is running kernel 3.10.0-123.el7.

Alternatively, this issue can be addressed by applying the

Your currently loaded kernel configuration contains this setting: FallGiil . it hi —
ollowing mitigations until the machine is restarted with the

net.ipv4.tcp_challenge_ack_limit = 100 updated kernel package.

Your currently stored kernel configuration is: Edit /etc/sysctl.conf file as root, add the mitigation

configuration, and reload the kernel configuration:
net.ipv4.tcp_challenge_ack_limit = 100 # Implicit default
# echo “"net.ipv4.tcp_challenge_ack_limit = 2147483647" >>

/etc/sysctl.conf
# sysctl —p

There is currently no mitigation applied and your system is vulnerable.

Show more info v

Note: Reading the description for the vulnerability shows that the sysctl variable is set to a
level that allows being exploited. We want to do the active mitigation by changing the
sysctl variable and making it permanent on reboot. In this case, we do not want to update
the kernel or reboot since we don’t want downtime.

If not already there, SSH to the client VM and perform the recommended active mitigation.
To login to your client VM, first SSH into your workstation node at
workstation-<GUID>.rhpds.opentlc.com as the summit17 user. An ssh key is already in the
home directory of your laptop, which should allow you to login without a password. Should
a password be required, use r3dh@1t2017 as your password.

$ ssh summit17@workstation-<GUID>.rhpds.opentlic.com

Now that you are in the workstation node, SSH into your RHEL?7 client/host. This host has
already been registered to both Red Hat Satellite 6 and Red Hat Insights for you.

$ ssh rhel7vm1.summit.example.com

Now, as root, perform the recommended active mitigation. Edit the /etc/sysctl.conf file to
add the mitigation configuration, and reload the kernel configuration:

$ sudo -i
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# echo "net.ipv4.tcp_challenge_ack_limit = 2147483647" >> /etc/sysctl.conf
# sysctl -p

9. After applying the active mitigation, we want to have the system report any changes, run
the following command as root on rhel7vm1.summit.example.com:

# redhat-access-insights
Wait until this step completes before moving to the next step.

10. From your Satellite 6.2 Ul, click on Red Hat Insights — Inventory.

RED HAT SATELLITE

Default Organization Monitor v Content v~ Containers v Hosts v Configure v Infrastructure v Red Hat Insights ~
- Overview
Overview v
—» Inventory
Q Search | v
Rules
Manage
. " Hel
Host Configuration Status €n 3l
11. Click on your client VM, which is rhel7vm1.summit.example.com.
Red Hat Insights
Q Y riter  Hostname v |2
Actions: With or Without Group: All
Expand All ,*
3 Systems
» O RHEL Server rhel7vm1.summit.example.com ¢—— 7 Actions @

3 A RHEL Server rhel7vm2.summit.example.com 8 Actions @

> A RHEL Server sat6.summit.example.com 2 Actions @

12. Use your browser’s search function to search for “payload injection”. You will notice that
this payload injection issue is no longer listed due to fixing the vulnerability.
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©

hostname:
rhel7vm1.summit.example.com

UUID: f20ef3dd-ccaa-41c4-88c3-3195a26b28e6

Red Hat Enterprise Linux Server release 7.0 BIOS Version  SeaBIOS seabio:

os (Maipo)

BIOS Release Date
Registration Date 10 days ago

Last CheckIn 2 minutes ago

A Security > OpenSSL vulnerable to very efficient session decryption (CVE-2016-0800/Special DROWN)

Detected issue
Steps to resolve
This host is vulnerable because it has vulnerable package openssl-libs-1.0.1e-34.17

installed.

Red Hat recommends th

affected system:
This package does not have a patch for CVE-2015-0293 applied, which makes the system # yun update openssl
Alternatively, you can re:

linked to the openss! libr

IP addresses.

e DR

Congratulations, you’re no longer vulnerable to the payload injection vulnerability!

Lab 9: Viewing Red Hat Insights security findings from
Red Hat CloudForms

Goal of Lab 9

The goal of this lab is to show the ability to view Red Hat Insights security findings on a particular
VM right from the GUI of Red Hat CloudForms.

Introduction

In addition to being able to view Red Hat Insights results from the customer portal and Red Hat
Satellite 6, you can also view the Red Hat Insights findings from Red Hat CloudForms.

This allows you to use Red Hat CloudForms as the central management tool to view and control
your entire heterogeneous infrastructure from a single place.

View Red Hat Insights security findings from Red Hat CloudForms

1. In your Firefox web browser, click on the tab you have opened to your Red Hat CloudForms
Ul. Log back in with admin as the username and r3dh@t2017 as your password.
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2. In the Red Hat CloudForms Ul, in the left pane, navigate to Red Hat Insights — Systems.

— RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel Red Hat Insights

Overview

Red Hat Insights
Rules

Systems

3. Notice that the rhel7vm1.summit.example.com is listed. Click on this VM.

Systems

@ 1 System with actions @ 0 Systems with no actions

Filter by System Actions

O WTHACTIONS @ WITHOUT ACTIONS

Hostname

rhel7vm1.summit.example.com <¢————

4. Now take a look at all the security issues detected by Red Hat Insights and recommended
steps to resolve the issues. Use your browser’s search function to search for “payload
injection” here as well. You will notice that this payload injection issue doesn’t show up in
this view as well due to fixing the vulnerability earlier.

80



L105190 : Proactive Security Compliance Automation

RED HAT' CLOUDFORMS MANAGEMENT ENGINE

Cloud Intel

Red Hat Insights @

hostname:rhel7vm1.summit.example.com

Services

Compute
A\ security > OpenSSL vulnerable to very efficient session decryption (CVE-2016-0800/Special DROWN)

Configuration

NS Detected issue Steps to resolve
This host is vulnerable because it has vulnerable package Red Hat recommends that you update openssl and rest

openssi-libs-1.0.1e-34.el7 installed.
Middleware # yum update openssl

This package does not have a patch for CVE-2015-0293 # reboot

- applied, which makes the system especially vuinerable. This is

torage Alternatively, you can restart all affected services (that is,
known as Special DROWN. An attacker can use this flaw to lvely. ¥ all afle ices (that s,

R especially those listening on public IP addresses.

Control impersonate a TLS server to connecting TLS client in a matter
of minutes.
Automate Fortunately, it does not seem to run any processes that use

OpenSSL libraries.
Optimize A new cross-protocol attack against a vulnerability in the
SSLv2 protocol has been found. It can be used to passively

decrypt collected TLS/SSL sessions from any connection that

Highlight All  Match Case  Phrase not found

5. Click the x at the top right when you are done glancing through the security issues. We will
not be fixing any other Red Hat Insights security findings.

=— RED HAT’ CLOUDFORMS MANAGEMENT ENGINE & ®@-. A administrator | cfme v|

Cloud Intel

Red Hat Insights @

hostname:rhel7vm1.summit.example.com

Services

Collapse All

Compute

@ Security > OpenSSL vulnerable to very efficient session decryption (CVE-2016-0800/Special DROWN) =]
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