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Deep learning: Machine learning models based on 
“deep” neural networks comprising millions (sometimes 

billions) of parameters organized into hierarchical layers. 

Features are multiplied and added together repeatedly, 
with the outputs from one layer of parameters being fed 

into the next layer -- before a prediction is made.







Contrast with linear regression:





Agenda for today

- More on the structure of neural network models
- Machine learning training loop and concept of loss, in the context of 

neural networks
- Minimizing the loss for complex neural networks: gradient descent 

and backpropagation



Let’s start by considering again logistic regression, 
for binary classification





Nonlinear 
squashing to 
(0,1) with 
sigmoid 
nonlinearity









Also commonly used in 
modern neural networks!



The logistic regression with sigmoid that we just saw can be 
considered as a single “neuron” model:
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take the same input!
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A layer of a neural networks consists of a set of neurons that each 
take the same input!

Note: each neuron will 
have its own set of 
parameters that it learns, 
which will produce different 
outputs 



A layer of a neural networks consists of a set of neurons that each 
take the same input!



Concatenate the multiple outputs from a layer of a neural network to 
be the input to the next layer



Represents increasingly 
complex (and hierarchical) 
function that is being 
computed!









Fully connected layer: all neurons in the layer takes as input the full 
input to the layer (also called dense layer or linear layer)





How do we train neural networks to learn good values of 
the (many) parameters, to accurately map from inputs to 

desired outputs?





Optimization
step



Periodically use 
validation set to 
measure how the 
model will do “in 
the real world”. 
Save a version of 
the model if it gives 
the best validation 
performance seen 
so far.



Can also run the 
entire process for 
different training 
configurations, or 
hyperparameters, 
to choose the 
best ones. 
Referred to as 
“hyperparameter 
tuning”.



Agenda

- More on the structure of neural network models
- Machine learning training loop and concept of loss, in the 

context of neural networks
- Minimizing the loss for complex neural networks: gradient descent 

and backpropagation













Cross-entropy loss: ~0.51



Cross-entropy loss: ~0.15



Agenda

- More on the structure of neural network models
- Machine learning training loop and concept of loss, in the context of 

neural networks
- Minimizing the loss for complex neural networks: gradient 

descent and backpropagation



How can we find “good” values of many parameters?



How can we find “good” values of many parameters?
One option: Try all combination of possible weights and test how good each one 
is. But this would take forever, since there’s infinite possibilities and there is no 
indication of how best to adjust.



How can we find “good” values of many parameters?
One option: Try all combination of possible weights and test how good each one 
is. But this would take forever, since there’s infinite possibilities and there is no 
indication of how best to adjust.

Instead: the trick is that we need to have some idea of which “direction” to adjust 
the weights to reduce the loss function.

Analogy: the game of Marco Polo!















Backpropagation: mathematical technique that breaks 
down complex gradient computation into local gradient 
computations that are then combined together. Secret 

sauce for allowing us to obtain gradient for large neural 
network models! 

(with the help of graphical processing units or GPUs)





Now that we have a deeper understanding of neural 
networks, let’s look at how they work for common types 

of input data...























































Some case studies of convolutional 
neural networks...



Gulshan et al. 2016
- Task: Binary classification of referable 

diabetic retinopathy from retinal fundus 
photographs

- Input: Retinal fundus photographs
- Output: Binary classification of referable 

diabetic retinopathy (y in {0,1})
- Defined as moderate and worse 

diabetic retinopathy, referable diabetic 
macular edema, or both

Gulshan, et al. Development and Validation of a Deep Learning Algorithm for 
Detection of Diabetic Retinopathy in Retinal Fundus Photographs. JAMA, 2016.



Gulshan et al. 2016
- Dataset:

- 128,175 images, each graded by 3-7 
ophthalmologists.

- 54 total graders, each paid to grade between 
20 to 62508 images.

- Data preprocessing: 
- Circular mask of each image was detected 

and rescaled to be 299 pixels wide
- Model:

- Inception-v3 CNN, with ImageNet pre-training
- Multiple binary cross-entropy losses 

corresponding to different binary prediction 
problems, which were then used for final 
determination of referable diabetic retinopathy 

Gulshan, et al. Development and Validation of a Deep 
Learning Algorithm for Detection of Diabetic 
Retinopathy in Retinal Fundus Photographs. JAMA, 
2016.
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- Circular mask of each image was detected 

and rescaled to be 299 pixels wide
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- Multiple binary cross-entropy losses 

corresponding to different binary prediction 
problems, which were then used for final 
determination of referable diabetic retinopathy 

Gulshan, et al. Development and Validation of a Deep 
Learning Algorithm for Detection of Diabetic 
Retinopathy in Retinal Fundus Photographs. JAMA, 
2016.

Pre-training means training first on a 
different (usually larger) dataset first to learn 
generally useful visual features as a starting 
point





Gulshan et al. 2016
- Dataset:

- 128,175 images, each graded by 3-7 
ophthalmologists.

- 54 total graders, each paid to grade between 
20 to 62508 images.

- Data preprocessing: 
- Circular mask of each image was detected 

and rescaled to be 299 pixels wide
- Model:

- Inception-v3 CNN, with ImageNet pre-training
- Multiple binary cross-entropy losses 

corresponding to different binary prediction 
problems, which were then used for final 
determination of referable diabetic retinopathy 

Graders provided finer-grained 
labels which were then 
consolidated into (easier) binary 
prediction problems

Gulshan, et al. Development and Validation of a Deep 
Learning Algorithm for Detection of Diabetic 
Retinopathy in Retinal Fundus Photographs. JAMA, 
2016.



Gulshan et al. 2016
- Results:

- Evaluated using ROC curves, 
AUC, sensitivity and specificity 
analysis

Gulshan, et al. Development and Validation of a Deep Learning Algorithm for 
Detection of Diabetic Retinopathy in Retinal Fundus Photographs. JAMA, 2016.



Gulshan et al. 2016

AUC = 0.991

Looked at different operating points
- High-specificity point 

approximated ophthalmologist 
specificity for comparison. Should 
also use high-specificity to make 
decisions about high-risk actions.

- High-sensitivity point should be 
used for screening applications.

Gulshan, et al. Development and Validation of a Deep Learning Algorithm for 
Detection of Diabetic Retinopathy in Retinal Fundus Photographs. JAMA, 2016.



Gulshan et al. 2016

Gulshan, et al. Development and Validation of a Deep Learning Algorithm for 
Detection of Diabetic Retinopathy in Retinal Fundus Photographs. JAMA, 2016.



Gulshan et al. 2016
Q: What could explain the difference in 
trends for reducing # grades / image on 
training set vs. tuning set, on tuning set 
performance?

Gulshan, et al. Development and Validation of a Deep Learning Algorithm for 
Detection of Diabetic Retinopathy in Retinal Fundus Photographs. JAMA, 2016.



Esteva et al. 2017
- Two binary classification tasks on 

dermatology images: malignant vs. 
benign lesions of epidermal or melanocytic 
origin

- Inception-v3 (GoogLeNet) CNN with 
ImageNet pre-training

- Fine-tuned on dataset of 129,450 lesions 
(from several sources) comprising 2,032 
diseases

- Evaluated model vs. 21 or more 
dermatologists in various settings

Esteva*, Kuprel*, et al. Dermatologist-level classification of skin cancer with deep 
neural networks. Nature, 2017.



Esteva et al. 2017
- Train on finer-grained classification (757 classes) but perform binary classification at 

inference time by summing probabilities of fine-grained sub-classes
- The stronger fine-grained supervision during the training stage improves inference 

performance!

Esteva*, Kuprel*, et al. Dermatologist-level classification of skin cancer with deep 
neural networks. Nature, 2017.



Esteva et al. 2017
- Evaluation of algorithm vs. 

dermatologists

Esteva*, Kuprel*, et al. Dermatologist-level classification of skin cancer with deep 
neural networks. Nature, 2017.



Rajpurkar et al. 2017
- Binary classification of pneumonia 

presence in chest X-rays
- Used ChestX-ray14 dataset with over 

100,000 frontal X-ray images with 14 
diseases

- 121-layer DenseNet CNN
- Compared algorithm performance with 4 

radiologists
- Also applied algorithm to other diseases to 

surpass previous state-of-the-art on 
ChestX-ray14

Rajpurkar et al. CheXNet: Radiologist-Level Pneumonia Detection on Chest 
X-Rays with Deep Learning. 2017.



McKinney et al. 2020
- Binary classification of breast cancer in mammograms
- International dataset and evaluation, across UK and US

McKinney et al. International evaluation of an AI system for breast cancer screening. Nature, 2020.



Summary

Today we covered:
- Structure of neural network models
- Machine learning training loop and concept of loss, in the context of 

neural networks
- Minimizing the loss for complex neural networks: gradient descent 

and backpropagation
- Neural networks for a common type of input data: images 

(convolutional neural networks)

Next time: more on deep learning models for different types of input data 
and prediction tasks


