
Lecture 7 
Protein-Protein Interaction  

Instructor: Teresa Przytycka 
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Protein-protein interaction network 

•  Molecular processes are sequences of 
events mediated by proteins that act in a 
cooperative manner. This cooperation 
requires that proteins to interact and form 
protein complexes. 

•  Protein – protein interaction network: 
– Nodes – proteins 
– Edges - interactions 
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How do we know that a pair of proteins 
interact? 

•  The two proteins have been crystallized 
together.  

•  High throughput interaction screening methods:  
–  Yeast two hybrid experiments (Y2H) 
–  Protein complex purification (PCP) 

•   Problem with high throughput method:  
–  significant amount of false positives and false 

negatives 
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Protein-protein interaction 
network in yeast (nuclear 

proteins)  
 
From 
Maslov & Sneppen 
Science 2002 
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Y2H 

From Yeast Two-Hybrid: State of the Art  Wim Van Criekinge1* and Rudi 
Beyaert2; http://www.biologicalprocedures.com/bpo/arts/1/16/m16f1lg.htm 

Principle of the Two-hybrid system.  
(A), (B) Two chimeras, one containing 
the DNA-binding domain (DB: blue 
circle) and one that contains an 
activation domain (AD: half blue 
circle), are co-transfected into an 
appropriate host strain. (C) If the fusion 
partners (yellow and red) interact, the 
DB and AD are brought into proximity 
and can activate transcription of 
reporter genes (here LacZ).  
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CPC 

•   Take a set of proteins “baits” 
•   Expose each “bait” protein so to a set of 
“pray” proteins that potentially can form 
complexes with it. 

•  Allow the complexes to form 
•  Identify proteins in each complex 
•  Only complexes containing the “bait” 

protein are analyzed. 
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Computational Challenges 

•  Propose Computational Methods for 
detecting PPI and domain interactions 

•  Analyze such PPI networks   
– What properties of these networks tell us about 

interactions – any surprising properties? 
– Put some confidence measures on such 

interaction 
– Comparative analysis  interaction networks  
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Computational Methods for 
predicting PPI 

•  Phylogenetic Profiles 
•  Rosetta Stone 
•  Gene Neighbors 
•  Co-evolution 
•  Gene clusters 
Predicting domain-domain interaction from protein-

protein interaction  
•  Association method 
•  Maximum Expectation 
•  E-value (Eisenberg)  
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Phylogenetic Profile 

•  Idea: Pairs of non-homologous proteins that are always both present 
or both absent  in a genome suggest their functional dependence  ! 
possible interaction 

•  Profile of a protein: A vector of 0/1 where each position corresponds to 
one genome: 1- protein present 0-protein absent  

Figure form Bowers at al., Genome Biology 2004 

The same profiles 
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Finding profile clusters 
Pioneered by:  
Pellegirni, Marcotte, Thompson, 
Eisenberg, Yeates PNAS 1999 
(see also earlier paper by Huynen, 
Bork PNAS 1998) 

Demonstrated that  
Proteins with same or 
similar evolutionary profiles 
are strongly functionally 
linked  
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Gene Cluster Method 

Advantage: Each operon is informative (multiple genome comparison is  not 
necessary)  
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Gene Neighbors  

•  Gene A is a neighbor of B in several 
genomes - potential functional link 

Figure form Bowers et al, Genome Biology 2004 
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Rosetta Stone 

•  A, B – two domains that 
•  Rosetta protein – protein containing both domains in some 

organism – indication that in anther organism these two domains 
(which now are in different proteins) may interact 

Figure form Bowers, Genome Biology 2004 
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Co-evolution method  

•  Idea: Assume that protein A and B 
interact. 

•  If A and B are both present in several 
organisms and perform the same role in 
these organisms they interact in all these 
organisms 

•  Evolution of A and B should be correlated 
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Mirror Tree method 
•  Given two proteins A and B find a set 

proteins orthologous to A and orthologous 
to B so that both families contain the 
proteins for same species 

•  Construct gene trees of set of A-orthologs 
and B-orthologs 

•  Compare the trees   
A B 
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Finding orthologs 

Assumption (not always correct): The best blast hit 
from an organism is an ortholog. 
 
Remark: There are other more sophisticated methods 
of finding orthologs. 
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Comparing the trees 
•  Rather than computing 

similarity of two trees 
compute correlation 
coefficient of the two 
distance matrices 
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Results 
Distance matrices for families of two interacting proteins are have high correlation 
coefficient 
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Sources of errors and improved 
method 

Any pair of such “mirror trees” will be correlated  
because of common speciation history 

 
We would like to consider only co-evolution that occurs 

 in addition to co-speciation  

Idea: Subtract co-speciation from co-evolution  
signal and what is left should be co-evolution due  
to common evolutionary pressure for preserving  

the functionality of the interacting partners  
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Subtracting Common Speciation  
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Evolutionary vectors 

Given: 
Distance matrix 

 for family F 

 
Evolutionary vector for F 

linearize 

eF 

Given: 
Canonic  speciation 

matrix for  
a given set  
of species 

linearize 

s 
speciation vector  

- 

cF 

eF 

eF - 
s 

αs 

= 
= 

cF 

C’F 

(Pazos) 

(Sato) 

Estimate: 
evolution due to  
evolutionary  
pressure 
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Difference between the two methods 

eF eF - s αs = = 

C’F 

C’F 

(Pazos) 
Will be able to discover 
If two proteins evolve with different speed 

(Sato) 
Separate completely  
speciation  

- 

eF eF 

s 
s 

cF 

cF 

αs 

αs 
= projection of  eF on  s 

Significant improvement 15-20% 
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Using Co-evolution technique for 
predicting specific interaction 

•  Previously we asked the question whether 
protein A and B interact, by reducing it to a a 
question whether family of orthologs containing 
A interact with family of orthologs containing B 

•  Now we have two families of proteins A and B, 
we know that each protein in A has an 
interacting partner in B and we try to figure out 
which protein from A interact with which protein 
form B. 
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Example: Which goes with which? 
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Idea 
•  Find mapping between 

the leaves of the two tree 
so that if both distance 
matrices (the matrices 
used to compute the 
trees) are ordered so that 
the corresponding leaves 
have the same index 

•  And the correlation 
coefficient is maximized 

•  The mapping is found by 
Monte Carlo Metropolis 
algorithm 

a  

p(a) 
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Column swapping method 

(ISMB 2005) 
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Metropolis Column Swapping 
Algorithm  

•  Move set – select randomly a pair of 
column (and corresponding rows) 

•  Acceptance /rejection test: test if swapping 
the columns increase correlation 
coefficient. 

•  Do the swap using Metropolis Criterion.  
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Column Flipping can get you to local  
optimum   
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Predicting domain-domain 
interactions from PPI network 

•  Most proteins contain more than one 
domain 

•  Protein-protein interaction is mediated by 
domain-domain interaction for one or more 
domain pairs 

•  High throughput experiments can discover 
interaction on protein-protein level. Can 
we deduct from it domain-domain 
interactions? 
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Protein-Protein Interaction from 
network alignment  

•  Given: Interaction networks from three 
organisms (yeast, fruit fly, worm) 

•  Idea: Construct alignment graph: 
– Nodes – triples of sequentially similar proteins 

(each from one organism) 
– Edges – conserved protein interactions 
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Association method 

Idea: probability p(Int(A,B)) that domains A and B 
interact is approximated by: 
 
    # interacting protein pairs where one   
           contains A and the other B 
----------------------------------------------------  # 
possible protein pairs where one contains 
    A and the other B 
 
Probability that two proteins X,Y interact is 
1-probability_they_don’t_itneract = 
1 – Π all domain pairs A, B where A in X and B in Y(1-Int(A,B)) 
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Expectation Maximization  

Idea: 
Assume each domain pair has some interaction probability. 
Use Expectation  Maximization to estimate the probabilities 
that maximize the likelihood of the observed protein-protein 
interaction network. 
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Setting 
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Setting: 

Probability of false positive and false negative 

Observation ij is 1 
(interaction) 
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Theta is then estimated using Expectation Maximization approach: 
 

•  Start with some imitation assumption about lambda 
•  Compute Expectation  of the data given observation 

•  Estimate lambdas   
     

• Iterate last two steps  
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DPEA-Domain-Pair exclusion 

Problems with association and EM methods: 
 
Many domain-domain interactions are highly specific; that 
is the same domain pair may interact in one context but 
not in anther. 
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Difficult examples for Association 
and EM but not for DPEA 
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Idea  behind DPEA method 

For every potential domain-domain 
interaction run the expectation 
maximization approach for under 
assumption that the given domain-domain 
interaction can occur and under the 
assumption that it cannot. If the 
expectation drops significantly, it means 
that given domain-domain interaction was 
necessary in explaining  the network.,  
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Comparing Protein Interaction 
Networks 
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Example of an alignment 

Prediction of interaction: 
 based on sequence similarity 
 occurrence within the same conserved cluster 


