
A Scatter Plot is a graph made by plotting ordered 
pairs to show the relationship between two 
quantitative variables.

In this example, the scatter plot shows the hours 
of study and test scores of 20 students.

This is bivariate data, meaning it involves the 
relationship between an independent variable 
(hours of study) and a dependent variable (test 
scores).

Other names for the I.V. are explanatory and 
predictor. Another name for the D.V. is response.

Lesson 57 – Scatter Plots, Correlation, & Trend Lines



Here’s another example.

The local ice cream shop keeps track of how much ice cream they sell versus the 
noon temperature on that day. Here are their figures for the last 12 days.
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Correlation P. 435

A correlation is a measure of the strength and direction  of the relationship between 2 variables.

Positive slope Negative slope
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Here the ordered pairs just look 
like regular numbers. But when 
you graph them…



P. 436

The ordered pairs are:
(13.7,82.6) for Bangkok
(30.1,71.4) for Cairo
(51.5,51.8) for London
(55.8,39.4) for Moscow
(28.6,77.0) for New Delhi
(35.7,58.1) for Tokyo
(49.2,49.6) for Vancouver



P. 436The measurement of the correlation is called “The Correlation Coefficient”
and is denoted by the letter r, which can range from  1  to  –1.

Here are some linear correlations and their values:

The values
don't seem
linked at all

The value shows how good the correlation is - not how steep the line is –
and if it’s positive or negative.

Note: A correlation of 0.9 is of equal strength to –0.9. 

The values
are very linked

The values
are very linked



Strongly correlated data points look more like points that lie in a straight line,
and have values of  r that are closer to 1 or -1.

Weakly correlated data points are spread out and will have values of  r  closer to 0.

FYI: There’s a formula/calculation to determine the precise number for r, but we won’t be learning it.

Which of the following usually have a positive correlation? Select all that apply.

a.   The number of cars on an expressway and the cars’ average speed
b.   The number of dogs in a house and the amount of dog food needed
c.   The outside temperature and the amount of heating oil used
d.   The weight of a car and the number of miles per gallon
e.   The amount of time studying and the grade on a math exam





We can visually see the data
does have a correlation:
It follows a nice curve that 
reaches a peak around 25° C.

But the linear correlation 
calculation isn’t "smart" enough 
to see this; it’s value is 0, which 
means "no correlation".
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This data represents the football scores 
from one week with winning score plotted 
versus losing score.This is strongly correlated and has a negative slope, 

so r is close to -1.
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P. 438Line Of Fit  a.k.a. Line Of Best Fit  a.k.a. Trend Line  a.k.a.  
Regression Line  a.k.a. Least Squares Line

A line is drawn through a set of two-variable data that illustrates the correlation.
It can be used to make predictions.

Remember the graph of the ice cream shop’s sales?
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Interpolation is where we find a value 
inside our set of data points. Here we use 
it to estimate the sales at 21 °C.

Extrapolation is where we find a value 
outside our set of data points.
Here we use it to estimate (predict) the 
sales at 29 °C (which is higher than any 
value we have).

Careful: Extrapolation can give misleading 
results because we are in "uncharted 
territory".
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Using a ruler, draw the line that the data points appear to be clustered around. It’s not important 
that any of the data points actually touch the line; instead, the line should be drawn as straight 
as possible, and should go through the middle of the scattered points, so as many as there are 
below the line are also above the line. There’s no perfect line to draw. The more the points are 
spread out, the more lines of fit that can be drawn.



P. 440

𝒚 = 𝒎𝒙 + 𝒃

Rise =
Run = 
Y-intercept = 



P. 441
Equation for Line Of Fit is        𝒚 =

𝟖

𝟓
𝒙 + 𝟐

Plug it in!

Is this Interpolation or Extrapolation?
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Which prediction would you expect to be more reliable? 
Why?
The boiling point in Fargo, North Dakota is a more reliable 
prediction because it is an interpolation, while Mexico 
City is an extrapolation.

Is it possible to make a prediction based on a scatter plot 
with no correlation? 
No; no correlation means that there is no relationship 
between the variables and the points on the graph show 
no pattern.









To determine the Line of Fit, you need the slope and the y-intercept.
But what if the Line of Fit doesn’t reach the y axis? How can you find the y-intercept?
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P. 438Once a Line of Fit has been drawn onto the scatter plot:
• Choose two points on the line to write an equation for the line. 

These DO NOT have to be original data points.
• Calculate the slope.
• Plug in any point’s  x and  y to determine the b (y-intercept).
• Write the equation for the line.
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1) Calculate a Line Of Fit.

2) Based on your line (trend) – what’s the likely
lowest grade average?

3) Is this an  Interpolation or  Extrapolation ?

4) Someone calculated the Line of Fit to be 
𝒚 = 𝟒𝟎𝒙 − 𝟏𝟖𝟎𝟎. Based on that trend,
what would be the likely SAT score for
someone with a grade average of 95?
Of 75?

The correlation of (old-style) SAT scores and 
grade averages for a high school is represented 
by the scatterplot below.







Diagram 1 – The scatterplot shows the number 

of cupcake bakeries from 2000 through 2012. 

Exponential Model Quadratic Model

Requires a Line-Of-Fit
that’s Exponential

Requires a Line-Of-Fit
that’s Quadratic



A correlation does NOT 
mean that one thing 
causes the other. 
There could be other 
reasons the data has a 
good correlation!

Correlation
Is Not 

Causation
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Shoe size increases…So does their reading ability…

Traffic on Biscayne Blvd increases…So do ATM tardies…

A person’s height increases…So does their weight…

A student’s test scores increase…So does their grade…

Describe whether changing either variable is likely, doubtful, or unclear to cause a 
change in the other variable.
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Can a data set be likely to show causation without showing a strong correlation?
No; a data set must show a strong correlation in order for causation to be likely.

Can a data set be likely to show correlation without showing causation?
Yes; for example, the number of sunglasses sold on a hot day plotted against the sales of 
ice cream.


