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#### Abstract

Line or linear structure detection is a very basic, yet important problem in image processing and computer vision. Many line detection algorithms are based on edge detection and consider lines as extended or contiguous edges. Most techniques require that a binary edge map be first extracted from the image before line detection is performed. In this paper, we propose a new line detection technique that is based on a model that describes spatial characteristics of line structures in an image. This line model uses simple properties of lines that include both graylevel and geometric features. The performance of the line detector on natural scenes and medical images will be shown. The technique is shown to be capable of detecting lines of different width, lines of varying width, as well as curves. Index Terms: line detection, curve detection, edge detection, image analysis.
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## 1 Introduction

Line or linear structure detection is a very basic, yet important problem in image processing and computer vision. It is often the preprocessing step in other applications such as object recoginition and tracking. Lines are commonly viewed as extended or contiguous edges. Consequently, many line detection algorithms extract local edges first, then group them into lines. For example, Nevatia and Babu [1] used edge positions and orientations to link edges; Lee and Kweon [2] developed a six-step algorithm that consists of, after edge extraction, edge scanning, edge normalization, line-blob extraction, line-feature computation, and line linking; Zucker, et al [3] used a relaxation process to group edges into lines; Kanazawa and Kanatani [4] used an asymptotic approximation to fit a model of a line to an edge segment; Eichel and Delp [5] used a sequential model to link edge pixels based on Markov random fields. This work was extended to multiresolution approaches by Cook and Delp [6, 7]. Other approaches have also been reported in the literature [8, 9, 10]. The use of local edge operators to first enhance the image usually also enhances noise and tends to generate dense edge maps, which makes subsequent processing difficult [11]. Furthermore, these methods do not respond well to thick lines because pixels in the middle of a thick line are not edge pixels. We will show examples of these problems in Section 2.

Another approach is to parameterize potential lines in edges detected in the scene and then base the detection in the parameter space. The Hough transform [12, 13, 14, 15, 16] has been widely used for detecting lines in binary images using this approach. Suppose there is a line at a distance $s$ and orientation $\theta$, it can be represented as $s=x \cos \theta+y \sin \theta$ for constants $s$ and $\theta$. The Hough transform maps all the pixels on this line into one point in the $(s, \theta)$ parameter space. By accumulating the $(s, \theta)$ pairs one can use this approach to detect lines. A problem with the Hough transform is that it is not suitable for direct use
in grayscale images (Grayscale extension has been proposed by Lo and Tsai [17]). It also requires preprocessing steps (edge detection and thresholding) to obtain the binary pattern. In addition, the Hough transform does not provide the actual position of the line [18]. This is not sufficient for many applications.

We propose a novel line or linear structure detection technique for grayscale images. This line detector is based on a spatial characteristic model of lines. It is capable of extracting lines with different width, lines with irregular width, as well as curves. In Section 2, we describe this new line model in detail. In Section 3, we present the detection algorithm as well as some implementation issues. Finally, we present experimental results and discussions in Section 4.

## 2 Spatial Characteristic Model For Lines

Lines are commonly considered as extended or contiguous edges while edges are usually defined as local discontinuity in image graylevels. Therefore, many line detectors are based on gradients. For example, the compass gradient operators [12] shown in Table 1 estimate the graylevel gradients at each pixel location in a number of directions corresponding to the operators. The "orientation" of the pixel at that location corresponds to the operator with the maximum response. This oriented gradient response can then be thresholded to obtain a line detection. ${ }^{1}$. Note that the compass operator detects only one pixel wide lines. However, pixels in the middle of a "thick" line do not possess the properties that characterize an edge pixel. (Here, "thick" line refers to a line that has more than 2 pixels in width.) Figure 1 (a) shows a "thin" white line of 1 pixel in width at the top and a "thick" white line of 10 pixels in width at the bottom. Part of the "thick" line is enlarged and shown in Figure 1

[^0](b). It is obvious that an edge operator would not indicate that the shaded pixel in the box in Figure 1 (b) is an edge pixel, even when it operates in a neighborhood as large as the $9 \times 9$ window. This is because this $9 \times 9$ window is in an uniform region. It is therefore not surprising that line detectors based on edge detection do not respond well to thick lines. As an example, we use the E-W compass gradient operator, as shown in Table 1 (a), on the image in Figure 1 (a). The result is shown in Figure 2. As expected, we see that only the "edges" of the lines are detected.

We propose that one basic characteristic of a line, regardless of its thickness, is that pixels in the line all have similar graylevels. In other words, if a pixel belongs to a line, then there exists a string of pixels along the direction of the line that contains this pixel and have similar graylevels. The term "string" will be used to refer to a single pixel wide line throughout this paper. Lines therefore consist of strings. This is illustrated in Figure 3, where a 3 pixel wide line at $45^{\circ}$ is shown. The boxed string of pixels along $45^{\circ}$ has the same graylevels as that of the center pixel, which makes the center pixel part of the line. The same idea describes the lines at $0^{\circ}, 11.25^{\circ}, 22.5^{\circ}$, and $33.75^{\circ}$, respectively, shown in Figure 4 (a), (b), (c), and (d). Another condition for a line is that its surrounding region has different graylevels from those pixels in the line. In the extreme case of an uniform region, as shown in Figure 5 (a), there are strings of pixels with the same graylevels along any direction, while no line will be seen. Finally, the length of a line is greater than its width. For example, we do not call the bright region in Figure 5 (b) a line.

In summary, our line model is as follows:

1. There is a string of pixels with similar graylevels along a certain direction.
2. The surrounding pixels have different graylevels.
3. The length of a line is greater than its width.

## 3 Detection Algorithm

As described above, the basic characteristic of a line is that pixels on it have similar graylevels. A measure of graylevel similarity among pixels is the standard deviation. Let $(i, j)$ be the spatial location in the image at row $i$ and column $j ; f(i, j)$ be the pixel graylevel at $(i, j)$; $L_{(i, j)}(\theta, l)$ be a string of pixels centered at $(i, j)$, in direction $\theta$, and of Euclidean length $l$; and $N_{L_{(i, j)}(\theta, l)}$ be the integer number of pixels within $L_{(i, j)}(\theta, l)$. Note that $N_{L_{(i, j)}(\theta, l)}$ is different from the length $l$ if the line is not horizontal or vertical. For example, a string in the direction $45^{\circ}$ has about $1 / \sqrt{2}$ the number of pixels as a string in the direction $0^{\circ}$ of the same length, as shown in Figure $6{ }^{2}$. Then the standard deviation of pixel graylevels in $L_{(i, j)}(\theta, l)$ is

$$
\sigma_{(i, j)}(\theta, l)=\sqrt{\frac{1}{N_{L_{(i, j)}(\theta, l)}-1} \sum_{(m, n) \in L_{(i, j)}(\theta, l)}\left(f(m, n)-\bar{f}_{L_{(i, j)}(\theta, l)}\right)^{2}}
$$

where $(m, n) \in L_{(i, j)}(\theta, l)$ when the string $L_{(i, j)}(\theta, l)$ contains the pixel $(m, n)$ and $\bar{f}_{L_{(i, j)}(\theta, l)}$ is the average graylevel of $L_{(i, j)}(\theta, l)$

$$
\bar{f}_{L_{(i, j)}(\theta, l)}=\frac{1}{N_{L_{(i, j)}(\theta, l)}} \sum_{(m, n) \in L_{(i, j)}(\theta, l)} f(m, n)
$$

There are $N_{L_{(i, j)}(\theta, l)}$ number of strings passing through $(i, j)$ for given $\theta$ and $l$. An example with $\theta=0$ and $l=5$ is shown in Figure 7. Among all the strings that pass through $(i, j)$ in direction $\theta$ and of Euclidean length $l$, we denote their minimum standard deviation as $\gamma^{(i, j)}(\theta, l)=\min _{(m, n) \in L_{(i, j)}(\theta, l)}\left\{\sigma_{(m, n)}(\theta, l)\right\}$, and the corresponding string as $L_{\gamma^{(i, j)}(\theta, l)}$. If pixel $(i, j)$ belongs to a line in the direction $\theta$ and of length greater than $l$, then $\gamma^{(i, j)}(\theta, l)$ is small. In the case of an ideal line where all pixels on it have the same graylevels, $\gamma^{(i, j)}(\theta, l)=0$. Note that $l$ is not the length of the line, but the minimum length. It can also be interpreted

[^1]as the maximum width of the line. We will discuss this below.
Finding a small $\gamma^{(i, j)}(\theta, l)$ does not lead to the conclusion that $(i, j)$ belongs to a line. As illustrated in Figure $5(\mathrm{a}),(i, j)$ may lie in an uniform region. However, if $(i, j)$ is in an uniform region, then $\gamma^{(i, j)}(\theta, l)$ is small for all $\theta$. Figure $8(\mathrm{~b}),(\mathrm{c})$, and (d) compares the relationship between $\gamma^{(i, j)}(\theta, l)$ and $\theta$ for pixels on the thin line, in the background, and on the thick line, respectively, using the image shown in Figure 1 (a) and repeated in Figure 8 (a). If we obtain the standard deviation of $\gamma^{(i, j)}(\theta, l)$ with regard to $\theta$ and denote
\[

$$
\begin{equation*}
\sigma_{\gamma^{(i, j)}}^{2}(l)=\int_{0}^{2 \pi}\left\{\left(\gamma^{(i, j)}(\theta, l)-\bar{\gamma}^{(i, j)}(l)\right)^{2} \frac{1}{2 \pi}\right\} \partial \theta \tag{1}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\bar{\gamma}^{(i, j)}(l)=\int_{0}^{2 \pi}\left\{\gamma^{(i, j)}(\theta, l) \frac{1}{2 \pi}\right\} \partial \theta \tag{2}
\end{equation*}
$$

Then $\sigma_{\gamma^{(i, j)}}(l)$ is small for the case that $(i, j)$ lies in an uniform region. For the ideal uniform region, $\sigma_{\gamma^{(i, j)}}(l)=0$ as shown in Figure $8(\mathrm{c})$.
$l$ is taken to be 15 in the above comparison. As mentioned earlier, $l$ is actually the maximum width of the lines we want to detect. Note that the black uniform regions in Figure 8 (a) can also be seen as very thick lines. Because we set $l=15$, which is smaller than the widths of the "black thick lines", $\gamma^{(i, j)}(\theta, l)=0$ for all $\theta$ and consequently $\sigma_{\gamma^{(i, j)}}(l)=0$ for $(i, j)$ in the black regions. Remember that the thick white line at the bottom is 10 pixel in width, so if we set $l<10$, we would have $\sigma_{\gamma^{(i, j)}}(l)=0$ for $(i, j)$ on this line as well. Therefore, small $\sigma_{\gamma^{(i, j)}}(l)$ indicates an uniform region only when the lines we want to detect have widths smaller than $l$. This complies with the third characteristic in our line model that the length of a line is larger than its width.

Based on the above analysis, our line detector can be summarized in the block diagram shown in Figure 9. Given an input image I and the minimum length or maximum width of the
lines one wants to detect $l$, we decide for each pixel $(i, j)$ in the image whether it is on a line or not, and if it is, the orientation of the line. First, for a certain orientation $\theta$, we examine all possible strings of length $l$ that pass through $(i, j)$, which is $L_{(m, n)}(\theta, l)$ for $\forall(m, n) \in$ $L_{(i, j)}(\theta, l)$. This can be seen from Figure 7. Then for each $L_{(m, n)}(\theta, l)$, find its pixel graylevel standard deviation $\sigma_{(m, n)}(\theta, l)$. Take $\gamma^{(i, j)}(\theta, l)=\min _{(m, n) \in L_{(i, j)}(\theta, l)}\left\{\sigma_{(m, n)}(\theta, l)\right\}$. A smaller $\gamma^{(i, j)}(\theta, l)$ indicates a higher probability that $(i, j)$ is on a line in direction $\theta$ and of length greater or equal to $l$. Next for all orientations $\theta$, obtain $\sigma_{\gamma^{(i, j)}}(l), \gamma^{(i, j)}(l)=\min _{\theta}\left\{\gamma^{(i, j)}(\theta, l)\right\}$, and denote the corresponding $\theta$ as $\theta(i, j)$. A decision can then be made based on $\sigma_{\gamma^{(i, j)}}(l)$ and $\gamma^{(i, j)}(l)$. A smaller $\gamma^{(i, j)}(l)$ and larger $\sigma_{\gamma^{(i, j)}}(l)$ indicates higher probability of a pixel $(i, j)$ belonging to a line, and $\theta(i, j)$ indicates the orientation of the line.

Since the only restriction is the maximum line width, this line detector is capable of detecting

- lines of different width, from single pixel wide up to $l$
- lines of any length that is longer than $l$
- lines with varying width, provided that the changes are "slower" than $l$
- curves, provided that over short segment, they can be approximated as lines of length greater than $l$

Experimental results in Section 4 will demonstrate these capabilities.
In the actual implementation, it is not necessary to find at every pixel location $(i, j)$ all the strings that pass through this pixel and its corresponding standard deviation in order to obtain $\gamma^{(i, j)}(\theta, l)$. This would be computationally intensive. As illustrated in Figure 7, for any given $\theta$ and $l$, there are $N_{L_{(i, j)}(\theta, l)}$ number of strings passing through the pixel $(i, j)$. Instead, we only need to consider one string for each pixel $(i, j)$, such as $L_{(i, j)}(\theta, l)$ that
centers at $(i, j)$. The steps to obtain $\gamma^{(i, j)}(\theta, l)$ are as follows:

- Initialize $\gamma^{(i, j)}(\theta, l)$ to a large value for every pixel $(i, j)$ in the image.
- For each row i and each column j

1. For the pixel $(i, j)$, obtain $\sigma_{(i, j)}(\theta, l)$
2. Compare this $\sigma_{(i, j)}(\theta, l)$ to every $\gamma^{(m, n)}(\theta, l)$, for $\forall(m, n) \in L_{(i, j)}(\theta, l)$.
3. Replace $\gamma^{(m, n)}(\theta, l)$ with $\sigma_{(i, j)}(\theta, l)$ if the latter is smaller.

It is not realistic to obtain $\sigma_{\gamma^{(i, j)}}(l)$ based on all $\theta \in[0,2 \pi)$ using Equation 1. Fortunately, due to the spatial redundancy in images, we can obtain an estimate of $\sigma_{\gamma^{(i, j)}}(l)$ using a number of equally spaced $\theta \mathrm{s}$. Denote this number to be $N_{\theta}$ and the set of $\theta$ s as $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{N_{\theta}}\right)$. Then Equation 1 becomes

$$
\begin{equation*}
\sigma_{\gamma^{(i, j)}}^{2}(l)=\frac{1}{N_{\theta}-1} \sum_{\theta \in \boldsymbol{\theta}}\left(\gamma^{(i, j)}(\theta, l)-\bar{\gamma}^{(i, j)}(l)\right)^{2} \tag{3}
\end{equation*}
$$

and Equation 2 becomes

$$
\begin{equation*}
\bar{\gamma}^{(i, j)}(l)=\frac{1}{N_{\theta}} \sum_{\theta \in \boldsymbol{\theta}} \gamma^{(i, j)}(\theta, l) \tag{4}
\end{equation*}
$$

To make a decision as to whether or not a pixel $(i, j)$ belongs to a line, we first obtain $\gamma^{(i, j)}(l)=\min _{\theta \in \boldsymbol{\theta}}\left\{\gamma^{(i, j)}(\theta, l)\right\}$ and $\sigma_{\gamma^{(i, j)}}(l)$. Small $\gamma^{(i, j)}(l)$ and large $\sigma_{\gamma^{(i, j)}}(l)$ indicate the probability of pixel $(i, j)$ belonging to a line, therefore we need to threshold $\gamma^{(i, j)}(l)$ and $\sigma_{\gamma^{(i, j)}}(l)$. First define

$$
D(i, j)= \begin{cases}1 & \text { if }(i, j) \text { belongs to a line } \\ 0 & \text { otherwise }\end{cases}
$$

Then given thresholds $T_{\gamma}$ and $T_{\sigma_{\gamma}}$,

$$
D(i, j)= \begin{cases}1 & \text { if } \gamma^{(i, j)}(l)<T_{\gamma} \text { and } \sigma_{\gamma^{(i, j)}}(l)>T_{\sigma_{\gamma}} \\ 0 & \text { otherwise }\end{cases}
$$

$T_{\gamma}$ and $T_{\sigma_{\gamma}}$ are related to the image noise level. In the ideal case, $T_{\gamma}=0$ and $T_{\sigma_{\gamma}}=0$. As the image gets noisier, both thresholds should be larger.

## 4 Experimental Results and Discussions

We have described above how a gradient based line detector can fail to extract thick lines.
Our proposed line detector can provide better detection in the same test image, including "thin" and "thick" lines. In this section, we will compare the performance of our new technique to that of the compass gradient technique described in Section 2. All the images used in the test were $256 \times 256$ with 8 bits per pixel. Our new technique takes about 22,45 , and 90 seconds, respectively, for line detection with $l=5, l=10$, and $l=20$ to execute on a SUN Ultra 2 processor.

For the test image shown in Figure 1 (a), the results for the compass gradient approach and our new approach are shown in Figure 2 and Figure 10. To examine the performance of our proposed technique in noisy images, uncorrelated Gaussian noise with mean equal to the graylevel value of the pixels in the lines is introduced in the background of the image in Figure 1 (a). This noisy image has a peak signal-to-noise ratio (PSNR) 14db and is shown in Figure 11 (a). Detection results of the gradient operator and our line detector are shown in Figure 11 (b) and (c), respectively. We can see that the gradient based detector totally missed the lines, while the proposed line detector correctly identified both lines ${ }^{3}$.

[^2]Figure 12 illustrates the concept that the parameter $l$, set a priori by the user, corresponds to the maximum width of the lines that will be detected. This feature of our line detector is useful in many applications where one is interested in line features of given widths, for example, the detection of runways in aerial reconnaissance images. The original image is shown in Figure 12 (a), where the top line is 1 pixel wide, the second one is 4 pixel wide, and so on. Each line is 3 pixel wider than the one directly above it. Detection results using $l=5, l=10$, and $l=20$ are shown in (b), (c), and (d), respectively. In all cases, lines with width narrower than the $l$ used are detected. While those wider lines are considered as uniform regions.

The same idea can be seen in Figure 13 and Figure 14, where original images are shown in (a) and the corresponding line detection results using $l=5, l=10$, and $l=15$, are shown in (b), (c), and (d), respectively. As in Figure 12, only lines with width narrower than the $l$ used are detected. Note also that this line detector responds to both bight and dark lines. This can be seen obviously in the upper right section in Figure 13 (d), where lines with different width and graylevels are all detected. This can also be seen in Figure 14 (d), where the black shadow of the car in the lower right section of the image is also detected as lines.

There are many linear structures in digital mammograms, which correspond to shadows of normal ducts and connective tissue elements [19]. It has been shown that suppressing normal background structures enhances the obviousness of abnormal structures [20, 21], which could help radiologists make better decisions regarding the normality of a mammogram. Normal linear structures in mammograms usually appear slightly curved, but over short segments, are approximately linear and have varying thicknesses. These linear structures may have low contrast in a very noisy background. This can be seen in Figure 15 (a), which shows part of a normal mammogram, and Figure 16 (a), which has a cancerous mass in the center. To facilitate line detection, we first lowpass filter the original image, then subtract the result
from the original. This is equivalent to highpass filtering [20, 21]. The enhanced images are shown in Figure 15 (b) and Figure 16 (b), respectively. Our line detector with $l=20$ is then used on the enhanced images. The detected linear structures are shown in Figure 15 (c) and Figure 16 (c), respectively. We then subtract the detected linear structures from the corresponding enhanced images. Figure 15 (d) and Figure 16 (d) demonstrate that the linear structures are accurately identified and removed from the enhanced mammograms. Also note that the mass in Figure 16 becomes more conspicuous after the linear structures have been removed.

In summary, we proposed a new model for lines and presented a line detection algorithm based on this model. One of the features of our detector is that a user can specify the maximum width of the lines that will be detected. This line detector is also capable of extracting lines with irregular width as well as curves and is robust in the presence of noise. This detector also provides the location of the lines as well as their orientations.
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$$
\begin{gathered}
{\left[\begin{array}{rrr}
-1 & -1 & -1 \\
2 & 2 & 2 \\
-1 & -1 & -1
\end{array}\right]} \\
\left.\begin{array}{rrrr}
-1 & -1 & 2 \\
-1 & 2 & -1 \\
2 & -1 & -1
\end{array}\right]
\end{gathered} \begin{array}{lll}
\text { (a) E-W } & {\left[\begin{array}{lll}
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & -1
\end{array}\right]}
\end{array}\left[\begin{array}{rrr}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{array}\right]
$$

Table 1: Compass gradient operators.


Figure 1: Pixels belonging to a line are not necessarily edge pixels. (a) An image with a 1 pixel wide "thin" white line at the top and a 10 pixel wide "thick" white line at the bottom. (b) The shaded pixel in the middle of the "thick" line looks unlike an edge pixel within a $9 \times 9$ neighborhood.


Figure 2: The E-W compass gradient operator detects only edges of the lines in the image shown in Figure 1 (a).


Figure 3: If a pixel belongs to a line, then there exists a string of pixels with similar graylevels along the direction of the line that contains this pixel.


Figure 4: Lines at different orientations (a) $0^{\circ}$. (b) $11.25^{\circ}$. (c) $22.5^{\circ}$. and (d) $33.75^{\circ}$.


Figure 5: Conditions for a line. (a) The surrounding region has different graylevels from those of the pixels on the line. (b) The length is greater than its width.


Figure 6: Two strings of the same Euclidean length contain different number of pixels.


Figure 7: There are $N_{L(\theta, l)}$ number of strings passing through each pixel for given $\theta$ and $l$.


Figure 8: Relationship between $\sigma_{i, j}(\theta, l)$ and $\theta$. (a) Original image. (b) Results for a pixel on the thin line. (c) Results for a pixel in the uniform region. (d) Results for a pixel on the thick line.


Figure 9: Block diagram of the line detector.


Figure 10: The proposed line detector detects both the "thin" line and the "thick" line in the image shown in Figure 1 (a).


Figure 11: (a) Uncorrelated Gaussian noise with mean the same as that of the lines is introduced to the background of the image in Figure 1 (a), and the peak signal-to-noise ratio (PSNR) is 14 db . (b) The E-W compass gradient operator failed to detect the lines. (c) Our proposed line detector correctly identified both lines.


Figure 12: Lines with width narrower than the $l$ chosen are detected, While those wider lines are considered as uniform regions. (a) Original image with the top line 1 pixel wide and each subsequent line is 3 pixel wider than the one directly above it. (b) Detection result using $l=5$. (c) Detection result using $l=10$. and (d) Detection result using $l=20$.


Figure 13: (a) Original aerial image. (b) Detection result using $l=5$. (c) Detection result using $l=10$. and (d) Detection result using $l=15$.


Figure 14: (a) Original image. (b) Detection result using $l=5$. (c) Detection result using $l=10$. and (d) Detection result using $l=15$.


Figure 15: (a) Original normal mammogram. (b) Highpass filtering enhanced image. (c) Linear structures detected from the enhanced image. (d) Removed detected linear structures from the enhanced image.


Figure 16: (a) Original mammogram containing circumscribed mass, which is a kind of breast abnormalities. (b) Highpass filtering enhanced image. (c) Linear structures detected from the enhanced image. (d) Removed detected linear structures from the enhanced image and the mass becomes more conspicuous.


[^0]:    ${ }^{1}$ The compass gradient method described here is prototypical of edge based approaches to line detection and will be used to compare the performance of our proposed method.

[^1]:    ${ }^{2} \mathrm{We}$ are assuming that the image is represented on a square grid of pixels.

[^2]:    ${ }^{3}$ It is important to note that Figure 11 (b) does not indicate that the thick line was detected. The black region corresponds to no response from the detector.

