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Linear Algebra

Linear Transformations Preliminaries
S

« Have pursued the following generalizations
Vectors in R? & R3 = Vector Spaces
Dot Product in R? & R® = Inner Product
« Will now look at another generalization
Matrices = Linear Transformations
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Linear Algebra

Linear Transformations Definition and Examples
S

« Defn - Let V and W be vector spaces. A function
L:V — W is called a linear transformation of VV

Into W if
a) L(u+v)=L(u)+L(v)
b) L(cu) =cL(u) foru cVandreal c

* IfV =W, then L is called a linear operator

* Note: An m x n matrix takes a vector in R" and
maps It to a vector in R™, so It can be viewed as a
function from R" to R™
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Linear Transformations Definition and Examples
-7
Example ( a a,
« Define amapping L: R® — R?as L||a, :{a }
-] T 2
| I A A
To verify, letu=|u, |,v=|Vv, | be arbitrary
Mo T _\_ug_ 0 s 7
u V u, +V
1 L Lo u+vy | (U | |Y
L(u+v)=L||u, |+|V, ||=L][{u,+V, ||= =] |+
u,+Vv u Vv
U, | |V U, +V 22 2 2
\L73] L8)) LT 8
/ _ul_\ (_Cul_\ cu ] =L(u)+L(v)
L(cu)=L|c|u, ||=L||cu, |[=|_ " |=c| '|=cL(u)
2 2 cu, u,
U, CU,
L o) \L o)
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Linear Transformations Definition and Examples
/¥
Example

o Let K(X,y)becontinuousinxandy for0<x<1
and 0 <y <1.Define L: C[0,1] — C[0,1] as

L(f)=

Oty =

K(xy)f(y)dy

From the properties of integrals, conditions (a)
and (b) hold
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Linear Transformations Definition and Examples
(T~ 1) T ]

Example 3, a,

 DefineamappingL: R® - R3asL||a, ||=Tr|a,
Bl 1%

L is a linear operatoron R3. If r > 1, it is called a
dilation. If 0 <r <1, it is called a contraction.
General term is scaling
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Linear Transformations Definition and Examples
/¥
Example

 Consider the vector space C*[0,1] of infinitely

differentiable functions defined on the interval [0,1].
Define a mapping L: C*[0,1] — C*~[0,1] by

L(f)=f’

L is a linear operator on C*[0,1]
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Linear Transformations Definition and Examples

Example
 Define amapping L: R® — R3 as

(TAa 1) A ]

Al 1o 1%
Li|a,||= 01 _1ll%
(L%, %

L is a linear transformation. More generally, if A
IS an mxn matrix, then L(x)= Ax Is a linear
transformation from R" to R™
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Linear Transformations Definition and Examples

Example a, a,

« Define a mapping L: R? — R? as L[{a D:{_a }
2 2

This is a linear operator, which is called a
reflection in the x-axis
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Linear Transformations Definition and Examples
/¥
Example

 Define a mapping L: R? — R? as

L[{XD :{cos¢ —sinﬂ{x}

y Sing CcoSg| Y

L i1s a linear transformation. It i1s a counter-clockwise
rotation by the angle ¢
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Linear Transformations Definition and Examples
Example Ta 1) [a+1]
 DefineamappingL: R® = R3as L||a, | |=| 24,
U1 V1 \_ag_j i a3 |
Let U= U, |,V=|V,
u3 V3

T Tu v, ) Wyl
L(u+V)=L]||u,+V, ||=|2(u, +V,)
Uy +V,

_Ul-l—l_ _V1+1_ _u1+V1+2_
L(u)+L(V)=| 2u, |+ 2v, |=|2(u,+V,)
Us V3 Uy + V,q
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Linear Transformations Definition and Examples

Example
» Define a mapping L: R, — R, as L([a1 az])z[af 2a2J

Letu=[u, u,J,v=1[v, v,]beinR,
L(u+v):L(:(ul+v1) (u2+v2)D:{(ul+vl)2 2(u2+v2)}

L(u)+L(v):[u12 2u2]+[v12 ZVZ}z[(ulﬂvf) 2(u2+v2)}

L(u+v)=L(u)+L(v)

So L 1s not a linear transformation
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Linear Transformations Definition and ExampIeS
S

e Theorem-LetL:V — W be a linear

transformation of an n dimensional vector space V
Into a vector space W. LetS={u,, u,, ..., u, } be

a basis for V. If v is any vector in V, then L(V) Is
completely determined by the set of vectors

{L(uy), L(up), ..., L(u,) }
« Proof - Since S Is a basis for V, can express v as
V=a,u, +a,u,+---+au,.Then
L(V) =L(ayu, +a,u,+ - +a,u,)
— L(alul) T L(a2u2) Tt L(anun)
= aL(uy) +a,L(uy) + --- +a,L(uy)
So L(Vv) can be expressed as a combination of the
vectors { L(u,), L(u,), ..., L(u,) } QED
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Linear Transformations Definition and Examples

 Corollary - LetL:V—Wand T: V — W be linear
transformations. LetS ={ v, v,, ..., Vv, } bea
basis for V. If L(v;) = T(v;) for 1<i<n, then L(v
)=T(v) forallv eV, ie. Land T are identical
linear transformations
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Linear Transformations Definition and Examples

Example

e LetL: R* — R2Dbe a linear transformation and let
S={vy,V,, VsV, } beabasis for R

1 0 0 1
ol o |2l 2| o o
Vi=l | Va=| 1] Va=|5| Va=|,
0 2 1 1
1 0 0
Let L(vl):M L(VZ)ZM L(VB):M L(v4)={
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Linear Transformations Definition and Examples
S

Example (continued)
s

-5

Letv= - =2V, +V,—=3V,+V,

0

So L(V)=2L(vy)+L(V,)=3L(Vs)+L(v,)

a3 ol o] 17

2
0
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Linear Transformations Definition and ExampIeS
S

e Theorem - Let L:R" — R™ be a linear
transformation and A be the m x n matrix whose

Jjth column is L(e;), where { e,, e,, ..., €, } IS the
natural basis for R". Then for every x € R",

L(x) = AX. Moreover, A is the only matrix with
this property.
 Proof - Express X in terms of the natural basis as
X = X8, + X8, + --- + X .. By the properties of
the linear transformation and the definition of A
L(X)=L(X8, + X, ++-+X:€)
=x L(e)+x,L(e,)+ -+x,L(e,)

=[|—(91) L(e,) - L(en):x=AX
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Linear Transformations Definition and ExampIeS

 Proof (continued) -

To argue unigueness, suppose that there is a matrix
B # A such that L(x) = Bx for every x € R". Since
B # A, A and B must differ in at least one column,
call it j. By the definition of A and B,

L(e;) = Ae; = Be; . Ag is just the jth column of A,
Be; Is just the jth column of B, so the jth columns of
A and B are the same, which is a contradiction.
Therefore A Is unique.

QED



Linear Algebra

Linear Transformations Definition and Examples
S

e Theorem - LetL:V — W be alinear
transformation. Then

a) L(0,) =0y
b) L(u—v)=L(u) — L(v)
 Proof -

a) 0y = 0y + 0y, then L(O,) = L(0y) + L(Oy),
L(0y) — L(Oy) = L(Oy) + L(Oy) — L(Oy). SO
Ow = L(0y)

b) L(u —v) =L(u+ (=1)v) =L(u) + (—=1)L(v)
= L(u) — L(v)

QED



Linear Algebra

Linear Transformations TOp ICS
]

* Preliminaries

 Definition and Examples

« Kernel and Range of a Linear Transformation
Matrix of a Linear Transformation

Vector Spaces of Matrices and Linear
Transformations

Similarity
Homogeneous Coordinates




Linear Algebra

Linear Transformations Kernel and Range of a Linear Transformation
T T

e Defn - A linear transformation L: V — W Is one to
one If it is a one to one function, i.e. If v, # Vv,
Implies L(v,) # L(Vv,). (Equivalently, L is one to
one iIf L(v,) = L(v,) implies v, = v,.)

e Defn - LetL:V — W be a linear transformation.

The kernel of L, ker L, Is the subset of VV
consisting of all v € V such that L(v) = 0y,

« Comment - Since L(0,,) = 0y, ker L is not empty
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Linear Transformations Kernel and Range of a Linear Transformation
T T

 Theorem - LetL: V — W be a linear
transformation
a) ker L Is a subspace of V
b) Lisonetooneifandonly ifkerL={0, }

 Proof -

a) Use the theorem that tests for subspaces.
Specifically, if U is a nonempty subset of V, it is a
subspace ifv+wc UandcveUforallv,we U
and all real c.
So let v, w € ker L be arbitrary. Then L(v) = 0,
and L(w) = 0. Since L is linear,
L(v+w)=L(v)+L(w)=0,+0, =0y
Sov+weckerL
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Linear Transformations Kernel and Range of a Linear Transformation
T T

 Proof (continued)
Let v € ker L and real c be arbitrary. Since L is a
linear transformation. L(cv) =cL(v) =c0,, =0y,
Socve ker L

b) = | Let L be one to one. Let v < ker L be
arbitrary. Then L(v) = 0. Also, L(0,,) = 0,,. Since
L is one to one, L(v) = L(0y,) impliesv =0,, So
kerL={0 }

<] Letker L={ 0, }and let v, w e V be such that
L(v) = L(w). Need to show v = w. Since L Is
linear, 0,, = L(v) — L(w)=L(v—w). So
v—wekerLandv—w =0, 0rv=w.SoLIisone

to one QED
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Linear Transformations Kernel and Range of a Linear Transformation
T T

» Note - Part (b) of the preceding theorem can be
expressed as: L i1s one to one if and only if
dimkerL=0
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Linear Transformations Kernel and Range of a Linear Transformation
T T

e Corollary - Let L: V — W be a linear

transformation. If L(x) = b and L(y) = b, then
X — Yy belongs to ker L, 1.e. any two solutions to
L(x) = b differ by an element of the kernel of L.

» Proof - Suppose that L(x) = b and L(y) = b. Then
Ow = b —b=L(x)— L(y) = L(Xx —y). Therefore,
X — Y belongs to ker L.

QED
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Linear Transformations Kernel and Range of a Linear Transformation
e
Example
e Define L: P, — R as
1
L(at®+bt+c)=((at*+bt+c)dt
t? +bt+c)= [a+bt-c)
1) Find ker L
1) Find dim ker L
111) Determine if L is one to one

1 t2 1 bt+c)dt=2a+ b
_([(a + +c) =5a+,b+C
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Linear Transformations Kernel and Range of a Linear Transformation
T T

Example (continued)

1
- 2 _ |
) i(at +bt+c)dt—0 = §a+?b+c—0
_ 1.1
= Ct=-3a 2b

So ker L consists of polynomials of the form

2 1.1
at +bt+[ 3a ij
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Linear Transformations Kernel and Range of a Linear Transformation

Example (continued)

i) at2 RPN TR T I 1
1) at +bt+( 3a ZbJ—a[t 3]+b[t 2]

So the vectors (t2 — 1/3) and (t — 1/2 ) span ker L.

Can argue that they are linearly independent. So the
set {t2 — 1/3,t — 1/2 } is a basis for ker L.

1) Since dim ker L = 2, L IS not one to one
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Linear Transformations Kernel and Range of a Linear Transformation

e Defn - LetL:V — W be a linear transformation.

The range of L, or image of V under L, denoted by
range L, consists of all vectors w ¢ W such that

w =L(v) forsomev ecV

e Defn - The linear transformation L: V — W IS
onto ifrange L =W
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T T

 Theorem-LetL:V — W be a linear
transformation. Then range L is a subspace of W.
 Proof - Let w,;, W, € range L be arbitrary. Then w,
= L(v,)and w, = L(v,) for some v, v, e V. w, +
w, = L(vy) + L(v,) = L(vy +V,). So Wy +
W, € range L
Let w c range L be arbitrary. Then w = L(v) for
some Vv ¢ V. Let ¢ be an arbitrary real number.
cw=cL(v)=L(cv). Socw ¢ range L.
.. range L Is a subspace of W

QED
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T T

Example
« Consider L: P, — R defined as

L(at2 +bt+c):}(at2 +bt+c)dt :%a+%b+c
0

For an arbitrary real number r, then 0t? + Ot + r
mapstor.So Lisontoanddimrange L=1

 Note that dim ker L + dim range L = dim P,
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Linear Transformations Kernel and Range of a Linear Transformation
Example
e LetL: R3 — RS be defined by
Ta,]) [1 0 1]a,
Lila,|[=(1 1 2|a,
\_ag_) _2 1 3__a3_
a) Is L onto?
b) Find basis for range L
c) Find ker L

d) Is L one to one?
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Linear Transformations Kernel and Range of a Linear Transformation
T T

Example (continued)

a a,
a) Letyw=|b|eR3 bearbitrary. Find v=|a, |eR?
C &
such that L(v) =w
1 0 1| a| [a] [1 0 1ia] [1 0 1i a
1 1 2||a,|=|b|=|1 1 2b|=|011b-a
2 1 3|la| |c] |21 3ic| |011lic-2a
101 a | Solution exists only if
=0 1 1 b—a c—-b-a=0
0 0 Oic-b-a So, L is not onto
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Linear Transformations Kernel and Range of a Linear Transformation
T T

(— o = = = -

Example (continued) 1101

b) Range of L is the spanof 1|1 [,[1],|2|;
2111113

k— — b — — —

Can show that the first two vectors are linearly
Independent and the third is the sum of the first
two. Alternatively, could take the transpose of the
matrix and put it into row echelon form to get a
basis for the row space of the transpose. Either

way, basis Is 11707 17707

Q1L or<|01]
2111 1111

- — - — J - — - -
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Linear Transformations Kernel and Range of a Linear Transformation
Example (continued) ‘al‘
c) Kernel of L consists of all vectors v=| a, | such
that L(v) =0 a,
10 1|a]| [0 a + a=0
112|a =0 = a+a,+2a,=0
2 1 3|la| |0 2a,+a,+3a,=0
Seta,=r, thena,=-randa, = . —1
So, all vectors in the kernel look like ri—1
-1 1

Basis for ker L is {| —1|¢
1

. - J
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Example (continued) V

d) ToseeifLisonetoone, let v=|v, | ,w=|w,
with v £ w. Is it possible to have v, .
L(v) =L(w)? - - - -

L(v)=L(w)=L(vV)-L(Ww)=0=L(v—-w)=0

So, v—w ¢ ker L (null space of the matrix) and

-1 Since 1t Is possible to have
v-w=r|-1 L(v) = L(w) when v #w,
1 L is not one to one

» Note that dim ker L + dim range L = dim domain L
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T T

e Theorem - If L: V — W Is a linear transformation

of an n-dimensional vector space V into a vector
space W, then dim ker L + dim range L =dim V

e Proof - Letk =dimker L. Then 0 <k <n.
Consider three cases: (1) k=n, (2) 1 <k <n, and
3 k=0
Case 1 - k =n. Since ker L Is a subspace of V and
dim ker L = dim V, every basis for ker L is a basis
for V. Since a vector space equals the span of its
set of basis vectors, ker L = V. Now, L(v) = 0y,
for all v e V. Consequently, range L = { 0, } and
dimrange L=0




Linear Algebra

Linear Transformations Kernel and Range of a Linear Transformation
T T

 Proof (continued)

Case 2 - 1 <k <n. Show that dim range L =n — k.
Let { vy, Vs, ..., V| } be abasis for ker L. This is a

linearly independent set in V and can be extended
toabasisS={v, V,, ..., Vi, Viyq s -, V,, F TOr V.

Strategy Is to show that the set of vectors
T= { L(Vk+1)’ I—(Vk+2)’ e L(Vn) }
IS a basis for range L.

Specifically, need to show
a) T spans range L
b) T Is linearly independent
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T T

 Proof (continued)

a) Let w ¢ range L be arbitrary. There exists a

v € V such that L(v) = w. Express v in terms of
the basisS.v= o Vv, + Vv, + -+ + v, . Then

L(V)=L(aVy +a,V, +- -+ Vi + 0 gV iy + o+ V)
=L(aqV,)+L(aV, )+ + L (e vy )+ L( 0, Vi )+ + L(anV,)
=y L(Vy)+o, L(V,)++ay L(V )+ L(Vi )+ +a, L(V,)
—0 ’
since v;,V,,...,V, € ker L
SOW = ak+1|—(vk+1) + ak+2|—(vk+2) Tt L(Vn)
and T spans range L
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 Proof (continued)
b) To show that T Is linearly independent, consider
Ow = @l (Vier) + &l (Vi) + -+ +a,L(v,)
= L(agVier) + L(@aVie) + -+ + L(a,vy)
= L(@gVier + @iV + 000+ @pVy)

SO @, Vis1 + &V + oo + @V, € ker L and can
be written as a linear combination of v,, v,, ..., v,
a VTtV =hv, +bv, +-+b v,

Since S is linearly independent, the a and b values
are all zero. So T is linearly independent



Linear Algebra

Linear Transformations Kernel and Range of a Linear Transformation
T T

 Proof (continued)

Since T Is a basis for range L, dimrange L =n — Kk
SodimV =dim ker L + dim range L

Case 3 - k=10. Since dim ker L =0, ker L has no
basis. LetS={ vy, V,, ..., v, } be a basis for V. Let
T={L(vy), L(V,), ..., L(v,) }. By an argument
similar to Case 2, T is a basis for range L. So,
dimrangeL=n=dimV

QED
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Linear Transformations Kernel and Range of a Linear Transformation

e Corollary - LetL:V —Wand letdimV = dim W.
Then

a) If L is one to one, then it Is onto

b) If L is onto, then it is one to one

e Defn - A linear transformation L: V — W Is
invertible if there exists a function L-1: W — V
suchthatL°Lt=1,and L-*°L =1,
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Linear Transformations Kernel and Range of a Linear Transformation
T T

« Theorem - A linear transformation L: V — W IS

iInvertible if and only if L is one to one and onto.
Also, L=t is a linear transformation and (L=1) 1 =L

+ Proof - = | Let L be invertible. First show that L is
one to one. Suppose that L(v,) = L(v,) for some
vy, V, €V Then L=1(L(v,)) = L71(L(v,)), implying
V; = V,. S0, L Is one to one. Now show L iIs onto. Let
w e W be arbitrary. L is invertible, so L1 exists. v =
L1 (w) € V. Then L(v) = w and L is onto.

<] Let L be one to one and onto. By function
theory, the inverse function L1 exists.
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T T

 Proof (continued)
Now show that L1 is a linear transformation.

a) Let w;, w, € W be arbitrary. Show that
L= (w, +w,) = L (wy) + L7H(w,).
Since L Is onto, there exist v,, v, € V such that
w, = L(v,) and w, = L(Vv,). Need to show that
L=t (w, +wW,) =v,+V,.
Since L is linear,
L(v,+v,) = L(vy) + L(vy) = wy + W,
So LY (w,+w,) =v,+V,
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T T

 Proof (continued)

b) Let w ¢ W and ¢ # 0 be an arbitrary real . Show
that L-1(cw) = cL=1(w). Since cw € W, there
exists v € V such that L(v) =cw. Since L is
linear, L((1/c)v) = w. Then

L-1(w) = (1/c)v = (1/c)L-1(cw).

So L*(cw) =cL(w).
Thus L1 is a linear transformation.

QED
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Linear Transformations Kernel and Range of a Linear Transformation
T T

« Theorem - A linear transformation L: V — W IS

one to one if and only if the image of every
linearly independent set of vectors in V' is a
linearly independent set of vectors in W

e Proof-LetS={vyV,, ...,V }bealnearly
Independent set of vectors in V and let
T={L(vy), L(v2), ... L(vy) }

— | Let L be one to one. Consider
aL(vq) +aL(vy) + -+ +a L(vy) =0y
Need to argue thata, =a,=--- =a, =0
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Linear Transformations Kernel and Range of a Linear Transformation
T T

 Proof (continued)
a;L(vy) +a,L(v,)+---+a,L(v,)=
L(avy) + L(ayv,) + - + L(avy) =
L (a;vi+ av, + -0 + gy ) = Ow
Since L Is one to one a,v,+ a,v, + --- + a,v, = 0,
Since S is linearly independent,
a,=a,=---=a,=0.S0T is linearly independent

<] Let the image of every set of linearly
Independent vectors in V be an independent set of
vectors InW. Letu, ve Vwith u#v . Need to

show that L(u) #L(v). Suppose L(u) = L(Vv).
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 Proof (continued)
Let { ug, u,, ..., u, } be a basis for V. Can express u

and v as

u=au, +au,+---+au

v=Db,u, +b,u,+---+bu

L(u) = all—(ul) T3, L(UZ) toeeeta, L(un)

L(v) =b,L(u;) +b,L(uy) +--- + b, L(uy,)

Ow = L(u) — L(v)

= (a,—by)L(u,) + (a;—by)L(uy) + --- + (a,—by)L(u;)
By hypothesis, T is linearly independent. So a, = b,,
a="0b,,...,a,=b,.S0,u=v,whichisa
contradiction. Thus L(u) # L(v). QED
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Linear Transformations Matrix of a Linear Transformation

e Theorem - LetL:V — W be alinear

transformation of an n-dimensional vector space V
Into an m-dimensional vector space W (n # 0,
m#0)andletS ={v,V,, ..., V, } be an ordered
basisforVand T = { w,, w,, ..., w_ } be an
ordered basis for W. Then the mxn matrix A
whose jth column is the coordinate vector [L(v;) ]+
of L(v;) with respect to T has the following
property: If y = L(x) for some x € V, then

[Vl = A[X]s . Also, Ais unique.
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Linear Transformations Matrix of a Linear Transformation
-]

» Proof - Consider L(v;) for 1 <j<n.L(v;) e W, so it

can be expanded in terms of T Cyj
C..

— —| 2]

L(V )=y Wy +Cy Wy -+ CryWy = [L(vjﬂT =
Cr

Define A as the matrix whose jth column is [L(v;) ]+

Let X € V be arbitrary and let y = L(Xx).
A ] ) _
:)2

[ X]s= Y=

a, O,
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Linear Transformations Matrix of a Linear Transformation

 Proof (continued)

L(X)=L(aV,+a,V,+---+a,Vv,)
=a L(vy)+a,L(v,)+--+a,L(V,)

y=bw,+b,w, +---+b,w,, = L(x)
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Linear Transformations Matrix of a Linear Transformation

 Proof (continued)

L(X) =y (€W, +CpyW ++ 4y Wiy )+

a, (clzw1 +CoyW,, ++ -+ cmzwm)+

8 (Cy Wy +Cop W,y ++ -+ Crp Wi, )

_
=\ Y T AL, '+ancln)wl+

(
(@,Cy; +8,C, ++ -+ 81Cy, )w2 +

(8,Cy +8,Cpp -+ nConn | Wi
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Linear Transformations Matrix of a Linear Transformation

 Proof (continued)
Comparing coefficients of the w vectors gives

0, =aCj; +8,C) +-+ayCy,
b,=a,C,, +a,C,, +---+a,C,,

b,=aC ,+a,C ,++a,Cyn
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Linear Transformations Matrix of a Linear Transformation

 Proof (continued)
In matrix form

b | |G Cp Chn || &
bz _ C21 C22 C2n a2
_bm_ _le Cm2 Cmn_ _an_

or [y]y = A[X]s . So the effect of L may be
accomplished by letting A operate on the coordinate
vector of X
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Linear Transformations Matrix of a Linear Transformation

 Proof (continued)

To show uniqueness, suppose there is a second
matrix A" = [cﬂ , which has the same properties as
A but A™# A. Since A™# A some of the elements
of A™ are different from the elements of A. So,
suppose some elements in column k are different.
[L(vi)lr =Av]sand [L(v) ] =A"[v]s- S0 A
[Vids = A" [vils
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* Proof (continued)
0

<k th position

[Vk ]s -

0
A [V, ]s Is Just the kth column of A

A" [v,]s is just the kth column of A”

Since A[v )]s =A"[v,]s, A=A"and A is unique
QED
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Comments

« Matrix A is called the representation of L with
respect to the ordered bases Sand T

« IfL:V —V, can have two bases, S and T, and get a

representation of L with respectto Sand T. If
S =T, then L has a representation with respect to S
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Example

+ LetL:P, — P, be defined by L(p(t))=p'(t) and let
S={t%t,1}and T ={t, 1} be bases for P, and
P, respectively.

a) Find the matrix A associated with L

b) If p(t) =5t2 — 3t + 2, compute L(p(t)) using A
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Matrix of a Linear Transformation

Example (continued)
a)Letv, =t2, v,=t,va=1,w, =t,w,=1

L(v)=2t=2w,  =[L(v,)] :H
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Example (continued)
b) L(p(t)) =10t-3

(1], - g A5 ] o § -

= L(p(t)) :1_OW1 +(—=3)w, =10t + (—B)izl_Ot -3
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Example

e LetL: R3— R?Dbedefined as L

1
LetS={|1],
0

Matrix of a Linear Transformation

|

111
1 2 3

|

4
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Example (continued)

(3] = o2

572 s) = [l

/
|
L
—

\
|
|
_/

/
|
1
N—

\
R O0OO0 REFLroO oKk

|
_/

/

|

1

N—

>

I
1
|
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* Preliminaries

 Definition and Examples

« Kernel and Range of a Linear Transformation
Matrix of a Linear Transformation

Vector Spaces of Matrices and Linear
Transformations

Similarity
Homogeneous Coordinates




Linear Algebra

Linear Transformations Vector Spaces of Matrices and Linear Transformations
|
Comments

 Have shown that the set of mxn matrices R, Is a
vector space

« Want to show that the set U of all linear
transformations from V to W forms a vector space

» Need to define the operations for the vector space
a) sum of two linear transformations
b) scalar times a linear transformation
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e Defn-LetlL;:V —WandL,:V — W. Define the
sumofL,andL,, L= L, ®L, as follows

L(X)=L,(X)+L,(X) VxeV

Note: This is just the definition of the sum of two
functions

e Defn- LetL:V — W be a linear transformation
and let ¢ be real. Define the scalar multiple of c
and L, coL , as

(CoL)(X)=cL(x) VxeV
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 \erification of vector space properties for U, the
set of all linear transformations from V to W with
the operations @ and o , Is straightforward except
for

a) zero vector - define0(x) =0,, VxeV
b) additive inverse - Let L € U, define —L as (—1)oL

 Since U Is a vector space, what Is its dimension?
Answer guestion via a basis
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e Defn-LetS={L, L, ..., L, } beasetof linear

transformations. S is linearly dependent if there
exist scalars a,, a,, ..., a,, not all zero, such that

(a1°|-1)@(azol—2)@“'@(ak OLk)zO

where 0 Is the zero linear transformation
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Example

 Consider linear transformations L, L,, L; from R,
to R, defined as

(DX %) =[x + %0, 2%, %5 ]

Lo([Xg Xo1) = [ X0 = Xq, 22X + %5, X ]
La([X1 Xo]) = 3%y, = 2X; , Xy + 2%, ]
Determine IfS={L,,L,, L;}islinearly

dependent
Suppose (8oL, )®(a,0L,)®(a;0L,)=0where
a,, a,, 8, are real. This equation means

a Ly (X)+a, Ly (X)+a5L5(X) =0z VXER,X=]X,X,
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Example (continued)
0, = [0,0,0]
3

=8y Ly (X)+a, L, (X)+a;L5(x)

=a1[x1+x2,2x1,x2]+a2[x2—x1,2x1+x2,x1]+
a3[3><1,—2x2,x1+2x2]

:[a1(X1+X2)+a2<X2_X1)+a3(3xl)’
a1(2x1)+a2(2x1+x2)+a3(—2x2),
a1x2+a2x1+a3(><1+2x2ﬂ
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Example (continued)
a1(><1+x2)+a2(x2 —><1)+3a3><1 =0
2a1><1+a2(2><1+x2)—2a3x2 =0
ax, +a2x1+a3(x1+2x2):0

This must be true V x,, X,. Pick particular values

Xq,=1,%=0
The only solution is
— a,+3a,=0
a 2 9% a,=0,a,=0,a;=0.50
2 +2a, =0 g=r) L, L,}is
a,+ a;,=0 linearly independent
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e Theorem - Let U be the set of all linear
transformations of V into W where dim V = n and
dimW =m, n# 0, m# 0, and operations in U are @
and o . U Is Isomorphic to the vector space R, of
all mxn matrices

 Proof - Strategy Is to pick a basis for V and for W
and map L to its matrix representation with respect
to these bases. This gives a mapping from U to
~R.. Need to show that the mapping

1) I1s one to one
2) Is onto
3) preserves vector operations
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 Proof (continued)
LetS={v,,V,, ..., V, } beabasis for V and let
T={wy,w,, ...,w, }beabasis for W. Define a
mapping M: U — R as M(L) = matrix representing
L with respectto Sand T.
1) Show M isonetoone. LetL,, L, € Uwith L, # L,.
Need to show M(L,) # M(L,). Since L, # L,,
dv e Vsuchthat L,(v) # L,(Vv). v can be expressed
as a linear combination of elements of S. So, must
have L,(V;) # L,(v;) for some 1 <j<n. The jth
column 01J M(L,) 1s [Ly(v;)]1 - The jth column of
M(L,) 1s [Lo(v)) ]+ . Since L, (vj) # Lo(V5),
[L.(vj) e # 1 |—2(V )]; . So M(L1) 7 M( |—2)
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 Proof (continued)

2) Show M is onto. Let A = a;; ] be an arbitrary
mxn matrix. Define a linear transformation

L:V — W by L(vi):iakiwk for1<i<n
k=1

Note: it is sufficient to define L on S since for any
X eV, X =+ .-+ +C v, then

L(X):.Z;Ci L(v;)

L i1s a linear transformation and the matrix of L with
respect to bases Sand T is A. So M Is onto
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 Proof (continued)

3) Show that M preserves vector addition and
scalar multiplication. Let L, L, € U be arbitrary.
Let M(L,) =A=[4q;]and M(L,) =B =[b;].
First show thatM(L, ®L, )= A+B. The jth
column of M(L, ®L,)is

+ L2( )}

[(Ll@Lz)(vj)Lz (V)
=Llvi)] i),

So jth column of I\/I(Ll@
of M(L,) =Aand M(L,)

,) is sum of jth columns
=B.SoM(L,®L,)=A+B
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 Proof (continued)

Consider scalar multiplication. Let M(L) = A and
real ¢ be arbitrary. The jth column of M(coL) is

o0, e}, ~[uf]

So M(coL)=cA
. Uand R, are isomorphic

QED
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« Corollary - dim U =mn

« Since linear transformations are just functions, can
form composition of those functions. Following
theorem shows that matrix of composition is
simply related to matrices of individual
transformations
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« Theorem - Let V,, V,, V; be vector spaces with
dimV,=n,dimV, =m, dim V; = p. Let
L,:V, -V, L,:V, — V;be linear transformations.
Let P, S, T be bases for V, V,, V; respectively. Then
M(L2 oLl): I\/I(LZ)M'(wle.Ee) Is the
composition of functions
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e
 Proof - Let M(L,) = A, with respect to bases P and
S. Let M(L,) = B, with respect to bases S and T. Let

X e V; be arbitrary. Then [L,(X)]s = A[X]p . For any
y e V2 [L(Y)]r=Blyls

(Lo L) (9], = Lo (La(x) |,
=B[L,(x)];=B(A[x],)=(BA)X].

Have proved that matrix of a linear transformation
with respect to a particular basis Is unique. So

M(L,°L,)=AB=M(L,|M(L,)

QED
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* Preliminaries

 Definition and Examples

« Kernel and Range of a Linear Transformation
Matrix of a Linear Transformation

Vector Spaces of Matrices and Linear
Transformations

Similarity
Homogeneous Coordinates
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Comments

 LetL:V — W be a linear transformation, where
dimV =n # 0 and dim W = m # 0 and the spaces
have ordered bases S = { v,, V,, ..., v, } for V and
T={wy,w,, ...,w_ }for W. Have seen how to
construct a matrix A that represents L with respect
to these bases. Specifically, the jth column of A is
[L(v)) ]+

 Also know that picking a different basis in either
V or W gives a different matrix

« Since all of these matrices represent L, they ought
to be related, 1.e. we ought to be able to get one
matrix from another
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« Theorem - Let L: V — W be a linear transformation,
wheredimV=n#0and dimW =m #0. Let
S={v,V,, ..., Vv, }and S’:{Vi,v’z,...,v;,} be
ordered bases for V with transition matrix P from S’
to S. Let T={wy, Wy, ..., Wy} and T' = {Wj, W), ..., W |
be ordered bases for W with transition matrix Q
from T to T. If A is the representation of L with
respect to S and T, then Q—LAP is the representation
of L with respectto S and T’
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e Proof - Recall the definition of the transition

matrices: .~ -

X|s =P|X]|, VXxeV

Y =Qly], VyeW

Jth column of P Is coordinate vector [v’j }Sof Vi
with respect to S

jth column of Q is coordinate vector [W’j }Tof W’j
with respectto T
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 Proof (continued)
Let A be the representation of L with respect to S

and T, then [L(X) ]+ = A[X]s .
Also,

LOOL=QIL() ], [XJs=P[x]g
= Q[L(x)]., =AP[x]g =|L(x)| =Q*AP[x]g
So Q'AP is the representation of L with respect
toS'and T’

QED
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Comments

« Let B = QAP. Can calculate the effect of L on
X € V two ways in terms of S"and T°

S’ basis v L > W T’ basis
B represents L Fy
P Q-
' , L , |
S basis \Y > W T basis

A represents L

« Note that A and B are equivalent matrices
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Example Tx 1) | .-
 Define L: R3 — R2byL||X, ||= ))((1:(3
X | A2 T3
\L"31)
1][0][07 1]70] [0
Bases for R3 S=:(01(,|1(,/0|} S ={/1|,/1/,/0]}
01101 0|11
Vi Vo V3 Vi Vp V3
>—_ 11110 , 11111
Bases for R T_{()Hl} T _{1},{3}
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Example (continued)

A:HLM vl (L))

L(vl): 0 = }T

Since T is the natural basis

1
0 0
L(VZ) = _2_ [ }T _2_ Since T is the natural basis

1

L(VB) = _1} = [L(VS)}T = {_1} Since T is the natural basis
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Example (continued)

Calculate representation of L with respectto S’ and T’
two ways

Calculate P - Columns of P are[vﬂs, [V’z]s, [vg]s

1 00
Since Sisanatural basis P={1 1 O
_O 1 1

Calculate Q - Columns of Q are|w; |, [wj |

Since T Is a natural basis Q = E :ﬂ
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Example (continued)
o1 [ 32 -12

12 12

1 0 0
) 32 —12][1 0 1
_ 1 _

B=Q"AP=| 15 1501 4} 10

1 32 2
10 —12 -1
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Example (continued)
Compute B directly

Columns of B are[L(vi)}Tl, [L(V’zﬂp’

_ [
o] ol
vl e

LA ek

(1 32 2
B{o ~1/2 —1}
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« Corollary - Let L: V — V be a linear operator on
an n-dimensional vector space V. Let
S={Vy,Vy ...V, }and S'={v;,V5,..., vyl be
ordered bases for V, with P being the transition
matrix from S' to S. If A is the representation of L
with respect to S, then P-1AP is the representation
of L with respect to S’
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« Defn-Therank of L: V — W, notation rank L, is
the rank of any matrix representing L

* Note: rank L is well defined since any two

matrices representing L are equivalent and thus
have the same rank
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e Theorem - Let L: V — W be a linear transformation.
Then rank L =dim range L
e Proof -LetdimV =n,dimW =m and

dim range L = r. We have proved a theorem that says
dimker L+dimrange L=n.Then dimkerL=n —r.

LetV, ., Vi, ..., V,, DE @ basis for ker L. This can be
extendedtoabasis S={v, V,, ..., V., Viigy .-,V }
for V.

The vectorsw; = L(Vv,), W, =L(V,),....,w,=L(V,)
span range L. Since there are r = dim range L of them,

they form a basis for range L. This can be extended to a
basis T = {wy, Wy, ..., W, W,4, ..., W, } for W.
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 Proof (continued)

Now let A be the matrix that represents L with
respect to S and T. The columns of A are

_L(vi)_Tziwi]:ei 1=12,...,r
L(vi)| =[0], =0pn i=r+lr+2...n
So A:“)r 8}

Thus rank L =rank A =r =dim range L
QED
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« Defn - If A and B are are nxn matrices, then B Is
similar to A if there is a nonsingular matrix P such
that B = P1AP
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« Theorem - Let V be any n-dimensional vector
space and let A and B be any nxn matrices. Then
A and B are similar if and only if A and B
represent the same linear transformation L:V — V
with respect to two ordered bases for V.

e Proof - =] Let A and B be similar. Then there is a
nonsingular matrix P = [ p;; ] such that B = P~'AP.
Let S ={v,, V,,...,V,} bean ordered basis for V
and define a linear transformation on V by
[L(X)]s = A[X] for all X In V.

Now define a new basis for V by taking
appropriate linear combinations of vectors in S.
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 Proof (continued) -
Define a set of vectors T = { w;, W,, ..., W, } as
w;=>"" p;v;, 1<j<n, andshowthatTisa
basis for V by showing that it is linearly
Independent and appealing to an earlier theorem

that says that a set of n linearly independent
vectors in an n-dimensional space Is a basis.

Consider
O=aw,+a,w,+---+a,w,

= aiz:n:l PiVi + azzin:l PioVi +--- T4, Zin:l PinVi

- (er\:l pljaj )Vl +(er]=1 pZJ'aJ' )VZ +°”+(er]=1 Prj; )Vn
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 Proof (continued) -

Since S is linearly independent (Z D J)_0 1<i<n
or equivalently Pa=0,wherea=[a, a, ... a,]".
Since P i1s nonsingular, the only solution is a = O

Thus T is linearly independent and is a basis for V.

he definition of T, w; =>"" p;v;, 1< j<nimplies
that P is the transition matrix from T to S, I.e. [y]s =
P[y]+. Then, recalling the definition of L,

L(X) | =P|L(x)] >A[x];=P|L(x)]| —

L(x) =P7A|x],=P™AP|x].
So, the matrix of L with respectto T Is P1AP =B
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 Proof (continued) -

< | By the preceding corollary, any two matrix
representations of a linear transformation are
similar.

QED
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« Theorem - If A and B are similar nxn matrices, then
rank A = rank B.

* Proof - By the preceding theorem, A and B
represent the same linear transformation L: R" — R"
with respect to different bases. Since the rank of L is
defined uniquely as the rank of any matrix
representing it, rank A =rank L = rank B.

QED
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* Preliminaries

 Definition and Examples

« Kernel and Range of a Linear Transformation
Matrix of a Linear Transformation

Vector Spaces of Matrices and Linear
Transformations

Similarity
Homogeneous Coordinates
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« A commonly used technigue in computer graphics
IS the homogeneous coordinate transformation,
which combines a sequence of translations,
scalings and rotations into a single matrix which is
then applied to the vertices of a geometric object.

— This allows a compact representation of the combined
operations that is easy to apply.

— Also, the individual transformations can be
Implemented in hardware in a high-end workstation to
permit the rotation of an object on the screen by means
of turning a knob.
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Motivating Example

 Rotate the cube about an axis
parallel to the z axis passing
through the point (1, 2, 3), by e
angles of A0, 2A0, 3A0, etc.
from its original position
(1.e. successive rotations by .
angles of A@). After each
rotation, display the rotated cube
to give the visual effect of a
spinning cube.

vy \ertices at (11, 241, 3+£1). Cube's
X faces are parallel to coordinate planes
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Basic Coordinate Operations

» The application of any of these operations to a
cube 1s accomplished by applying the operation to
each vertex of the cube.

 Translation: The translation of ( %, y, z) by the
translation vector ( t,, t,, t, ) yields the point whose
coordlnatesare(x+tx,y+t z+t ), 1.e.(Xy,2)
Ismoved to (X +1,y+t, z+t ).

« Scaling: The scaling of ( X, y, z ) by the scaling
vector (s,, S, S, ), with s, >0,s,>0and s, > 0,
yields the pomt with coordmates ( Xs,, YS,, ZS, ),
1.e. the point's coordinates are scaled by these
amounts.
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Basic Coordinate Operations

 Rotation: Simple rotations are done about the x-axis,
y-axis and z-axis.

— x-axis: If (X, Yy, z) is rotated about the x-axis by an angle ¢
to a new point ( x’, y/, /), the coordinates are related by

X" =X
y/=ycosf—zsinb
2/ =ysinf+zcosb

— y-axis: If (X, Yy, z) is rotated about the y-axis by an angle 6
to a new point ( x’, y/, /), the coordinates are related by

x’=zsin @ + xcos @
y' =y
Z/=7c0s6—xsind
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Basic Coordinate Operations

— z-axis: If ( x,y, z) iIs rotated about the x-axis by an angle 6
to a new point ( x’, y’, /), the coordinates are related by

X" =xcosf-ysind
y/=xsinfd +ycos
7/ =17
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* In the motivating example, rotation of the cube by A6
about a line through ( 1, 2, 3 ) parallel to the z-axis
can be expressed in terms of the coordinate
operations defined on the previous slides

(1) Translate each vertex by (-1, -2, —3) to place the
center of the cube at the origin and cause the axis of
rotation to coincide with the z-axis.

(2) Rotate the cube about the z-axis by an angle of A6
(3) Translate the rotated cube by (1, 2, 3) to put it
back in position.

* The three steps above will perform the rotation and
successive applications of the process will perform
subsequent rotations.
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Homogeneous Coordinates

Matrix Procedure

» Represent the point (X,Yy,z)asa4 x 1 matrix X=

- Translation: Translation by ( t,, t,, t,) can be
accomplished as

o o O

o o - O

O OO

~— e~

P

<

N

N < X

X+1,

y+ty

Z+1,
1

= T(t

xyty;

t, ) X=X

X

— N <
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Matrix Procedure

- Scaling: Scaling by (s,, s,, S, ) can be
accomplished as

S, O O O x] | XS
0 Sy 0 O y _ ySy DS(SX,Sy,SZ)XZX'
0 0 s, 02 ZS,
0 0 0 1)1] | 1]
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Matrix Procedure

 Rotation: Rotation about the x-axis by 6 can be
accomplished as

1 O 0 O
0 cos@ -singd O
0 sin@ cos@ O
0 O 0 1

=R, (0)X=X

X

ycosd—zsind

ysin@+zcosé
1

N < X
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Matrix Procedure

 Rotation: Rotation about the y-axis by 6 can be
accomplished as

' cosd 0 sin@ 0|[x] [ xcos@+zsing |
0 1 0 oyl y

—sind 0 cos@ 0| z| |-xsin@+zcosd

0 0 o0 11 | 1 _

—_— Ry(H)X:X’
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Matrix Procedure

 Rotation: Rotation about the z-axis by 6 can be
accomplished as

cosd —sind 0 0] x] [xcos@-ysind]
sind coséd 0 0| Yy| |xsin@d+ycosd
0 0 1 0|z| Z

0 0 0 1)1 | 1 _

=R, (0)X=X
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|
Matrix Procedure

* [nverses of the matrices are easy to compute

T‘l(tx,ty,tz)zT(—t —t, —t)

S7(sy:Sy:8, ) =S(Usc . Usy Ls, |
RH(0)=Ry(-0)
Ry (0)=R,(-0)
R7H(0)=R,(-0)
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Matrix Procedure

 Note that any sequence of coordinate operations
may be performed by multiplying by the
appropriate matrices

» The sequence of operations may be inverted by
multiplying by the inverse matrices in reverse
order
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Motivating Example (continued)

» The operations in the example can be
accomplished as

(1) Translate by (-1, -2,-3) — T(-1,-2,-3)
(2) Rotate about the z-axis by Af — R,(A6H)
(3) Translate by (1,2,3) — T(1, 2, 3)
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Homogeneous Coordinates

Motivating Example (continued)
» Define M(A0) as

T(12,3)R,(A0)T(-1,-2,-3)

_cos(AH) —sin(A6) 0 0
sin(Aé’) cos(A&’) 00
0 0 1 0
0 0 01

o O o

o O - O

O OO

w

N -
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Motivating Example (continued)

)R, (A0)T(-1,-2,-3)T(L2,3)R,(A0)T(-1,-2,-3)
JR(AO)R, (AG)T(-1-2,-3)

T1,2,3)? (A@)T( —-1,-2, 3)
IR, (2A0)T(~1,-2,-3)

NI\)N

By an inductive argument, can show

M" (A6)=T(L2,3)R, (NAO)T(-1-2,-3)= M(nA®)
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Another Example

« Consider problem of rotating the cube by A# about
an axis passing through the vertices (0, 1, 2) and

(2,3, 4)
P!

02,34

(01,25
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Another Example (continued)

 Other than simplifying the discussion, there is
nothing special about the points (0, 1, 2) and (2, 3, 4)
or the fact that they are vertices of the cube. One
could just as readily talk about rotation about an axis
through the points (x,, yy, ;) and (X,, Y,, Z,)

|t does make a difference whether one considers the
axis of rotation as going from (0, 1, 2) to (2, 3, 4) or
from (2, 3, 4) to (0, 1, 2). The second choice reverses
the sense of the rotation from the first choice.
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Another Example (continued)
* Procedure IS

(1) Translate the cube by the translation vector
(—1,-2,—3) This places the points which
determine the rotation axis at (-1,-1,-1) and
(1,1,1)

(2) Rotate the axis of rotation into the

z-axis by the following steps
(a) Rotate by n/4 about the z-axis to put

(1,1,1) and (—1,-1,-1) in the yz-plane J
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(b) Rotate by arctan(v/2) about the x-axis to put (1, 1, 1)

and ((-1,-1,-1) onto the z-axis
(3) Rotate about the z axis by Af

(4) Undo steps 1 and 2
» The matrix M(A0) to do this is

M(AQ) =

3

¥

J2

TH(-1-2-3)R] (7/4)R; (arctanv'2) R, (A0)R, (arctan~/2)R, (/4) T (-1,-2,-3)
=T(1,2,3)R (-7/4)R, (—arctan \/E) R (AR (arctan \/E) R (7/4)T(-1,-2,-3)



