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Agenda

4\ Artificial Intelligence enabled by Machine and Deep Learning

Machine Learning
Deep Learning

Outlook: Integration in Production Systems
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Artificial Intelligence Is in Early Adoption

Percentage of Respondents
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No interest i On the radar, no i In medium- or long- In short-term i Have already
' action planned | term planning planning/actively ~ invested and
= experimenting | deployed

Q: What are your organization's plans in terms of artificial intelligence?
Base: All Answering, n = 3.138
Source: Gartner 2018 CIO Survey
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Analytics are pervasive — Why Now?

We have data We have compute We know how
Engineering - Desktop * Neural Networks
Business Multicore, GPU « Classification
Transactional « Clusters * Clustering

* Cloud computing * Regression

* Hadoop with Spark .

...and much more...
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There are two ways to get a computer to do what you want

Traditional Programming

[ll‘lll‘ll Data ] >
3, Progan .

COMPUTER < [ @,, Output ]
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There are two ways to get a computer to do what you want

Machine Learning

{u\ulhn Data } .

Output ] >

COMPUTER {% program ]
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There are two ways to get a computer to do what you want
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Data ]

Output ]

Machine Learning

COMPUTER

Artificial Intelligence

Machine Learning
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Al, Machine Learning, and Deep Learning

Artificial
Intelligence

Any technique
that enables

Machine

Learning

Statistical methods
enable machines to

Deep Learning

Neural networks with many layers that
learn representations and tasks
“directly” from data

machines to “learn” tasks from
mimic human data without explicitly
intelligence programming

eep Learning more
accurate than humans on
Image classification

1950s 1980s 2015 I
Quadrillion

FLOPS Thousand Million
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What can Machine and Deep Learning do?

&\ MathWorks

Machine learning

Machine learning deals with the problem of extracting features from
data so as to solve many different predictive tasks:

QForecasting (e.g. Energy demand prediction, sales)
QImputing missing data (e.g. Netflix recommendations)
Detecting anomalies (e.g. Intruders, virus mutations)
QClassitying (e.g. Credit risk assessment, cancer diagnosis)
QRanking (e.g. Google search, personalization)
QSummarizing (e.g. News zeitgeist, social media sentiment)
ADecision making (e.g. AL, robotics, compiler tuning, trading )

Previento Wind Power Prediction

AN + Zite

When to apply machine learning

L Human expertise is absent (e.g.
Navigating on Mars)

U Humans are unable to explain their
expertise (e.g. Speech recognition, vision,
language)

U Solution changes with time (e.g. Tracking,
temperature control, preferences)

W Solution needs to be adapted to particular
cases (e.g. Biometrics, personalization)
The problem size is to vast for our limited
reasoning capabilities (e.g. Calculating

webpage ranks, matching ads to facebook

pages)

http://www.cs.ubc.ca/~nando/340-2012/lectures/I1.pdf
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Example: Predictive Analytics in e-commerce

Use Image Processing

_-_

Images to add image data to the model,

Engineering Data . .
. _ improving performance
Social profile

- IMPROVED Improved
Geolocation Predictive Offer to
Customer

\Yi[eYe [=)

Keystroke logs

Business Data
Transactions

&\ MathWorks
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Applications of Machine Learning and Deep Learning in
Finance

Sentiment Analysis

AMa

Forecasting / Prediction 3
Fraud Detection o e —— W

Credit Decision Making

Financial Planning

14
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Agenda

Artificial Intelligence enabled by Machine and Deep Learning

4\ Machine Learning

Deep Learning

Outlook: Integration in Production Systems
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Customer References

Machine Learning and Visualisation in the
Context of a Large Enterprise
Arjun Viswanathan, Citi

“Because we need to rapidly respond to
shifting production constraints and changing
demands, we cannot depend on closed or
proprietary solutions. With MathWorks tools
we get more accurate results—and we have
the flexibility to develop, update, and
opfimize our models in response to changing

needs.”

— Angel Caballero, Gas Natural Fenosa

Portomouros hydroelectric dam

4\ MathWorks

MATLAB Used to Predict Financial Crises in Emerging
Markets

“Because MATLAB is both powerful and easy
to use, | felt confident that the Bank of
Indonesia would be able to implement the
MATLAB programs and use them as an early

warning system for financial distress.”

— Dr. Paul McNelis, Georgetown University

Portfolio Allocation with Machine Learning and MATLAB Distributed Computing Server
on Microsoft Azure Cloud
Emilio Llorente-Cano and James Mann, Aberdeen Asset Management

|
i s ditleas i sand —edadibiobdasd ibleaid o

Machine Learning and Applications in
Finance
Christian Hesse, Deutsche Bank and University

College London 16
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Example: Machine Learning for Risk Managers
Machine learning is enabling better models for complex problems

<4 Ourciient [l High risk Medium risk [ Low risk

How traditional stats see it How machine learning sees it

Actual phenomenon
(real historical data)

=
_———

2

/o
Vo

Real-life phenomenon comes in all Traditional statistics will fit a Machine-learning algorithms act as
shapes and flavors, showing patterns predetermined “shape” into thousands of tiny ‘spiders’ that
that are usually complex, nonlinear, phenomenon (e.g., linear, quadratic, simultaneously run all over data,
and apparently disorganized logarithmic)—square peg into round spotting and recording patterns

EXAMPLE: Decision to provide
mortgage to specific client:

= 25 years old, with master's degree
* Variable remuneration

* Fashion-industry employee

= Rich family

hole

EXAMPLE: Client is wrongly identified
as high-risk client

without clinging to any predetermined
course

EXAMPLE: Client is corectly identified
as low-risk client

b

L x Mortgage not approved J

[ ‘/ Mortgage approved ]

https://www.mckinsey.com/~/media/mckinsey/dotcom/client_service/risk/pdfs/the future of bank risk _management.ashx

SOURCE: McKinsey analysis
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Machine Learning Workflow

> Develop Predictive Integrate with S
fiecess and Bxplore bate Mpodels Production Visualize Results

Systems

Files Working with | Model Creation e.g. | Desktop Apps : 31d party
Messy Data Machine Learning dashboards
ia o] A - .
B ©Spotfire"
L \ TIBCO Software
- +
+j';j:i++o bleau
Databases Data Reduction/ Parameter Enterprise Scale Qlik Q
Transformation Optimizati Systems
— Prmesten / AWS m Power Bl
1 Kinesis
J 1
Sensors Feature Model Embedded Devices

Extraction Validation and Hardware

i % |

18
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Types of Machine Learning

Type of Learning Categories of Algorithms

_ T 3; Output is the # of groups formed from
Unsupervised Clustering BERR similar data. Find natural groups and
Learning ' patterns from input data only

Group & interpret
data based only
on input data

Machine : :
Learnin - Output is a choice between classes
9 Classification (True, False) (Red, Blue, Green)
Supervised
Learning
Develop predictive Regression Output is a prediction of the future state
model based on both

input and output data

19



Workflows of Machine Learning

Unsupervised
Learning

Machine
Learning

LOAD
DATA

Nl

Supervised
Learning

r 3
TRAINING

DATA

-

Nl

TEST
DATA

Nl

=

1. ACCESS

Iterate: apply model, evaluate

FILTERS

} CLUSTERING

\

>
f b f r R
PREPROCESS UNSUPERVISED CLUSTERS
DATA LEARNING

<
e >
F » F
PREPROCESS SUPERVISED
DATA LEARNING
A

’ FILTERS } CLASSIFICATION

REGRESSION

b

™
PREPROCESS
DATA

FILTERS

F

2. EXPLORE AND DISCOVER

~
PREDICTION

APP

REPORT

MODEL

3. SHARE

4\ MathWorks
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Demo: Classification Learner App

4\ Classification Learner - Scatter Plot = ] X
[ CLASSIFICATION LEARNER 2
w % =
All Quick-
To-Train
Data Browser
'w History SR ot
11 Tree Training | - 3 @ ban
Lastchange: Complex Tree EId e Original dataset: sensorData =
i . - 14351 Model predictions
1.2 - Tree Training | [ ] | @
Lastchange: Medium Tree 14714 features
13 7 Tree Training | | | @
Last i features
change: Simple Tree 14714 1430 Predictors
14 7 KNN Training | W & ° i
tastchange: Fine KNN 14714 festures x:
1.5  KNN Training | ] Q‘J ¥ ILPTOuﬂe‘lTemp v
Lastchange: Medium KNN 14714 features 1425
1.6 ~ KNN Training | ™ ] @ Classes
Lastchange: Coarse KNN 14/14 features
n T —————— [~ -urgem
17 53 KNN- Training | & 1 &® 1420 (%] -snort
Lastchange: Cosine KNN 14/14 features -medium
1.8 7 KNN Training | 1 ® =l [Y
Lastchange: Cubic KNN 14/14 features
1.9 {7 KNN Training [ 1 ® g 1415~
Lastchange: Weighted KNN 14/14 features IE
5
=
3
= 1410
o
i
1405
'w Current model
Model number 1.1 Rt
atus: Training °®
.
(Classifier
IPreset: Complex Tree 13951
IMaximum number of splits: 100
Split criterion: Gini's diversity index
Surrogate decision splits: Off
Feature Selection 1390
(All features used in the model, before PCA | | | | I | | |
PCA 519.5 520 520.5 521 521.5 522 522.5 523
PCA disabled FuelFlowRatio
How to investigate features
Original Dataset: sensorData Observations: 20231 Predictorss 14 Response Variablee TTF Response Classes: 4 Size of Dataset: 2 MB H Validation: Holdout Validation with 25% held out . 21




Machine Learning Apps for Classification and Regression

Point and click interface — no

coding required

= Quickly evaluate, compare and

select regression models

- Export and share MATLAB code

or trained models

¥
g

&

&

o

4\ Classification Learner - Scatter Plot

| TRAINING

® | : | Scatter Plot

Data Browser
w History ‘
11 Tree @
Lastchange: Complex Tree 14714 features
12 7 Tree &
Lastchange: Medium Tree 1414 eatures
13 77 Tree ®
Laschange: Simple Tree 1414 feanwes
14 7 KNN ®
tastchange: Fine KNN 14714 features
15 7 KNN ®
Laschange: Medium KNN 1414 eatures
16 77 KNN ®
tastchange: Coarse KNN 14714 eatures
17 70 KNN &®
tastchange: Cosine KNN 1414 eatures
18 7 KNN ®
tastchange: Cubic KNN 1414 eatues
19 77 KNN L] ®

1414 festures

Lastchange: Weighted KNN

v Current model

Export Model
Export the currently selected model in the History
list to the workspace to make predictions with new data

Export Compact Model

Export the currently selected model in the History list without
its training data to the workspace to make predictions with new data

Generate Code
Generate MATLAE code for training the currently selected
maodel in the History list, including validation predictions

Model number 1.1
Status: Training

Classifier
Preset Complex Tree

Feature Selection

PCA
PCA disabled

Maximum number of splits: 100
Split criterion: Gini's diversity index
Surrogate decision splits: Off

(Al features used in the model, before PCA

Original Dataset: sensorData Observations: 20231 Predictors: 14

LPTOutletTemp

&\ MathWorks

1435

1430

1425

1420

1415

1410

1405

1400

1395

1390

Original dataset: sensorData

I I L L L

Response Variable: TTF  Response Classes: 4  Size of Dataset: 2 MB

521 521.5 522 5225 523
FuelFlowRatio

|| Validation: ~ Holdout Validation with 25% held out

Plot
@Data
Hodel predictions

Y: |LPTOutietTemp ¥

Classes

& Elvroent
& Ilshort
4 [ medium
W

How to investigate features

22
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Fine-tuning Model Parameters

Why? 4 Hyperparameter Tuning with Bayesian Optimization N\

o Manual parameter selection is P —
tedious and may result in et
suboptimal performance

Previously tuning these

— parameters was a

manual process

'"KernelScale', 0.25, ...
'BoxConstraint', 8.1, ..
'Standardize', true);

Wh en’) m = fitcecoc{ T, 'Species', 'Learners®, template )

o When training a model with one
or more parameters that
influence the fit

L - AU MAOPEEMEEAEFS

mmmmmmmmmmm

m = fitcecoc(meas, species, 'Cptin’, {'KernelScale’, 'BoxConstraint'})

Capabilities

o Efficient comparted to standard
optimization techniques or grid
search

o Tightly integrated with fit il , , ,
function API with pre-defined \_ - J

bounds)

optimization problem (e.g. 20]6
23
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Building out your Machine Learning Tool

IS
3

CustAge [~
nyiso | 08 COMPUTER SERVER
2 91918412 table R semn | (0w e ¥
‘E Exoort Hoos

1 T 2 3 4 MATLAB PRODUCTION SERVER

Date CAPITL  CENTRL  DUNWOD @
[ ContuionMatne | ROC Curve = | 5.

&
5

1 01-Jan-2004 00:00:00 1015 1651 618 = : \
| | overst Accaracy Confusion Matrix for: Ensemble ‘ |
2 01-Jan-2004 01:00:00 927 1562 568 a| e oo BBE] T %] 2 K| )
OveraNErvor . A%} 0.4% [57% [ 0.0% > =
3 01-Jan-2004 02:00:00 891 1507 541 30 N B 2 Request ‘ ’ =
- —~ » 10. 07% |0.7% | 00%
4 01-Jan-2004 03:00:00 NaN 1440 517 € e ] =i . Broker o
3 250 View sercentages e e cass g St | 4 g% | 16% 12% [0ox & °
5 01Jan-20040400:00 NaN 1434 499 8 Q et LN K 4 < > .
6 01-Jan-2004 05:00:00 NaN 1449 496 5 20 ool o oo e I Program 3
7 01-Jan-2004 06:00:00 NaN 1490 524 : f|o—=— S b L l Manager ‘ ' 4 JJ
: ) ‘Cass e cuding Pestive Predictice Predicted dass i
8 01-Jan-2004 07:00:00 NaN 1525 526 o [Seteeil - — 1§ B ) omcas
9 01-Jan-2004 08:00:00 960 1529 518 100 -l Scatter Plot of humanActivityData for: Ensemble s o
10 01-Jan-200409:00:00 1046 1628 541 | S I PR~ .
11  01-Jan-2004 10:00:00 1111 1706 570 ki e duf v Ay, S e

Deploy Model
Review Model

Process Data and Create
Feature

Access and Explore Data Build and Validate Models

24
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Agenda

Artificial Intelligence enabled by Machine and Deep Learning

Machine Learning

4\ Deep Learning

Outlook: Integration in Production Systems
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Machine learning vs deep learning

Deep learning performs end-to-end learning by learning features, representations and tasks directly
from images, text and sound

Deep learning algorithms also scale with data — traditional machine learning saturates

Machine Learning

I CARv

I MANUAL FEATURE EXTRACTION CLASSIFICATION

TRUCK X
—{ MACHINE LEARNING

BICYCLE X

CARv

CONVOLUTIONAL NEURAL NETWORK (CNN)

TRUCK X

LEARNED FEATURES

BICYCLE X

26
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Data Types for Deep Learning

heaven
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state falsesummers “r Since d ‘
tongue eve ry looks Whilst e

Sight sssss earth e I r h e a rt e

gentle S h a || Jeads = g it f;irtz‘r;lg ives
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Text

Image
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Deep learning and neural networks

= Deep learning == neural networks; Data flows through network in layers
= Layers provide transformation of data

O A AC
O ARAANRARSAC

w

XA RXEANRKEANSK
@ =@

LR WA
N\ SVIANY SVIARV />
O ANV

Output Layer

Input Layer



Thinking about Layers

= Layers are like blocks
— Stack on top of each other
— Replace one block with a
different one

= Each hidden layer processes
the information from the
previous layer

1 1 1

—

—

4\ MathWorks
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Thinking about Layers

= Layers are like blocks
— Stack them on top of each other
— Replace one block with a
different one

= Each hidden layer processes
the information from the
previous layer

« Layers can be ordered in
different ways

Il

____

4\ MathWorks
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Convolutional neural networks

= Train “deep” neural networks on structured data (e.g. images, signals, text)
- Implements Feature Learning: Eliminates need for “hand crafted” features
= Training using GPUs for performance

e

— truck
— van

i

7

[[] — bicycle

] --

Convolution + Convolution + Flatten Fully Softmax
Input u RelLu Pooling RelLu Pooling A Connected W,

Feature Learning Classification .



Convolutional Neural Networks (CNN)

= CNN take a fixed size input and generate fixed-size outputs.

= Convolution puts the input images through a set of convolutional filters,
each of which activates certain features from the input data.

CG 2 7)) 7)) v
- = = < = v t©
- c c c @ O »

CG - - c = - - c S il

o - ) © o - o - o S
© 5 -2l 2 5 |58 @ 5 (58] = S (|52 @ € as -
— > 3 (IBEIRE—| 3 IPEIRE—| 3 (RESINE] . . .| 3 [DE|NE »|©Q 508

S [|1Z2=11 B > =l © > =l © E oll 8 w £
) e ||$® 8 e [|[2e]l B c [|2o|l 8 c (|23 3 209 »
o Q e o o ||€e o ||E€® 2 2 o =0 &

O = O = ~ O < = (& S = >0

Output data
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= |live in France. | speak

Another Network for Signhals - LSTM

— Signal, text, time-series data

— Use previous data to predict new information

s
LI A

b

Co

@—>—@

= LSTM = Long Short Term Memory (Networks)

h)
|
A

6

Cq

)
:
6

&—>—@

&\ MathWorks'
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Long Short-Term Memory (LSTM)

LSTM are an extension of Recurrent Neural Networks.
RNN can handle arbitrary input/output lengths.
= They have the capability to use the dependencies among inputs.

LSTMSs just like every other RNN connect through time. They are capable
of preserving the long-term and short-term dependencies that occur within

data.

35



Example: Algorithmic Trading

Run LSTM networks
Define LSTM layers

layers = [sequenceInputLayer(nFeatures)
IstmLayer(256, 'OutputMode', 'last')
fullyConnectedLayer(1)
regressionLayer]

Set training options

miniBatchSize = 256;

opts = trainingOptions(‘'sgdm’,...
'Plots', 'training-progress', ...
‘LearnRateSchedule', 'piecewise', ...
‘shuffle’, 'never',...
‘InitialLearnRate’, @.01,...
‘MiniBatchSize', miniBatchSize,...
‘MaxEpochs', 20);

Train networks|

net = trainNetwork(XTrain, YTrain, layers, opts);

4\ MathWorks

"4 Training Progress (11-May-2018 17:36:34)

5

RMSE

0.5

Training Progress (11-May-2018 17:56:34)

Results
Validation RMSE: MN/A

Training finished: Reached final iteration

Training Time
Start time: 11-May-2018 17:56:34
Elapsed time: 10 min 23 sec
Training Cycle
Epoch: 20 0f 20
Iteration: 320 of 320
Iterations per epoch: 16
Maximum iterations: 320
|
100 150 200 250 300
Iteration RMSE
Training (smoothed)
Training
= = = @ = = Validation
Loss
Training (smoothed)
} 1.0 | . 20 Training
100 150 200 250 300 - - - @ - - - Validation

Iaratiam
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Another Application: Sentiment Analysis with Twitter Data

Preprocess Tweets Develop Model Predict Sentiment

Twitter Search Results by Sentiment: $GO0G

impressions
discovery

commoditize

= dominate & shares
back SEEeN oen bis

needed ettm good "™~

S ime ) engine

h, L news L]

Imagining ..
carefultech core g data ghope

makes
ma € ka
O ap parts
great p o

trade many

weakness  track

overtaking

acres september

NEeW investors

attentlon days
2costNQ ever b u
trading b u St finally

enabLe ggtcméleeve !na(;ﬁselténg
growt = g never
revoluhomze | I ke artificial 1ust

advances ~deal tillion
Se rvi CeS

market
st _aggregators

pes intelligence
critical  mainstream

thats

revolution

Clean-up Text Convert to Numeric

Apple's iPhone 8 to
Drive 9.1% Increase in
Shipments Per IDC
https://t.co/n085F65up
k $AAPL $GRMN
$GOOG

¥

apples iphone drive

increase shipments per
idc

appl 1pho incr sell
ease

tweetl

tweet2

Fraud

1

Buy

o
[
Feature 83

Increase
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? 1
O Posttive 0 @
O Negative 930 (@]
Neutral K C § 0 8
' » 8 5
g = -1 £
By, L dist 7 (V8 ..r:
o 5 o
: \. 2 20 3
‘ @oj "
i 4 2 0 2 06:00 12:00 18:00
Feature 13 Sep 06, 2017
13:30 New Financial Modelling Capabilities in MATLAB
Kevin Shea and Stuart Kozola, MathWorks
14:15 Building an Online Quantitative Lecture in MATLAB
Dr. loannis Kyriakou, Cass Business School
14:45 Break

Using MATLAB for Sentiment Analysis and Text Analytics

Liliana Agapito de Sousa Medina, MathWorks




Deep Learning on CPU, GPU, Multi-GPU and Clusters

4

Single CPU
Single GPU

T

1Mt

=l
e =W

==

On-prem server with

GPUs

How TO TARGET?

opts = trainingOptions('sgdm’',
'MaxEpochs', 100,
'MiniBatchSize', 250, ...
'InitiallLearnRate', 0.00005, ...

'ExecutionEnvironment', 'auto'

)

opts = trainingOptions('sgdm',
'MaxEpochs', 100, ...
'MiniBatchSize', 250, ...
'InitialLearnRate’', 0.00005,

'ExecutionEnvironment', 'multi-gpu' );
|

| T EN

1]

Cloud GPUs
(AWS)

opts = trainingOptions('sgdm',
'MaxEpochs', 100, ...
'MiniBatchSize', 250, ...
'InitialLearnRate', 0.00005,

'"ExecutionEnvironment', 'parallel' );
]

4\ MathWorks
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GPU Coder

- Automatically generates CUDA Code from MATLAB Code
— can be used on NVIDIA GPUs

—

= CUDA extends C/C++ code with constructs for parallel computing

4\ MathWorks
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Agenda

Artificial Intelligence enabled by Machine and Deep Learning

Machine Learning

Deep Learning

4\ Outlook: Integration in Production Systems
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Integrate with Production Systems

Data

Databases . DynamoDB

Bﬁ SQLServer

%Cassandra Cosmos DB

. mongo

Cloud Storage Azure

Blob
(53]

Analytics

MATLAB
Production Server

Business System

+

+

Qlik @

+c|b|ec|U

Dashboards

© Spotfire

Microsoft Power Bl

Web

WebSphere.

W Microsoft
S

o« 4
. E -
e o e B
Kinesis S =
@ OSl:oft. §8 kafka Azure ._x.
" Pl System » MOTT loT Hub g,

Google
Cloud \%ﬂif@rm A AZU re %gg' Sgl'%i(C)BrS'W (l,)r OCKSPGCB.‘ mwa re

Platform
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Thank you for your attention

4\ MathWorks
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