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#### Abstract

Machine maintenance is modeled in the setting of a single-server queue. Machine deterioration corresponds to slower service rates and failure. This leads to higher congestion and an increase in customer holding costs. The decision-maker decides when to perform maintenance, which may be done preemptively; before catastrophic failures. Similar to classic maintenance control models, the information available to the decision-maker includes the state of the server. Unlike classic models, the information also includes the number of customers in queue. Considered are both a repair model and a replacement model. In the repair model, with random replacement times, fixed costs are assumed to be constant in the server state. In the replacement model, both constant and variable fixed costs are considered. It is shown in general that the optimal maintenance policies have switching curve structure that is monotone in the server state. However, the switching curve policies for the repair model are not always monotone in the number of customers in the queue. Numerical examples and two heuristics are also presented.


## 1 Introduction

Traditional maintenance control models include what van Dijkhuizen and van Harten [36] refer to as the "technical" state of the system (e.g., machine failure characteristics). These models do not however typically include other important characteristics associated with the "operating" states of manufacturing systems (e.g., workload, inventory, due dates, etc.). For many systems, in particular controlled queueing systems, it is precisely the operational properties of the system that are crucial when making maintenance decisions. For example, when the system is heavily loaded, is it better to begin preventative maintenance or to postpone repair until some of the congestion subsides? This question is complicated by the fact that as machines deteriorate, so does their ability to produce acceptable products; service rates become slower. The goal of this paper is to gain a better understanding of questions related to maintenance when the decision-maker has access to operating information and the machine's ability to produce deteriorates over time. The main contributions of the paper are as follows (under various assumptions):

- There exists an optimal maintenance policy that is monotone in the state of the server.
- On the other hand, the optimal maintenance policy need not be monotone in the congestion level.

From a managerial perspective, this implies that the search for (and the storage of) optimal policies can be reduced since only switching curve policies need to be considered. The second result serves as somewhat of a warning since these switching curves need not be monotone in the number of customers in the system. Moreover, we point out that in all of the examples that exhibit the non-monotonicity it is such that repair is optimal when the system is empty, do not repair is optimal when the system has a single customer, and repair is again optimal as the number of customers increases. Intuitively, this means that when the system is empty, it is optimal in some cases to take advantage of the server idleness.

Considered are two models: repair and replacement. The repair model has repair times that are random with positive mean. The replacement model is similar but has instantaneous replacements. There are fixed costs associated with repairs or replacements and costs are included that explicitly depend on the operational state of the queue: linear customer holding costs.

Several textbooks include the well-known, fundamental maintenance control models of Derman [10, 11] and Ross [24]. The deterioration of a machine is modeled as a discrete-time Markov chain. The machine in state $s$ deteriorates to state $j$ in the next stage with some probability. At each stage, the decision-maker chooses one of two actions: either replace or do not replace (do nothing). Derman [10] considers a finite
number of states with forced replacement at the worst state. Ross [24] considers a countable number of states. Both show sufficient conditions for the optimal policy to be of "control limit" form. This simple form aids in both computation and implementation of the optimal control. The optimality of control limit policies in replacement models has been addressed more recently by So [33]. The reader is referred to the survey papers [22], [29], [9], and [38].

Queueing models incorporating maintenance control decisions include those of Federgruen and So [12, 13]. In their models, a single server is either 'up' or 'down.' While the server is up, breakdowns occur according to a Poisson process. In [12], when the server goes down, the decision-maker chooses either to start repair immediately or to postpone. Optimal policies are characterized by a single threshold: a repair is initiated if and only if the number of customers in the system exceeds the threshold. In [13], there are two different repair options. Roughly, one is faster and the other is slower but less expensive. Again, optimal policies are monotone: the more expensive, faster repair is chosen if and only if the number of customers in the system exceeds some threshold. Also related to these papers is [14] where a vacation model is considered and again monotone threshold policies are optimal, 'D-policies.' These papers are fundamentally different than the models we consider because they do not include multiple functioning server states, and, therefore, preventive maintenance is precluded.

The non-queueing production/maintenance literature can be split into two categories: 1) papers that study how failures or fixed maintenance policies affect traditional production/inventory policies, but do not consider optimal maintenance control; 2) papers that include optimal maintenance control decisions, but that may or may not jointly incorporate optimal production decisions. The present work is related to category 2. The papers in category 2 include [18], [7], and [34]. These models each assume a single functioning state. Other related papers with multiple functioning states (but perhaps not multiple yield rates) include [36], [35], [3], [31, 32], and [30]. As for category 1, Iravani and Duenyas [15] consider a single-machine make-to-stock system. Included in the model are multiple functioning states for the facility where production rates change with the deterioration of the system. By comparing optimal heuristic policies based on the production rates of the facility in different deterioration states to heuristics based on average production rates, Iravani and Duenyas [15] argue that it is important for firms to collect information on how the production rates change as a function of deterioration states. The models we consider also incorporate yield information, but in the setting of a queue. For other non-queueing production/maintenance literature, the reader is referred to the references in [15] and [42, 43].

The queueing network studied in Seshadri and Pinedo [28] captures the effects of productivity loss through service rate reductions and downtime by allowing the work per unit time to depend on an efficiency factor. The queueing models most closely related to ours are those of Koyanagi and Kawai [17] and Yao, in Chapter 3 of [42]. Both of these works include multiple server states. An important assumption that is made in [17] is that at the beginning of maintenance, the customers in the system are rejected and so are the customers arriving during maintenance. We make no such assumptions. Yao [42] also includes multiple server deterioration states; however, they are modeled differently. The lifetime of the server depends on the number of customers served since the last (non-instantaneous) repair. If the technical state of the server, the number of service completions since last repair, reaches some state $L$, then repair is mandatory. More important than this modeling difference is the fact that Yao [42] assumes a single service rate. The fact that deteriorations may result in reduced service rates is an important characteristic for the models we consider. Conditions are shown in [42] for optimal policies that are monotone in the technical state of the server: for a fixed number in queue, $q$, there exists an optimal server-state threshold $s^{*}(q)$ such that it is optimal to start repair if and only if the state of the server is worse than $s^{*}(q)$. Similar results are shown here in Sections 3 and 4. Yao [42] does not address whether or not the optimal policy for his model is monotone in $q$.

Reliability issues have recently received increased attention in the controlled queueing research community as Flexible Manufacturing Systems (FMS) have become more prevalent. An important benefit of flexible servers is that they can alleviate congestion due to failures and loss of resources. Earlier works on reliability and FMS include [37], [39], and [21]. More recently, the models of Andradottir et al. [1] and Wu et al. [40, 41] incorporate reliability in the control of agile servers; however, they do not include preventive maintenance of the servers. They model servers that are either 'up' or 'down,' and they do not incorporate maintenance control decisions. The focus in the present work is instead on models of maintenance control.

The remainder of the paper is organized as follows. Section 2 contains formal definitions of the models. Results for the repair model are given in Section 3; the main results are presented in Theorem 3.2. Section 4 contains the results for the replacement model; the main results are Theorem 4.2 and Proposition 4.10. Additional examples and two heuristics are considered in Section 5. Section 5 also concludes the paper.

## 2 Model Formulations

Consider a single queue being served by a single machine (server). While the server state is $s$, the machine works at rate $\mu_{s}, s \in\{0,1, \ldots, B\}$. It is assumed that server state zero is a repair state with $\mu_{0} \equiv 0$, and $0<\mu_{1} \leq \mu_{2} \leq \cdots \leq \mu_{B}<\infty$. Customers arrive to the queue according to a Poisson process with
rate $\lambda>0$. The service requirements for the customers are i.i.d. and exponentially distributed with mean 1. Note that this implies that the service time for a customer that receives service at rate $\mu$ throughout is exponentially distributed with rate $\mu$.

So long as the machine is not being repaired, the machine in server state $s$ deteriorates asynchronously (independent of the work it is doing) down to server state $(s-1)$ in a random amount of time. Assume that deterioration times for such transitions out of server state $s$ are i.i.d. and exponentially distributed with means $1 / m_{s}>0$. If repairs are not done preemptively, as soon as the server state reaches 0 , repairs are initiated to bring the server state back up to $B$. The replacement model has instantaneous repair times while the repair model has random, not necessarily exponentially distributed, repair times. Rather, assume that they are i.i.d. with general distribution $G(\cdot)$ that has finite first and second moments. Denote the mean repair time by $1 / m_{0}>0$.

The costs associated with operating the system are holding costs $h$ per customer per unit time and fixed repair/replacement costs $K \geq 0$. Repairs can be initiated preemptively; that is, before the machine fails by reaching server state 0 . It is assumed that both the queue length and the server state are perfectly observable to the decision maker at all times.

The problem is modeled as a semi-Markov decision process (SMDP). Let $\Pi$ be the set of all nonanticipating policies. A policy $\pi \in \Pi$ prescribes when to repair the server, given the number of customers in the system (the queue length process) and the state of the server (the server state process). For a fixed policy $\pi \in \Pi$ and $t \geq 0$, let $Q^{\pi}(t)$ and $S^{\pi}(t)$ represent the queue length process and the server state process at time $t$, respectively. Denote the set of decision epochs (under $\pi$ ) by $\mathbb{D}=\left\{\sigma_{n}, n \geq 0\right\}$. The decision epochs during non-repair times form a Poisson process with rate $\Psi \equiv \lambda+\Sigma_{s=1}^{B}\left(\mu_{s}+m_{s}\right)$. This follows from the exponential distribution assumptions and uniformization (see [19]). Without loss of generality, assume that $\Psi=1$. The (random) times $\mathbb{D}$ then include server deteriorations, repair completions, and, for non-repair times, customer arrivals and departures, and dummy transitions due to uniformization. The state of the "embedded" process after the $n$th transition is given by $X_{n}^{\pi}=\left(Q^{\pi}\left(\sigma_{n}\right), S^{\pi}\left(\sigma_{n}\right)\right), n \geq 0$. That is, the state space $\mathbb{X}=\mathbb{Z}^{+} \times\{0,1, \ldots, B\}$, where $\mathbb{Z}^{+}$is the set of non-negative integers. A change in the server state process corresponds to a change for the embedded process. However, a change in the queue length process may not coincide with a change in the embedded process since the queue length may increase during a repair. From an optimization standpoint, this is of no consequence since the two processes coincide at decision epochs.

The sets of feasible actions for state $x=(q, s)$ are

$$
\mathbb{A}_{x}= \begin{cases}\{R\} & \text { if } s=0 \\ \{D, R\} & \text { else }\end{cases}
$$

where $R$ indicates repair and $D$ indicates do not repair. Let

$$
k(s, a)= \begin{cases}0 & \text { if } a=D,  \tag{2.1}\\ K & \text { if } a=R .\end{cases}
$$

Let $\left\{\left(X_{n}^{\pi}, A_{n}^{\pi}\right), n \geq 0\right\}$ be the sequence of states of the embedded process and the actions chosen. Suppose $\delta_{t}$ is the number of decision epochs up to time $t$; it is assumed that $t=0$ is a decision epoch. Define

$$
\begin{align*}
g_{t}^{\pi}(x) & =\mathbb{E}_{x}\left\{\sum_{i=0}^{\delta_{t}-1} k\left(S^{\pi}\left(\sigma_{i}\right), A_{i}^{\pi}\right)+\int_{0}^{t} h Q^{\pi}(u) d u\right\},  \tag{2.2}\\
v_{n, \theta}^{\pi}(x) & =\mathbb{E}_{x}\left\{\sum_{i=0}^{n-1}\left[e^{-\theta \sigma_{i}} k\left(S^{\pi}\left(\sigma_{i}\right), A_{i}^{\pi}\right)+\int_{\sigma_{i}}^{\sigma_{i+1}} e^{-\theta u} h Q^{\pi}(u) d u\right]\right\}, \tag{2.3}
\end{align*}
$$

where $\theta>0$ is the discount factor. The expression (2.2) defines the expected total cost incurred by time $t$ when the initial state is $x$. Likewise, (2.3) defines the expected total discounted cost incurred by the $n$th decision epoch. The expressions in (2.4) and (2.5) below define the infinite horizon expected discounted cost and average cost under $\pi$, respectively.

$$
\begin{align*}
v_{\theta}^{\pi}(x) & =\lim _{n \rightarrow \infty} v_{n, \theta}^{\pi}(x),  \tag{2.4}\\
g^{\pi}(x) & =\limsup _{t \rightarrow \infty} \frac{g_{t}^{\pi}(x)}{t} . \tag{2.5}
\end{align*}
$$

Define the optimal values $v_{\theta}(x)=\inf _{\pi \in \Pi} v_{\theta}^{\pi}(x), g(x)=\inf _{\pi \in \Pi} g^{\pi}(x)$, where any policy that achieves the infimum of the respective criteria is deemed optimal.

In either model considered below, we provide conditions under which there exists an optimal policy that is monotone in the server state $s$. This type of policy is often called a switching curve policy.

Definition 2.1 Suppose in each state $x \in \mathbb{X}$ there are but two actions, $D$ and $R$. A (deterministic) stationary policy is a switching curve policy if it may be described by a curve in $\mathbb{X}$ that separates $\mathbb{X}$ into two connected
regions. In one region the policy calls for action $D$ to be used, while in the other region action $R$ is used. Furthermore, a switching curve policy is called a monotone switching curve policy if the curve dividing $\mathbb{X}$ into two regions is monotone.

Although typically more general, for the purposes of this paper we say that a policy that is monotone in $s$ has switching curve structure that is monotone in $s$.

## 3 The Repair Model

This section is devoted to the repair model. The main results are that there exists an optimal policy that is monotone in the server state $s$, but not necessarily in the number of customers in the system. That is, there exists an optimal policy that has switching curve structure that is monotone in $s$ (see Figure 1).

For $\theta \geq 0$, let

$$
\begin{align*}
C_{\theta}(q, a) & = \begin{cases}h q /(\theta+1) & \text { if } a=D, \\
K+h \int_{0}^{\infty} \int_{0}^{u}\left[e^{-\theta t}(q+\lambda t) d t\right] G(d u) & \text { if } a=R,\end{cases}  \tag{3.1}\\
p_{\theta}(j) & =\int_{0}^{\infty} e^{-\theta t} \frac{e^{-\lambda t}(\lambda t)^{j}}{j!} G(d t) . \tag{3.2}
\end{align*}
$$

The function $C_{\theta}(q, a)$ is the one-stage expected discounted cost incurred when the process is in state $(q, s)$ and action $a$ is chosen. Recall that $\Psi=1$. In (3.1), when $a=R, \lambda t$ is the expected number of customer arrivals within $t$ time units. The function $p_{\theta}(j)$ is the discounted probability that exactly $j$ customers arrive during a repair. For the discounted cost case, with $\theta>0$ and $(q, s) \in \mathbb{X}$, define the discounted cost optimality equations (DCOE):

$$
\begin{align*}
f_{\theta}^{D}(q, s)= & C_{\theta}(q, D)+\frac{1}{\theta+1}\left[\lambda v_{\theta}(q+1, s)+\mu_{s} v_{\theta}\left((q-1)^{+}, s\right)\right. \\
& \left.+m_{s} v_{\theta}(q, s-1)+\left(1-\lambda-\mu_{s}-m_{s}\right) v_{\theta}(q, s)\right], s \in\{1,2, \ldots, B\},  \tag{3.3}\\
f_{\theta}^{R}(q)= & C_{\theta}(q, R)+\sum_{j=0}^{\infty} p_{\theta}(j) v_{\theta}(q+j, B),  \tag{3.4}\\
v_{\theta}(q, s)= & \min \left\{f_{\theta}^{D}(q, s), f_{\theta}^{R}(q)\right\}, s \in\{1,2, \ldots, B\},  \tag{3.5}\\
v_{\theta}(q, 0)= & f_{\theta}^{R}(q), \tag{3.6}
\end{align*}
$$

where $y^{+}$represents the positive part of $y$. Similarly, define the average cost optimality inequalities (ACOI):

$$
\begin{align*}
f^{D}(q, s)= & -g+C_{0}(q, D)+\lambda w(q+1, s)+\mu_{s} w\left((q-1)^{+}, s\right) \\
& +m_{s} w(q, s-1)+\left(1-\lambda-\mu_{s}-m_{s}\right) w(q, s), s \in\{1,2, \ldots, B\}  \tag{3.7}\\
f^{R}(q)= & -\frac{g}{m_{0}}+C_{0}(q, R)+\sum_{j=0}^{\infty} p_{0}(j) w(q+j, B)  \tag{3.8}\\
w(q, s) \geq & \min \left\{f^{D}(q, s), f^{R}(q)\right\}, s \in\{1,2, \ldots, B\}  \tag{3.9}\\
w(q, 0) \geq & f^{R}(q) \tag{3.10}
\end{align*}
$$

It is proved next that under a sufficient stability condition there exists $w$ and $g$ that satisfy (3.7) - (3.10). Any stationary policy that minimizes the right-hand side of (3.5) is $\theta$-discounted cost optimal with optimal values $v_{\theta}$. Furthermore, any stationary policy minimizing the right hand side of (3.9) is average cost optimal and $g(x)=g$ for every initial state $x$.

To arrive at the sufficient stability condition, consider the following policy. For $\ell \in\{1,2, \ldots, B\}$ and $(q, s) \in \mathbb{X}$ we call the stationary policy $\phi_{\ell}$ that uses the decision rule

$$
\phi_{\ell}(q, s)= \begin{cases}D & \text { if } s \geq \ell \\ R & \text { if } s<\ell\end{cases}
$$

the server-state threshold policy with threshold $\ell$. Note that $\phi_{\ell}$ is a switching curve policy where the action is repair if and only if $s<\ell$ (independent of $q$ ). The next proposition states that the limiting queue length process is finite under policy $\phi_{\ell}$ provided that the arrival rate is less than the average service capacity.

Proposition 3.1 Let $\ell \in\{1,2, \ldots, B\}$. If

$$
\begin{equation*}
\lambda<\frac{\sum_{s=\ell}^{B} \mu_{s} / m_{s}}{1 / m_{0}+\sum_{s=\ell}^{B} 1 / m_{s}} \tag{3.11}
\end{equation*}
$$

then there exists an invariant probability measure $\varphi$ such that $\lim _{t \rightarrow \infty} \mathbb{E}_{x}\left[Q^{\phi_{\ell}}(t)\right]=\mathbb{E}_{\varphi}\left[Q^{\phi_{\ell}}(0)\right]<\infty$, and $g^{\phi_{\ell}}(x)<\infty$, for all $x \in \mathbb{X}$. Furthermore, for the Markov chain induced by $\phi_{\ell}$, the class of states $\mathbb{X}_{\ell}=\left\{(q, s) \mid q \in \mathbb{Z}^{+}, s \in\{\ell-1, \ell, \ldots, B\}\right\}$ are ergodic (aperiodic and positive recurrent) and the states $\mathbb{X} \backslash \mathbb{X}_{\ell}$ are transient.

Proof: See Section 7.1 in the Appendix.

Theorem 3.2 For either the discounted cost criterion or the average cost criterion suppose

$$
\begin{equation*}
\lambda<\max _{l \in\{1,2, \ldots, B\}}\left\{\frac{\sum_{s=l}^{B} \mu_{s} / m_{s}}{1 / m_{0}+\sum_{s=l}^{B} 1 / m_{s}}\right\} . \tag{3.12}
\end{equation*}
$$

## The following then hold.

1. There exists an optimal stationary policy that has switching curve structure that is monotone in $s$.
2. There may not exist an optimal switching curve policy that is a monotone switching curve policy (monotone in both $q$ and $s$ ).

The proof of Theorem 3.2 is divided into several pieces. The first states the intuitive result that it is better to start in a state with fewer customers and a higher service rate. This implies the first result of the theorem for the discounted cost case and implies the existence of a "minimal" state $(0, B)$ where the value functions (under each criterion) are minimized.

Proposition 3.3 For $\left(q_{1}, s_{1}\right),\left(q_{2}, s_{2}\right) \in \mathbb{X}$, suppose $q_{1} \leq q_{2}$ and $s_{1} \geq s_{2}$. Then, $v_{\theta}\left(q_{1}, s_{1}\right) \leq v_{\theta}\left(q_{2}, s_{2}\right)$.

Proof: The result is proved via a sample-path argument by considering two processes. Process 1 , which starts with a better server state and fewer initial customers, mimics the actions of the policy governing Process 2 by repairing at the same times (the policy employed by Process 1 is potentially non-stationary). Furthermore, Process 2 only sees customer departures if Process 1 sees potential (there may not be a customer to serve) departures. The result is that both processes see the same fixed costs while Process 2 sees higher holding costs.

Suppose Process 1 starts in state $\left(q_{1}^{0}, s_{1}^{0}\right)$ at time 0 (the superscript ' 0 ' indicates time 0 ). Process 2 starts in state $\left(q_{2}^{0}, s_{2}^{0}\right)$ where $q_{1}^{0} \leq q_{2}^{0}$ and $s_{1}^{0} \geq s_{2}^{0}$. Process 2 follows an arbitrary policy $\pi_{2} \in \Pi$. Denote the policy under which Process 1 mimics Process 2 repairs by $\pi_{1}$. We will now show how to construct Process 2 so that $\pi_{1} \in \Pi$; recall it needs to be non-anticipating.

Assume that the two processes are defined on the same probability space. Both processes see the same customer arrivals and sequence of repair times. Recall that there are no decision epochs during repair times. For non-repair times, deteriorations and customer departures are constructed by thinning a Poisson process with rate $\Psi=1$. We must construct the processes so that the probability of service and server state
transitions in Process 1 (2) are $\mu_{s_{1}}\left(\mu_{s_{2}}\right)$ and $m_{s_{1}}\left(m_{s_{2}}\right)$, respectively. The dummy transitions should then be $1-\mu_{s_{i}}-m_{s_{i}}$ for Process $i, i=1,2$. Consider first the case when $s_{2}^{0}>0$. Suppose there is an event for the Poisson process at time $t$ and that at $t$ - (just prior to the event) Process 1 is in state $\left(q_{1}, s_{1}\right)$ and Process 2 is in state $\left(q_{2}, s_{2}\right)$. Suppose for now that $s_{1}>s_{2}>0$. With probability $\left(1-\mu_{s_{1}}-m_{s_{1}}-m_{s_{2}}\right)$ there is a dummy transition for both processes; with probability $m_{s_{1}}$ there is a deterioration in Process 1 and a dummy transition for Process 2; with probability $m_{s_{2}}$ there is a deterioration in Process 2 and a dummy transition for Process 1 ; with probability $\mu_{s_{1}}$ there is a potential departure for Process 1 . In this case, with probability $\mu_{s_{2}} / \mu_{s_{1}}$ there is a potential departure for Process 2 as well, otherwise there is a dummy transition. Note that the probability of a dummy transition in Process 2 is $1-\mu_{s_{1}}-m_{s_{1}}-m_{s_{2}}+$ $m_{s_{1}}+\mu_{s_{1}}\left(1-\frac{\mu_{s_{2}}}{\mu_{s_{1}}}\right)=1-\mu_{s_{2}}-m_{s_{2}}$. Similarly, for Process 1 there is a dummy transition with probability $1-\mu_{s_{1}}-m_{s_{1}}-m_{s_{2}}+m_{s_{2}}=1-\mu_{s_{1}}-m_{s_{1}}$ as desired. For $s_{1}=s_{2}>0$, a potential departure occurs in both processes with probability $\mu_{s_{1}}$ and a deterioration occurs in both Process 1 and Process 2 with probability $m_{s_{1}}$. In this case, since $\pi_{1}$ calls for repair only when $\pi_{2}$ repairs, when $s_{1}=s_{2}$ the two processes are coupled in their server state processes; both processes see the same deteriorations and potential customer departures from that time forward. It is not necessary to consider cases where $s_{1}<s_{2}$ because these states are never reached.

In either case, under the construction above, Process 1 always maintains a service rate that is at least as high as that of Process 2. Moreover, Process 2 never has a customer departure without a corresponding potential departure for Process 1. Thus, Process 1 incurs total holding costs that are less than or equal to those incurred by Process 2. The total repair costs are the same for both processes. Thus, $v_{\theta}^{\pi_{1}}\left(q_{1}^{0}, s_{1}^{0}\right) \leq$ $v_{\theta}^{\pi_{2}}\left(q_{2}^{0}, s_{2}^{0}\right)$. Policy $\pi_{1}$ is a (randomized) non-anticipating policy and hence $\pi_{1} \in \Pi$. Since $\pi_{2}$ is an arbitrary policy, it follows that $v_{\theta}\left(q_{1}^{0}, s_{1}^{0}\right) \leq v_{\theta}\left(q_{2}^{0}, s_{2}^{0}\right)$.

It remains to consider the case when $s_{2}^{0}=0$. In this case, suppose Process 1 also repairs in state $\left(q_{1}^{0}, s_{1}^{0}\right)$. Both processes incur fixed costs $K$ at time zero. Under the construction above, after time zero Processes 1 and 2 remain coupled in the server state and the result follows as in the case when $s_{1}=s_{2}$.

To complete the proof of Theorem 3.2 we need to show that the DCOE and ACOI have solutions, that the average cost solution can be obtained via limits from the discounted cost value functions, and that the structure of an optimal policy is the same in both cases. To this end, we provide conditions under which the following set of conditions hold (see [26]).

- SENSM1: There exist $\Delta>0$ and $\epsilon>0$ such that for every state and action, there is a probability of
at least $\epsilon$ that the transition time will be greater than $\Delta$.
- SENSM2: There exists $\mathfrak{B}$ such that $\tau(i, a) \leq \mathfrak{B}$ for every $i$ and $a$, where $\tau(i, a)$ is the mean transition time out of state $i$ when action $a$ is chosen.
- SENSM3: $v_{\theta}(i)<\infty$ for every state $i$ and $\theta>0$.
- SENSM4: There exists $\theta_{0}>0$ and non-negative numbers $M_{i}$ such that $w_{\theta}(i) \leq M_{i}$ for every state $i$ and $0<\theta<\theta_{0}$, where $w_{\theta}(i)=v_{\theta}(i)-v_{\theta}(\mathbf{0})$, for a distinguished state $\mathbf{0}$. For every state $i$, there exists an action $a(i)$ such that $\sum_{j} P_{i j}(a(i)) M_{j}<\infty$, where $P_{i j}$ is the probability of transitioning to state $j$ from state $i$ when action $a(i)$ is chosen.
- SENSM5: There exists $\theta_{0}>0$ and a non-negative number $N$ such that $-N \leq w_{\theta}(i)$ for every $i$ and $0<\theta<\theta_{0}$.


## Proposition 3.4 Under (3.12) the following hold.

1. For $\theta>0, v_{\theta}(x)$ satisfies the $\operatorname{DCOE}(3.3)-(3.6)$ and any stationary policy that minimizes the righthand side of (3.5) is $\theta$-discounted cost optimal.
2. There exists a constant $g$ and a limit point $w(q, s)=\lim _{k \rightarrow \infty}\left[v_{\theta_{k}}(q, s)-v_{\theta_{k}}(0, B)\right]$, where $\theta_{k} \downarrow 0$, such that $(g, w)$ satisfy the ACOI (3.7) - (3.10).
3. Any stationary policy that achieves the minimum in the ACOI (3.9) with $(g, w)$ defined as above is average cost optimal. Moreover, the optimal average cost is $g(x)=g$, for every initial state $x \in \mathbb{X}$.
4. The optimal average cost may be computed by $g=\lim _{\theta \downarrow 0} \theta v_{\theta}(x)$ for any $x \in \mathbb{X}$.

Proof: Because $\Psi<\infty$ and repair times have a positive mean, SENSM1 holds and it follows that there are only a finite number of decision epochs in a finite time interval, i.e., the processes are regular. SENSM2 is satisfied since the transition rates $m_{0}$ and $\Psi$ are uniformly bounded above. SENSM3-4 require the stability results. Let the distinguished state, $\mathbf{0}$, be $(0, B)$. Under (3.12), Proposition 3.1 implies that there exists $\ell \in\{1,2, \ldots, B\}$ such that the average cost for policy $\phi_{\ell}$ is finite with a single ergodic class $\mathbb{X}_{\ell} \supset(0, B)$. Note that $\mathbb{X}_{\ell}$ can be reached by any transient state in one (repair) transition. SENSM3-4 then follow from Lemma 2 of [26]. SENSM5 holds since, by Proposition 3.3, the distinguished state $(0, B)$ has the lowest cost, implying that $w_{\theta}(q, s) \geq 0$.

SENSM1 and SENSM3 are the assumptions of Theorem 1 of [26], which implies Result 1. SENSM1-5 and linear holding costs imply that Proposition 4 of [26] holds. In turn, Results 2-4 then follow from Theorem 2 of [26]; Result 2 is contained in the proof of the theorem, which references [25].

The following is immediate from Proposition 3.3 and Result 2 of Proposition 3.4.

Corollary 3.5 For $\left(q_{1}, s_{1}\right),\left(q_{2}, s_{2}\right) \in \mathbb{X}$, suppose $q_{1} \leq q_{2}$ and $s_{1} \geq s_{2}$. Then, under (3.12), $w\left(q_{1}, s_{1}\right) \leq$ $w\left(q_{2}, s_{2}\right)$.

We are now ready to prove the first result of Theorem 3.2.
Proof of Statement 1 of Theorem 3.2. Consider the average cost criterion. From Corollary 3.5, $w(q, s) \geq w(q, s+1), s \in\{1,2, \ldots, B\}$. From Proposition 3.4, the ACOI are satisfied and any policy that satisfies the ACOI is average cost optimal. Let $q \in \mathbb{Z}^{+}$and $s \in\{1,2, \ldots, B-1\}$. Assume that repair is optimal in state $(q, s+1)$. Suppose that repair is not optimal in state $(q, s)$. Then by (3.9), $w(q, s)<f^{R}(q)$ and $w(q, s+1) \geq f^{R}(q)$. This implies $w(q, s+1) \geq f^{R}(q)>w(q, s)$, a contradiction to Corollary 3.5. Therefore, if repair is optimal in state $(q, s+1)$, repair is also optimal in state $(q, s)$. The proof is similar for the discounted cost criterion.

It seems intuitive that if it is optimal to repair in state $(q, s)$, then it would also be optimal to repair in state $(q+1, s)$. Such intuition is in line with the work of Federgruen and So [12] where when there are more customers in the system the decision-maker is more likely to start repair immediately as opposed to postponing. Similarly, in [13], when there are more customers in the system the decision-maker is more likely to choose faster, more expensive repairs; the optimal policies are monotone in the number of customers in the system. It was originally conjectured by the authors that this would continue to hold in the current models. However, surprisingly, this is not the case.

For all of the repair model numerical examples in this paper it is assumed that the repair times are exponentially distributed. All of the numerical examples are for the average cost criterion. For the calculations, the queue length is truncated. Since any feasible stationary policy is unichain, the results of [23], Chapter 8, apply under queue length truncation and the computations can be done using either policy iteration or value iteration. The next (counter-)example completes the proof of Theorem 3.2.

## Proof of Statement 2 of Theorem 3.2.

Example 3.6 Suppose that the parameter settings are: $K=0 ; h=1 ; \lambda=1 ; B=4 ; \mu_{1}=1 / 2, \mu_{2}=1$, $\mu_{3}=3 / 2, \mu_{4}=2 ; m_{s}=1 / 5, s \in\{0,1, \ldots, 4\}$. Figure 1 displays the optimal repair policy.
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Figure 1: Example of an optimal non-monotone switching curve policy. The optimal repair policy for Example 3.6.

The optimal repair policy in Figure 1 is not monotone. This is evident by an initial decrease in the switching curve between $q=0$ and $q=1$. We note that there is not a tie; for example, it is not also optimal to choose action 0 in state $(0,2)$. For $s=2$, when there are zero customers in the system, there is actually more incentive to repair than when there are one or two customers in the system. As the number of customers increases, then so again does the incentive to repair. It should also be noted that in every example we considered that if an example does not have an optimal monotone switching curve, the non-monotonicity occurred at $q=0$. In essence, when there are zero customers in the system, server capacity is not being used, so there is less penalty for downtime during repairs as compared to when customers are present.

## 4 The Replacement Model

In this section we consider the replacement model where the fixed costs are positive (and may vary as a function of the server state). Thus, replace $K$ with $K(s)$ in (2.1), where $K(s)$ is a strictly positive function on $\{0,1, \ldots, B\}$. Since all non-repair times are exponentially distributed, all decision epochs occur according to a Poisson process with uniform rate $\Psi=1$. The model then is an MDP, not a more general SMDP. Due to the memoryless property of the exponential distribution, it should be clear that do not replace is optimal when $s=B$; otherwise, under replace a fixed cost $K(B)>0$ would be incurred for an instantaneous transition back to the same state.

Figure 2: Example of an optimal replacement policy. The optimal replacement policy for Example 4.1.

The DCOE for the replacement model (with server state dependent costs) are:

$$
\begin{align*}
f_{\theta}(q, s)= & \frac{1}{\theta+1}\left[h q+\lambda v_{\theta}(q+1, s)+\mu_{s} v_{\theta}\left((q-1)^{+}, s\right)\right. \\
& \left.+m_{s} v_{\theta}(q, s-1)+\left(1-\lambda-\mu_{s}-m_{s}\right), v_{\theta}(q, s)\right], s \in\{1,2, \ldots, B\},  \tag{4.1}\\
v_{\theta}(q, B)= & f_{\theta}(q, B),  \tag{4.2}\\
v_{\theta}(q, s)= & \min \left\{f_{\theta}(q, s), K(s)+f_{\theta}(q, B)\right\}, s \in\{1,2, \ldots, B-1\},  \tag{4.3}\\
v_{\theta}(q, 0)= & K(0)+f_{\theta}(q, B) . \tag{4.4}
\end{align*}
$$

For the average cost criterion, the replacement model ACOI are:

$$
\begin{align*}
f(q, s) \geq & -g+h q+\lambda w(q+1, s)+\mu_{s} w\left((q-1)^{+}, s\right) \\
& +m_{s} w(q, s-1)+\left(1-\lambda-\mu_{s}-m_{s}\right) w(q, s), s \in\{1,2, \ldots, B\} .  \tag{4.5}\\
w(q, B) \geq & f(q, B)  \tag{4.6}\\
w(q, s) \geq & \min \{f(q, s), K(s)+f(q, B)\}, s \in\{1,2, \ldots, B-1\}  \tag{4.7}\\
w(q, 0) \geq & K(0)+f(q, B) . \tag{4.8}
\end{align*}
$$

Consider the following illustrative example.

Example 4.1 For the replacement model, suppose the parameter settings are: $K(s)=K=20 / \psi ; h=1$; $\lambda=.4 ; B=4 ; \mu_{1}=1 / 4, \mu_{2}=1 / 2, \mu_{3}=3 / 4, \mu_{4}=1 ; m_{s}=1 / 2, s \in\{1,2, \ldots, 4\}$. Figure 2 displays the optimal replacement policy.

Several observations from Figure 2 are worth noting. First, the optimal policy is a monotone switching curve. Second, when $q=0$ or $s=B$ do not replace is optimal. Third, as $q$ gets large, it is optimal to replace in states where the service rate is less than $\mu_{B}$; the switching curve levels off at $B-1$. With the exception of the monotonicity of the switching curve, each of these are stated in general in the following theorem, the main theorem of the section. Again the proof is divided into several parts.

Theorem 4.2 Suppose $K(s)=K$ for all $s$. Under the discounted cost criterion or under

$$
\begin{equation*}
\lambda<\max _{l \in\{1,2, \ldots, B\}}\left\{\frac{\sum_{s=l}^{B} \mu_{s} / m_{s}}{\sum_{s=l}^{B} 1 / m_{s}}\right\} \tag{4.9}
\end{equation*}
$$

and the average cost criterion, the following hold.

1. There exists an optimal policy with switching curve structure that is monotone in $s$.
2. Do not replace is optimal for $s>0$ if either $q=0$ or $\mu_{s}=\mu_{B}$.

Suppose now that $K(s)$ is allowed to vary with $s$. In the discounted case there exists $\theta_{0}$ such that for all $0<\theta<\theta_{0}$, or in the average cost case under (4.9), the following holds.
3. There exists a (finite) $q_{0} \in \mathbb{Z}^{+}$such that for $q \geq q_{0}$ replace is optimal in $(q, s)$ if $\mu_{s}<\mu_{B}$ and do not replace is optimal if $\mu_{s}=\mu_{B}$; that is, for large $q$, it is optimal to replace as soon as the service rate deteriorates to a rate strictly less than $\mu_{B}$, but no sooner.

Statement 2 of Theorem 4.2 implies that for $q=0$ there is little incentive to replace. Since replacements are instantaneous, it seems reasonable to wait until customers are in the system. Given the observation from Theorem 3.2 that optimal switching curves in repair models may not be monotone at $q=0$, the question is raised: are the optimal switching curves for replacement problems monotone? Statement 3 of Theorem 4.2 provides a partial answer to this question as $q$ approaches infinity. Furthermore, all of the examples we ran exhibited an optimal monotone switching curve. To date we do not have a proof that this holds in general.

We first show that the optimality equations are satisfied. We use the optimality equations to prove that a switching curve policy that is monotone in $s$ is optimal and that do not replace is optimal when the queue is either empty or serving at the highest rate. We then prove that the switching curve is monotone in $q$ when $q$ becomes large. This will complete the proof of Theorem 4.2. To end the section, monotonicity in $s$ is extended under a set of sufficient conditions to cases where replacement costs $K(s)$ vary with $s$. Numerical examples illustrate that the optimal policies may not be monotone in $s$ when the sufficient conditions are not met. The first result is analogous to Proposition 3.3 for repair models.

Proposition 4.3 For $\left(q_{1}, s_{1}\right),\left(q_{2}, s_{2}\right) \in \mathbb{X}$, suppose $q_{1} \leq q_{2}$ and $s_{1} \geq s_{2}$. Then,

$$
\begin{align*}
& v_{\theta}\left(q_{1}, s_{1}\right) \leq v_{\theta}\left(q_{2}, s_{1}\right),  \tag{4.10}\\
& v_{\theta}\left(q_{1}, s_{1}\right) \leq v_{\theta}\left(q_{2}, s_{2}\right)+\max _{s \in\{0,1, \ldots, B-1\}} K(s)-\min _{s \in\{0,1, \ldots, B-1\}} K(s) . \tag{4.11}
\end{align*}
$$

Proof: The proof is via precisely the same sample-path argument as that for Proposition 3.3; let all repair times be zero. Expression (4.10) follows directly since Processes 1 and 2 are always coupled in the server state. For expression (4.11), note that once Processes 1 and 2 couple in the server state, they remain coupled. The two processes couple in the server state when they both replace, simultaneously, for the first time. The holding costs are always lower for Process 1; however, the first replacement cost may be higher for Process 1 than Process 2 if $K(s)$ is not non-increasing in $s$. (Assume that Process 1 does not actually replace and pay a positive fixed cost if $s=B$.) The difference between the cost of the first replacement for Process 1 and that of Process 2 is bounded above by the difference $\max _{s \in\left\{0,1, \ldots, \min \left\{s_{1}, B-1\right\}\right\}} K(s)$ $-\min _{s \in\left\{0,1, \ldots, \min \left\{s_{2}, B-1\right\}\right\}} K(s)$.

Proposition 4.4 For the replacement model, the following hold.

1. For $\theta>0, v_{\theta}(x)$ satisfies the $\operatorname{DCOE}(4.1)$ - (4.4) and any stationary policy that minimizes the righthand side of (4.3) is $\theta$-discounted cost optimal.

## Moreover, under (4.9)

2. There exists a constant $g$ and a limit point $w(q, s)=\lim _{k \rightarrow \infty}\left[v_{\theta_{k}}(q, s)-v_{\theta_{k}}(0, B)\right]$, where $\theta_{k} \downarrow 0$, such that ( $g, w$ ) satisfy the ACOI (4.5) - (4.8).
3. Any stationary policy $\pi^{*}$ that achieves the minimum in the ACOI (4.7) with $(g, w)$ defined as above is average cost optimal with average cost $g$. Moreover, the average cost optimality equalities (ACOE) (the ACOI with " $=$ " replacing " $\geq$ ") hold at any state that is positive recurrent under the Markov chain induced by $\pi^{*}$.
4. The optimal average cost may be computed by $g=\lim _{\theta \downarrow 0} \theta v_{\theta}(x)$ for any $x \in \mathbb{X}$.

Proof: For the discounted cost case, since the model is an MDP, Result 1 follows from Propositions 1.5 and 1.7 of Chapter 3 of [2] and does not require a stability condition. For the average cost case, [27] requires that SEN1-3 hold. The conditions are analogous to the semi-Markov conditions SENSM3-5, respectively.

Consider the policy $\phi_{\ell}$. The fluid limit analysis in Section 7.1 in the Appendix also applies to the replacement model under $\phi_{\ell}$ by removing the states $\{0, \ldots, \ell-1\}$. The same analysis implies stability for the analogous replacement process $\{X(t), t \geq 0\}$ on state space $\mathcal{X}=\mathbb{Z}^{+} \times\{\ell, \ldots, B\}$. This in turn implies that, under (4.9), $\phi_{\ell}$ induces an irreducible ergodic Markov chain on $\mathbb{X}_{\ell}=\mathbb{Z}^{+} \times\{\ell-1, \ell, \ldots, B\}$.

Furthermore, the long-run average queue length of such a process is finite. Hence, the long-run average holding costs are finite. Since the fixed costs are bounded, the long-run average replacement costs are also finite, and $g^{\phi_{\ell}}(x)<\infty$ for all $x \in \mathbb{X}_{\ell}$. It follows from [27] C.2.2(iv) and C.1.4(v) that the expected time and cost to reach the distinguished state $(0, B)$ for the first time starting in any positive recurrent state $\mathbb{X}_{\ell}$ is finite. In turn, since replacement costs are finite, the expected time and cost to reach $(0, B)$ starting from a transient state, with $s \in\{1,2, \ldots, \ell-2\}$, is also finite. Therefore, under (4.9), $\phi_{\ell}$ satisfies the assumption of Proposition 7.5.3 of [27], and SEN1-2 hold.

By Proposition 4.3, $-\max _{i \in\{0,1, \ldots, B-1\}} K(i) \leq v_{\theta}(q, s)-v_{\theta}(0, B)$, for all $(q, s) \in \mathbb{X}$. Since $\max _{i \in\{0,1, \ldots, B-1\}} K(i)>0$, SEN3 holds for the distinguished state $(0, B)$. Applying Theorems 7.2.3 and 7.4.3 of [27] then yields the desired Results 2-4.

The following corollary is immediate from Proposition 4.3 and Result 2 of Proposition 4.4.

Corollary 4.5 For $\left(q_{1}, s_{1}\right),\left(q_{2}, s_{2}\right) \in \mathbb{X}$ suppose $q_{1} \leq q_{2}$ and $s_{1} \geq s_{2}$. Then, under (4.9),

$$
\begin{equation*}
w\left(q_{1}, s_{1}\right) \leq w\left(q_{2}, s_{2}\right)+\max _{s \in\{0,1, \ldots, B-1\}} K(s)-\min _{s \in\{0,1, \ldots, B-1\}} K(s) . \tag{4.12}
\end{equation*}
$$

This leads to the proof of the first statement of Theorem 4.2.
Proof of Statement 1 of Theorem 4.2. Consider the average cost criterion. Since $K(s)=K$, Corollary 4.5 implies $w(q, s) \geq w(q, s+1), s \in\{1,2, \ldots, B-1\}$. From Proposition 4.4, the ACOI are satisfied and any policy that satisfies the ACOI is average cost optimal. From (4.7),

$$
w(q, s) \geq \min \{f(q, s), K+f(q, B)\}, s \in\{1,2, \ldots, B-1\} .
$$

Let $q \in \mathbb{Z}^{+}$and $s \in\{1,2, \ldots, B-2\}$. Assume that replace is optimal in state $(q, s+1)$. Suppose that replace is not optimal in state $(q, s)$. Then $w(q, s)<K+f(q, B)$ and $w(q, s+1) \geq K+f(q, B)$. This implies $w(q, s+1) \geq K+f(q, B)>w(q, s)$; a contradiction. Therefore, if replace is optimal in state $(q, s+1)$, replace is also optimal in state $(q, s)$. The proof is similar for the discounted cost criterion.

Proof of Statement 2 of Theorem 4.2. Suppose $s \in\{1,2, \ldots, B-1\}$ and $q=0$. From (4.1) we have

$$
\begin{aligned}
f_{\theta}(0, s) & =(\theta+1)^{-1}\left[\lambda v_{\theta}(1, s)+\mu_{s} v_{\theta}(0, s)+m_{s} v_{\theta}(0, s-1)+\left(1-\lambda-\mu_{s}-m_{s}\right) v_{\theta}(0, s)\right] \\
& =(\theta+1)^{-1}\left[\lambda v_{\theta}(1, s)+m_{s} v_{\theta}(0, s-1)+\left(1-\lambda-m_{s}\right) v_{\theta}(0, s)\right]
\end{aligned}
$$

From (4.3) and (4.4) we get

$$
\begin{aligned}
f_{\theta}(0, s) \leq & (\theta+1)^{-1}\left[\lambda\left[K+f_{\theta}(1, B)\right]+m_{s}\left[K+f_{\theta}(0, B)\right]+\left(1-\lambda-m_{s}\right)\left[K+f_{\theta}(0, B)\right]\right] \\
= & (\theta+1)^{-1}\left[K+\lambda f_{\theta}(1, B)+\mu_{B} f_{\theta}(0, B)+\left(1-\lambda-\mu_{B}\right) f_{\theta}(0, B)\right] \\
= & (\theta+1)^{-1}\left[K+\lambda f_{\theta}(1, B)+\mu_{B} f_{\theta}(0, B)+m_{B} f_{\theta}(0, B-1)\right. \\
& \left.+\left(1-\lambda-\mu_{B}-m_{B}\right) f_{\theta}(0, B)+m_{B}\left(f_{\theta}(0, B)-f_{\theta}(0, B-1)\right)\right] \\
= & (\theta+1)^{-1} K+f_{\theta}(0, B)+(\theta+1)^{-1} m_{B}\left(f_{\theta}(0, B)-f_{\theta}(0, B-1)\right) \\
\leq & K+f_{\theta}(0, B),
\end{aligned}
$$

where the last inequality follows since Proposition 4.3 implies that $f_{\theta}(0, B)-f_{\theta}(0, B-1) \leq 0$. From (4.3) and Result 1 of Proposition 4.4, it follows that do not replace is optimal in state $(0, s)$.

Consider now $q \in\{1,2, \ldots\}$ and $s \in\{1,2, \ldots, B-1\}$ such that $\mu_{s}=\mu_{B}$ (as discussed, the result holds for $s=B$ ). From the DCOE we have

$$
\begin{aligned}
f_{\theta}(q, s)= & (\theta+1)^{-1}\left[h q+\lambda v_{\theta}(q+1, s)+\mu_{B} v_{\theta}(q-1, s)+m_{s} v_{\theta}(q, s-1)\right. \\
& \left.+\left(1-\lambda-\mu_{B}-m_{s}\right) v_{\theta}(q, s)\right] \\
\leq & (\theta+1)^{-1}\left[h q+\lambda\left[f_{\theta}(q+1, B)+K\right]+\mu_{B}\left[f_{\theta}(q-1, B)+K\right]+m_{s}\left[f_{\theta}(q, B)+K\right]\right. \\
& \left.+\left(1-\lambda-\mu_{B}-m_{s}\right)\left[f_{\theta}(q, B)+K\right]\right] \\
= & (\theta+1)^{-1}\left[h q+K+\lambda f_{\theta}(q+1, B)+\mu_{B} f_{\theta}(q-1, B)+m_{B} f_{\theta}(q, B-1)\right. \\
& \left.+\left(1-\lambda-\mu_{B}-m_{B}\right) f_{\theta}(q, B)+m_{B}\left(f_{\theta}(q, B)-f_{\theta}(q, B-1)\right)\right] \\
= & (\theta+1)^{-1} K+f_{\theta}(q, B)+(\theta+1)^{-1} m_{B}\left(f_{\theta}(q, B)-f_{\theta}(q, B-1)\right) \\
\leq & K+f_{\theta}(q, B),
\end{aligned}
$$

where the last inequality follows since Proposition 4.3 implies that $f_{\theta}(q, B)-f_{\theta}(q, B-1) \leq 0$. From (4.3) and Result 1 of Proposition 4.4, it follows that do not replace is optimal in state $(0, s)$. The proof for the average cost criterion is similar.

Lemma 4.6 For $(q, s) \in \mathbb{X}$,

$$
\begin{aligned}
v_{\theta}(q+1, s)-v_{\theta}(q, s) & \geq h \sum_{n=1}^{q}\left(\frac{1}{\theta+1}\right)^{n} \\
w(q+1, s)-w(q, s) & \geq h q
\end{aligned}
$$

Proof: Consider the same sample-path argument as in the proof of Proposition 4.3. Suppose that Process 1 starts in state $(q, s)$ and Process 2 starts in state $(q+1, s)$. Recall that Process 1 mimics Process 2 by replacing at the same times so that both processes have the same replacement costs and both processes see the same (potential) departures. The only differences in costs are due to the holding costs. The queue length under Process 1 is never larger than the queue length under Process 2. Furthermore, note that the difference in queue lengths between the two processes is exactly one before the first time that the system under Process 1 empties. Hence, the difference in queue lengths is exactly one for at least $q$ decision epochs. The result follows.

Proof of Statement 3 of Theorem 4.2. Consider the discounted cost criterion. The case $\mu_{s}=\mu_{B}$ is proved by Statement 2 of Theorem 4.2. Consider a state $(q, s)$ where $q>0, s \in\{1,2, \ldots, B-1\}$, and $\mu_{s}<\mu_{B}$. Suppose that do not replace is optimal in state $(q, s)$. Then, by (4.2) and (4.3)

$$
\begin{equation*}
K(s)+v_{\theta}(q, B)-v_{\theta}(q, s) \geq 0, \tag{4.1.1}
\end{equation*}
$$

and by (4.1)

$$
\begin{aligned}
v_{\theta}(q, s)= & (\theta+1)^{-1}\left(h q+\lambda v_{\theta}(q+1, s)+\mu_{s} v_{\theta}(q-1, s)+\left(\mu_{B}-\mu_{s}\right) v_{\theta}(q, s)\right. \\
& \left.+m_{s} v_{\theta}(q, s-1)+m_{B} v_{\theta}(q, s)+\left(1-\lambda-\mu_{B}-m_{s}-m_{B}\right) v_{\theta}(q, s)\right) .
\end{aligned}
$$

Then,

$$
\begin{aligned}
v_{\theta}(q, B)-v_{\theta}(q, s)= & (\theta+1)^{-1}\left(\lambda\left(v_{\theta}(q+1, B)-v_{\theta}(q+1, s)\right)+\mu_{s}\left(v_{\theta}(q-1, B)-v_{\theta}(q-1, s)\right)\right. \\
& +\left(\mu_{B}-\mu_{s}\right)\left(v_{\theta}(q-1, B)-v_{\theta}(q, s)\right)+m_{s}\left(v_{\theta}(q, B)-v_{\theta}(q, s-1)\right) \\
& +m_{B}\left(v_{\theta}(q, B-1)-v_{\theta}(q, s)\right) \\
& \left.+\left(1-\lambda-\mu_{B}-m_{s}-m_{B}\right)\left(v_{\theta}(q, B)-v_{\theta}(q, s)\right)\right) \\
\leq & (\theta+1)^{-1}\left(\left(\mu_{B}-\mu_{s}\right)\left(v_{\theta}(q-1, s)-v_{\theta}(q, s)\right)+\max _{s \in\{0,1, \ldots, B-1\}} K(s)\right),
\end{aligned}
$$

by Proposition 4.3. It follows from Lemma 4.6 that

$$
K(s)+v_{\theta}(q, B)-v_{\theta}(q, s) \leq K(s)-h\left(\mu_{B}-\mu_{s}\right) \sum_{n=1}^{q-1}\left(\frac{1}{\theta+1}\right)^{n+1}+\max _{s \in\{0,1, \ldots, B-1\}} K(s) /(\theta+1)
$$

Thus,

$$
\lim _{q \rightarrow \infty}\left(K(s)+v_{\theta}(q, B)-v_{\theta}(q, s)\right) \leq K(s)-h\left(\mu_{B}-\mu_{s}\right) / \theta+\max _{s \in\{0,1, \ldots, B-1\}} K(s) /(\theta+1),
$$



Figure 3: Example of an optimal replacement policy that is non-monotone in the server state $s$. The optimal replacement policy for Example 4.7.
which, since $\mu_{s}<\mu_{B}$, goes to $-\infty$ as $\theta \downarrow 0$. Therefore, when $q$ is large we have a contradiction to (4.13) for $\theta$ close to 0 , and replace is optimal in state $(q, s)$. The proof for the average cost criterion is similar.

We remark that this result does not hold for the repair model. Indeed, in Example 3.6 (see Figure 1) the switching curve levels off as $q$ becomes large, but do not replace is optimal in server state 3 while $\mu_{3}<\mu_{B}$.

### 4.1 Switching Curves when $K(s)$ is a Function of $s$

The main results for monotonicity in $s$ so far, Statement 1 for Theorems 3.2 and 4.2, depend on the replacement cost being constant for all $s$. In this section we consider the model with $K(s)$ variable in $s$. We begin with the observation that when $K(s)$ varies with $s$, there may not exist an optimal policy that is monotone in $s$.

Example 4.7 For the replacement model, suppose the parameter settings are the same as in Example 4.1 except the replacement costs are $K(0)=K(1)=K(2)=60 / \psi ; K(3)=K(4)=20 / \psi$. Figure 3 displays the optimal replacement policy.

The optimal switching curve is not monotone in $s$. For $q=3$ there is an interesting pattern. Replace is optimal when $s=3$ where it is cheaper than $s=2$ or $s=1$. At $s=2$ do not replace is optimal, but at $s=1$ replace is optimal because the service rate is too low. We note that there are no ties for the optimal actions.

To study monotone optimal policies, we find it useful to consider the value functions inductively. For all $(q, s) \in \mathbb{X}$, let $v_{0, \theta}(q, s)=K(s)$. For $n \in\{1,2, \ldots\}$, define the discrete-time finite horizon optimality
equations (FHOE):

$$
\begin{aligned}
f_{n, \theta}(q, s)= & (\theta+1)^{-1}\left[h q+\lambda v_{n-1, \theta}(q+1, s)+\mu_{s} v_{n-1, \theta}\left((q-1)^{+}, s\right)\right. \\
& \left.+m_{s} v_{n-1, \theta}(q, s-1)+\left(1-\lambda-\mu_{s}-m_{s}\right) v_{n-1, \theta}(q, s)\right], s \in\{1,2, \ldots, B\}, \\
v_{n, \theta}(q, B)= & f_{n, \theta}(q, B) \\
v_{n, \theta}(q, s)= & \min \left\{f_{n, \theta}(q, s), K(s)+f_{n, \theta}(q, B)\right\}, s \in\{1,2, \ldots, B-1\}, \\
v_{n, \theta}(q, 0)= & K(0)+f_{n, \theta}(q, B)
\end{aligned}
$$

The proofs of the following two lemmas are given in Section 7.2 in the Appendix.

Lemma 4.8 For all $q \in \mathbb{Z}^{+}$,

$$
\begin{align*}
v_{n, \theta}(q, s) & \leq v_{n, \theta}(q+1, s), s \in\{0,1, \ldots, B\}, n \geq 0  \tag{4.14}\\
f_{n, \theta}(q, s) & \leq f_{n, \theta}(q+1, s), s \in\{1,2, \ldots, B\}, n \geq 1 \tag{4.15}
\end{align*}
$$

Lemma 4.9 Assume $K(s)$ is convex on $\{0,1, \ldots, B-1\}$; that is, $K(s-1)-K(s-2) \leq K(s)-K(s-1)$ for $s \in\{2,3, \ldots, B-1\}$. Suppose one of the following conditions holds:

1. $K(s) \leq K(s-1)$ and $m_{s-1} \geq m_{s}+\theta, s \in\{2, \ldots, B-1\}$;
2. $K(s) \geq K(s-1)$ and $m_{s-1} \leq m_{s}+\theta, s \in\{2, \ldots, B-1\}$.

Then, the following hold for all $q \in \mathbb{Z}^{+}$.

$$
\begin{align*}
& v_{n, \theta}(q, s)-v_{n, \theta}(q, s-1) \leq K(s)-K(s-1), s \in\{1,2, \ldots, B-1\}, n \geq 0  \tag{4.16}\\
& f_{n, \theta}(q, s)-f_{n, \theta}(q, s-1) \leq K(s)-K(s-1), s \in\{2,3, \ldots, B-1\}, n \geq 1 \tag{4.17}
\end{align*}
$$

Proposition 4.10 Assume $K(s)$ is convex on $\{0,1, \ldots, B-1\}$. Suppose

1. for the discounted cost criterion, one of the conditions of Lemma 4.9 holds, or
2. for the average cost criterion, (4.9) holds and any of the following conditions hold:
(a) $m_{s-1}=m_{s}, s \in\{2,3, \ldots, B-1\}$;
(b) $K(s) \leq K(s-1)$ and $m_{s-1} \geq m_{s}, s \in\{2,3, \ldots, B-1\}$;
(c) $K(s) \geq K(s-1)$ and $m_{s-1} \leq m_{s}, s \in\{2,3, \ldots, B-1\}$.

Then, there exists an optimal policy with switching curve structure that is monotone in $s$.

Proof: First consider the discounted cost criterion. We would like to show that if do not replace is optimal in state $(q, s-1)$ then do not replace is also optimal in state $(q, s)$; or, by (4.3),

$$
\begin{equation*}
f_{\theta}(q, s-1) \leq K(s-1)+f_{\theta}(q, B) \Rightarrow f_{\theta}(q, s) \leq K(s)+f_{\theta}(q, B), s \in\{2,3, \ldots, B-1\} . \tag{4.18}
\end{equation*}
$$

Note that we only need to consider $s<B$ since do not replace is optimal when $s=B$. A sufficient condition guaranteeing that (4.18) holds is

$$
\begin{equation*}
f_{\theta}(q, s)-f_{\theta}(q, s-1) \leq K(s)-K(s-1), s \in\{2,3, \ldots, B-1\} . \tag{4.19}
\end{equation*}
$$

Since $v_{0, \theta}(q, s)=K(s)$ is a bounded function, Propositions 1.5 and 1.7 of Chapter 3 of [2] imply that $\lim _{n \rightarrow \infty} v_{n, \theta}(q, s)=v_{\theta}(q, s)$ and $\lim _{n \rightarrow \infty} f_{n, \theta}(q, s)=f_{\theta}(q, s)$. Hence, by Lemma 4.9, (4.19) holds under either of the hypotheses of Lemma 4.9. Therefore, the result holds for the discounted cost criterion.

For the average cost criterion, it is sufficient to show that

$$
\begin{equation*}
w(q, s)-w(q, s-1) \leq K(s)-K(s-1), s \in\{2,3, \ldots, B-1\} . \tag{4.20}
\end{equation*}
$$

To see that this is sufficient, assume that replace is optimal in state $(q, s), s \in\{2,3, \ldots, B-1\}$, and suppose that replace is not optimal in state $(q, s-1)$. By Proposition 4.4, the ACOI are satisfied. From (4.7), $w(q, s) \geq K(s)+f(q, B)$ and $w(q, s-1)<K(s-1)+f(q, B)$. This implies $w(q, s)-w(q, s-1)>$ $K(s)-K(s-1)$, which would contradict (4.20). Therefore, (4.20) is sufficient to guarantee that if replace is optimal in state $(q, s)$ then replace is also optimal in state $(q, s-1)$.

We now prove that (4.20) holds under either of the Conditions (a), (b), or (c). The proof is a samplepath argument that requires only a slight modification to that for Proposition 3.3. Consider two processes. Process 1 starts in state $(q, s), s \in\{2,3, \ldots, B-1\}$. Process 2 starts in $(q, s-1)$ and uses the optimal policy. Process 1 follows a potentially suboptimal policy that mimics Process 2 replacements. In order to show that (4.20) holds, it is sufficient to show that the difference of total (non-discounted) costs for Process 1 minus the total costs for Process 2 is bounded above by $K(s)-K(s-1)$.

The only difference in the construction here as compared to Proposition 3.3 is the way that server deteriorations are constructed. If the server state for Process $i$ is $s_{i}$, then a potential deterioration occurs for both processes at rate $\max \left(m_{s_{1}}, m_{s_{2}}\right)$. For Process $i$, given a potential deterioration there is an actual deterioration with probability $m_{s_{i}} / \max \left(m_{s_{1}}, m_{s_{2}}\right)$ and a dummy transition with probability $\left(\max \left(m_{s_{1}}, m_{s_{2}}\right)-m_{s_{i}}\right) / \max \left(m_{s_{1}}, m_{s_{2}}\right)$. Under this construction, $s_{1} \geq s_{2}$ until Process 2 replaces for the first time, after which the two processes couple in the server state and $s_{1}=s_{2}$. Again both processes
see the same arrivals and there are never more customers in the system under Process 1 than under Process 2 ; Process 1 has lower holding costs. The only difference in replacement costs is due to the first replacement. Since deteriorations are exponentially distributed, the processes will eventually replace, with probability one. Suppose that the server state under Process $i$ just before the first replacement is $s_{i}^{\prime}$; $s_{1}^{\prime} \leq s$ and $s_{2}^{\prime} \leq s-1$. To show (4.20), it is sufficient to show that

$$
\begin{equation*}
K\left(s_{1}^{\prime}\right)-K\left(s_{2}^{\prime}\right) \leq K(s)-K(s-1), s \in\{2,3, \ldots, B-1\} . \tag{4.21}
\end{equation*}
$$

Under Condition (a): the two processes deteriorate in their server states at precisely the same times, and $s_{1}^{\prime}=s_{2}^{\prime}+1$. Hence, $K\left(s_{1}^{\prime}\right)-K\left(s_{2}^{\prime}\right)=K\left(s_{2}^{\prime}+1\right)-K\left(s_{2}^{\prime}\right)$, and (4.21) follows from convexity. Under Condition (b): since $m_{s-1} \geq m_{s}$, Process 1 does not deteriorate unless Process 2 also deteriorates, and $s_{1}^{\prime} \geq s_{2}^{\prime}+1$. Either $s_{1}^{\prime}=s_{2}^{\prime}+1$ and $K\left(s_{1}^{\prime}\right)-K\left(s_{2}^{\prime}\right)=K\left(s_{2}^{\prime}+1\right)-K\left(s_{2}^{\prime}\right)$, or $s_{1}^{\prime}>s_{2}^{\prime}+1 \geq 1$ and, since $K(s) \leq K(s-1)$ for $s \in\{2,3, \ldots, B-1\}, K\left(s_{1}^{\prime}\right)-K\left(s_{2}^{\prime}\right) \leq K\left(s_{2}^{\prime}+1\right)-K\left(s_{2}^{\prime}\right)$. In either case, (4.21) then follows from convexity. Under Condition (c): since $m_{s-1} \leq m_{s}$, Process 2 does not deteriorate unless Process 1 also deteriorates. So, $0 \leq s_{1}^{\prime}-s_{2}^{\prime} \leq 1$. In the case $s_{1}^{\prime}=s_{2}^{\prime}+1$, (4.21) follows from convexity. Otherwise, $s_{1}^{\prime}=s_{2}^{\prime}, K\left(s_{1}^{\prime}\right)-K\left(s_{2}^{\prime}\right)=0$, and (4.21) follows since $K(s)-K(s-1) \geq 0$ for $s \in\{2,3, \ldots, B-1\}$.

## 5 Additional Numerical Examples and Conclusions

This section includes additional examples under the average cost criterion and introduces some simple heuristics. The previous results stand to reduce computation of optimal policies, yet the non-monotonicity (in either $q$ or $s$ ) might leave them somewhat difficult to implement. Consider again Example 3.6. The optimal repair policy is displayed again in Figure 4(a). Recall that a server-state threshold policy is characterized by a threshold $\ell$; the chosen action is repair (replace) if and only if $s<\ell$ (regardless of the number of customers in the system). The optimal average cost for Example 3.6 is 14.7024 . The best server-state threshold policy has $\ell=3$; see Figure 4(b). The threshold policy has an average cost of 15.0895 , only $2.63 \%$ more than the optimal cost.

One might conjecture from this example that in fact one could use the optimal server-state threshold policy in place of the optimal policy without much loss in terms of cost. Moreover, if we are willing to do the work of computing it, a 2-level heuristic policy (defined formally below) may further improve the heuristic in terms of cost. Two questions that we would like to consider are:


Figure 4: Optimal repair policy and heuristics for Example 3.6.

- Can the non-monotonicity in $q$ discussed in Example 3.6 be ignored?
- In the cases that it can be ignored, what kind of "smoothing" should be done?

If we smooth any "kinks" in the optimal policy depicted in Figure 4(a), we arrive at the server-state threshold policy in Figure 4(b). If we only smooth out all but one kink in Figure 4(a), we have the 2-level heuristic policy depicted in Figure 4(c) defined by two levels $\ell_{1}$ and $\ell_{2}$ and a queue threshold $T$ : if $q<T$, repair (replace) if and only if $s<\ell_{1}$, otherwise, if $q \geq T$, repair (replace) if and only if $s<\ell_{2}$. Note that it is not assumed that $\ell_{1} \leq \ell_{2}$. As one may expect, the best 2 -level heuristic for Example 3.6 has $\ell_{1}=2$, $\ell_{2}=3$, and $T=11$. The average cost is $14.8688,1.13 \%$ more than the optimal cost.

If the observations from this example consistently hold true, the decision-maker would be able to completely ignore the non-monotonicity in $q$ with minimal effect on the cost. The next example shows that this in fact is not always the case. Perhaps more importantly it shows that restricting attention to 2-level heuristics based on visual inspection can cause significant increases in cost.


Figure 5: Optimal repair policy for Example 5.1.

Example 5.1 For the repair model, suppose the parameter settings are: $K=0 ; h=1 ; \lambda=.3 ; B=4$; $\mu_{1}=1 / 2, \mu_{2}=1 / 2, \mu_{3}=3 / 4, \mu_{4}=1 ; m_{0}=1 / 5, m_{s}=1 / 10, s \in\{1,2, \ldots, 4\}$. Figure 5 displays the optimal repair policy.

The optimal average cost is 1.1612 . The best server-state threshold policy has $\ell=3$ and an average cost of $1.2200,5.07 \%$ more than the optimal cost. As for 2-level heuristics, suppose we fix $\ell_{1}=1$ and $\ell_{2}=3$. It turns out that the best 2-level heuristic with these two levels has $T=5$ and average cost of $1.3245,14.06 \%$ above the optimal cost. This is more than the best server-state threshold policy. In fact, the 2-level heuristic that is best overall has $\ell_{1}=\ell_{2}=3$, i.e., it is the best threshold policy with average cost $5.07 \%$ more than optimal.

Recall the replacement model of Example 4.1, Figure 2. The optimal policy for this example has an average cost of 1.6290 . The best server-state threshold policy has $\ell=3$ and an average cost of 1.8724, $15.01 \%$ more than optimal. The best 2-level heuristic has $\ell_{1}=1, \ell_{2}=3$, and $T=2$ with an average cost of 1.6581 , only $1.79 \%$ above optimal. The server-state threshold policy does not perform well. The 2 -level heuristic performs much better.

One might consider the 2-level heuristics to be viable alternatives to the optimal policies. However, there are some difficulties. Example 5.1 shows that choosing the 2-level heuristic by visual inspection can have dire consequences. This coupled with the fact that computing the optimal 2-level heuristic may be more difficult than computing the optimal policy make it less than desirable.

In summary, there are three observations resulting from these numerical examples. First, it is important to keep track of the workload information. Without it, important state-action pairs may be ignored. Second, when optimal switching curves are non-monotone and decrease in $q$, such as in Examples 3.6 and 5.1, the effects of the decreases on the optimal average cost may be significant depending on how closely the heuristics can smooth the optimal policies. Finally, in some situations 2-level heuristics perform significantly better than server-state threshold policies.

In conclusion, we have considered two models for machine maintenance: repair and replacement. For both models we have shown in some generality that the optimal maintenance policies have switching curve structure. Indeed, for the repair model monotonicity in the server state is proven for generally distributed repair times. For the replacement model monotonicity in $s$ holds for constant replacement costs and continues to hold, under some sufficient conditions, when replacement costs vary with $s$.

While the optimal policies are monotone in $s$, optimal repair decisions are not, in general, monotone in $q$. As congestion in the system grows so may the incentive to perform maintenance. On the other hand, there may be more incentive to repair when the system is empty compared to when there are a few customers present. In between is where the policy remains unclear although our numerics seem to confirm the conjecture that the policy is monotone when $q>0$. For the replacement model we can only guarantee monotonicity in $q$ for "large" $q$. Of course there is no way a priori to know when $q$ is large enough.

The results developed in this paper allow a decision-maker to store only the switching curve, and not the space. As networks of single-server queues are developed, this stands to simplify the lookup table for optimal policies and hopefully makes their implementation easier. Finally, we would like to point out that although the server state is assumed to be discrete, we believe that similar results could be obtained from a continuous server state model.
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## 7 Appendix

### 7.1 Stability

In this section, fluid limit analysis and results of Dai [5] and Dai and Meyn [6] are used to prove Proposition 3.1. The result is first proved for $\ell=1$. Recall $\phi_{1}$ : do not repair until the server state process $S(t)$ deteriorates out of server state 1 (when repair is forced), independent of the number of customers in the system. It is assumed that all processes in this section operate under this policy; the dependence of quantities on $\phi_{1}$ is suppressed.

For the analysis, it is constructive to augment the state space by a third process, $R(t)$, the residual repair process, defined as the time remaining until the current repair in progress at time $t$ is completed. Define the Markovian state of the system at time $t$ under policy $\phi_{1}$ as

$$
X(t)=(Q(t), S(t), R(t)) .
$$

When $S(t)>0$, and a repair is not in progress, $R(t)=0$. As soon as the server-state process enters state 0 , there is a jump in $R(t)$. Assume that $R(t)$ is right continuous. Note that after a (random) jump to a positive value, the trajectory of $R(t)$ is decreasing at rate 1 until it reaches 0 again. In between positive jumps, the trajectory of $R(t)$ is deterministic. That is, it is "piecewise-deterministic." Similar to the processes considered in [5], $\{X(t), t \geq 0\}$ is a piecewise-deterministic Markov process, with state space $\mathcal{X}=\left\{\mathbb{Z}^{+} \times\right.$ $\{0\} \times[0, \infty)\} \cup\left\{\mathbb{Z}^{+} \times\{1, \ldots, B\} \times\{0\}\right\}$. It follows from [8] p. 362 that $\{X(t), t \geq 0\}$ is a strong Markov process.

For a state $x=(q, s, r) \in \mathcal{X}$, define the norm of $x$ to be $|x| \equiv q+s+r$. Consider the scaled process

$$
\bar{Q}^{x}(t) \equiv \frac{1}{|x|} Q^{x}(|x| t),
$$

where the superscript now denotes the dependence on the initial state $x=X(0)$. Similar law-of-largenumbers type scalings for other processes will also be denoted with the bar symbol. Letting $|x| \rightarrow \infty$, any limit point $\bar{Q}(t)$ is called a fluid limit of the queue length process. We will show that every fluid limit is a solution to a set of equations known as the fluid model. The fluid model is said to be stable if there exists
a fixed time $t_{0}$ such that $\bar{Q}(t)=0$ for all $t \geq t_{0}$. That is, the fluid model is stable if the queue eventually drains and once drained stays empty.

Let the customer inter-arrival times be $\xi(n), n=1,2, \ldots$, and the service requirements be $\eta(n), n=$ $1,2, \ldots$ Recall that it is assumed that $\xi$ and $\eta$ are sequences of i.i.d. exponential random variables with means $1 / \lambda$ and 1 , respectively. Let the deterioration times out of server state $s$ be $\gamma_{s}(n), n=1,2, \ldots$, i.i.d. random variables with mean $1 / m_{s} ; s \in\{0,1, \ldots, B\}$. The inter-arrival times, service requirements, and deterioration times are all mutually independent. The times $\gamma_{0}$ are actually repair times, not deterioration times. Define the cumulative processes

$$
\begin{aligned}
E(t) & =\max \{n \geq 0: \xi(1)+\xi(2)+\cdots+\xi(n) \leq t\}, \quad t \geq 0 \\
D(t) & =\max \{n \geq 0: \eta(1)+\eta(2)+\cdots+\eta(n) \leq t\}, \quad t \geq 0, \\
Z_{s}(t) & =\max \left\{n \geq 0: \gamma_{s}(1)+\gamma_{s}(2)+\cdots+\gamma_{s}(n) \leq t\right\}, \quad t \geq 0, s \in\{1,2, \ldots, B\}, \\
Z_{0}(t) & =\max \left\{n \geq 0: R(0)+\gamma_{0}(1)+\gamma_{0}(2)+\cdots+\gamma_{0}(n-1) \leq t\right\}, t \geq 0 .
\end{aligned}
$$

Let $Y_{s}^{x}(t)$ be the cumulative amount of time the server is in state $s$ in $[0, t)$ given the initial state $x$. Then $Z_{s}\left(Y_{s}^{x}(t)\right), s \in\{1,2, \ldots, B\}$, is the number of transitions from $s$ to $s-1$ completed in $[0, t) . Z_{0}\left(Y_{0}^{x}(t)\right)$ is similar. Let $I_{s}^{x}(t)$ be the cumulative amount of time that there are no customers in the system while the server state is $s$, and let $T_{s}^{x}(t)=Y_{s}^{x}(t)-I_{s}^{x}(t) . T_{s}^{x}(t)$ is the cumulative amount of time that there are customers in the system while the server state is $s$, by time $t$. Let $W^{x}(t)$ be the cumulative work done by time $t$, so that $W^{x}(t)=\mu_{0} T_{0}^{x}(t)+\mu_{1} T_{1}^{x}(t)+\cdots+\mu_{B} T_{B}^{x}(t)$; the fluid limit results do not require $\mu_{0}=0$. The definitions above imply the following system of equations:

$$
\begin{align*}
& Q^{x}(t)=Q^{x}(0)+E^{x}(t)-D^{x}\left(W^{x}(t)\right),  \tag{7.1}\\
& Q^{x}(t) \geq 0,  \tag{7.2}\\
& \sum_{s=0}^{B} Y_{s}^{x}(t)=t,  \tag{7.3}\\
& T_{s}^{x}(t)+I_{s}^{x}(t)=Y_{s}^{x}(t), s=0,1, \ldots, B,  \tag{7.4}\\
& W^{x}(t)=\sum_{s=0}^{B} \mu_{s} T_{s}^{x}(t),  \tag{7.5}\\
& Y_{s}^{x}(t), I_{s}^{x}(t), T_{s}^{x}(t), \text { and } W^{x}(t) \text { are non-decreasing and start from } 0, \tag{7.6}
\end{align*}
$$

$$
\begin{align*}
& \int_{0}^{\infty} Q^{x}(t) d\left(\sum_{s=0}^{B} I_{s}^{x}(t)\right)=0  \tag{7.7}\\
& \left|\left[Z_{s}\left(Y_{s}^{x}(u)\right)-Z_{s}\left(Y_{s}^{x}(t)\right)\right]-\left[Z_{l}\left(Y_{l}^{x}(u)\right)-Z_{l}\left(Y_{l}^{x}(t)\right)\right]\right| \leq 1, \quad t \leq u, s, l \in\{0,1, \ldots, B\} \tag{7.8}
\end{align*}
$$

Note that (7.7) is the non-idling constraint and guarantees that the idle time increases only if the total queue length is zero. The constraints (7.8) result from the cyclic nature of the deteriorations and repairs under the policy that only repairs when the machine fails. They follow since over any interval of time, the number of transitions out of server state $s$ differs from the number of transitions out of any other server state $l$ by at most 1 (recall the definition of $\phi_{1}$ ). These constraints are similar to constraints for polling models presented in [6].

The next proposition, a variant of Theorem 4.1 in [5], presents the fluid model and establishes convergence of the scaled processes. This convergence is uniform on compact sets (u.o.c).

Proposition 7.1 The following holds with probability one. For any sequence of initial states $\left\{x_{j}\right\} \in \mathcal{X}$ with $\left|x_{j}\right| \rightarrow \infty$ and $\bar{R}^{x_{j}}(0) \rightarrow 0$, there exists a subsequence $\left\{x_{i}\right\},\{i\} \subseteq\{j\}$, with $\left|x_{i}\right| \rightarrow \infty$ such that

$$
\begin{align*}
\left(\bar{Q}^{x_{i}}(0), \bar{S}^{x_{i}}(0), \bar{R}^{x_{i}}(0)\right) & \rightarrow(\bar{Q}(0), 0,0),  \tag{7.9}\\
\left(\bar{Q}^{x_{i}}(t), \bar{T}^{x_{i}}(t), \bar{Y}^{x_{i}}(t)\right) & \rightarrow(\bar{Q}(t), \bar{T}(t), \bar{Y}(t)) \text { u.o.c. }, \tag{7.10}
\end{align*}
$$

where $(\bar{Q}(t), \bar{T}(t), \bar{Y}(t))$ satisfies the following set of equations:

$$
\begin{align*}
& \bar{Q}(t)=\bar{Q}(0)+\lambda t-\bar{W}(t),  \tag{7.11}\\
& \bar{Q}(t) \geq 0,  \tag{7.12}\\
& \sum_{s=0}^{B} \bar{Y}_{s}(t)=t,  \tag{7.13}\\
& \bar{T}_{s}(t)+\bar{I}_{s}(t)=\bar{Y}_{s}(t), \quad s=0,1, \ldots, B,  \tag{7.14}\\
& \bar{W}(t)=\sum_{s=0}^{B} \mu_{s} \bar{T}_{s}(t),  \tag{7.15}\\
& \bar{Y}_{s}(t), \bar{I}_{s}(t), \bar{T}_{s}(t), \text { and } \bar{W}^{x}(t) \text { are non-decreasing and start from } 0,  \tag{7.16}\\
& \int_{0}^{\infty} \bar{Q}(t) d\left(\sum_{s=0}^{B} \bar{I}_{s}(t)\right)=0,  \tag{7.17}\\
& m_{s}\left[\bar{Y}_{s}(u)-\bar{Y}_{s}(t)\right]-m_{l}\left[\bar{Y}_{l}(u)-\bar{Y}_{l}(t)\right]=0, \quad t \leq u, s, l \in\{0,1, \ldots, B\} . \tag{7.18}
\end{align*}
$$

Proof: Notice that $\frac{1}{\left|x_{j}\right|} Q^{x_{j}}(0) \leq 1, \frac{1}{\left|x_{j}\right|} S^{x_{j}}(0) \leq 1, \frac{1}{\left|x_{j}\right|} R^{x_{j}}(0) \leq 1$, so there exists a subsequence along which each of these converge. Also note, $0 \leq S^{x_{j}}(0) \leq B$, so $\lim S^{x_{j}} /\left|x_{j}\right| \rightarrow 0$ as expected. Therefore, there exists a subsequence $\left|x_{i}\right| \rightarrow \infty$ such that (7.9) holds. For any $0 \leq t_{1} \leq t_{2}$, and each $s$, we have $0 \leq \bar{Y}_{s}^{x}\left(t_{2}\right)-\bar{Y}_{s}^{x}\left(t_{1}\right) \leq t_{2}-t_{1}$. That is, $\left\{\bar{Y}_{s}^{x}(t),|x| \geq 1\right\}$ is uniformly Lipschitz, and hence equicontinuous. Setting $t_{1}=0$ and $t_{2}=t$ yields uniform bounds $0 \leq \bar{Y}_{s}^{x}(t) \leq t$. Therefore, by the Arzelá-Ascoli theorem, any subsequence of $\bar{Y}_{s}^{x}(t)$ has a u.o.c. convergent subsequence. The families $\left\{\bar{T}_{s}^{x}(t),|x| \geq 1\right\}$ and $\left\{\bar{I}_{s}^{x}(t),|x| \geq 1\right\}$ can be shown to have a u.o.c. convergent subsequence in the same manner. Similar to the proof of Lemma 4.2 in [5] we have

$$
\begin{align*}
\bar{E}(t) & =\lambda t  \tag{7.19}\\
\bar{D}(t) & =1 t  \tag{7.20}\\
\bar{Z}_{s}(t) & =m_{s} t, \quad s \in\{0,1, \ldots, B\} . \tag{7.21}
\end{align*}
$$

Equation (7.11) follows from (7.19), (7.20), and (7.1), where the random time change is valid by Theorem 5.3 of [4]. From (7.8), $\left[Z_{s}\left(Y_{s}^{x}(u)\right)-Z_{s}\left(Y_{s}^{x}(t)\right)\right]$ differs from $\left[Z_{l}\left(Y_{l}^{x}(u)\right)-Z_{l}\left(Y_{l}^{x}(t)\right)\right]$ by at most one. In the fluid limit, this difference is negligible. Therefore, (7.18) follows from (7.8) and (7.21); again, the random time change is valid by Theorem 5.3 of [4]. Equations (7.12)-(7.16) are a consequence of (7.2)(7.6) and (7.17) follows from (7.7) and Lemma 4.4 of [5].

The remainder of this section is dedicated to completing the proof of Proposition 3.1.
Proof of Proposition 3.1. First consider the case $\ell=1$. We want to show that the fluid model for $\phi_{1}$ is stable. The non-idling constraint (7.17) implies that when $\bar{Q}(t)>0, \bar{I}_{s}=0$ for all $s$. Hence, when $\bar{Q}(t)>0$, from (7.14), $\bar{Y}_{s}(t)=\bar{T}_{s}(t), s \in\{0,1, \ldots, B\}$. Because $\bar{T}_{s}(t), \bar{I}_{s}(t)$, and $\bar{Y}_{s}(t)$ are Lipschitz continuous, they are absolutely continuous and differentiable almost everywhere. Taking the derivative with respect to $t, \dot{\bar{Y}}_{s}(t)=\dot{\bar{T}}_{s}(t)$ when $\bar{Q}(t)>0$. From (7.18) it follows that $m_{s} \dot{\bar{Y}}_{s}(t)=m_{l} \dot{\bar{Y}}_{l}(t)$, which implies $m_{s} \dot{\bar{T}}_{s}(t)=m_{l} \dot{\bar{T}}_{l}(t), s, l \in\{0,1, \ldots, B\}$. Substituting into (7.13) gives $\frac{m_{s}}{m_{0}} \dot{\bar{T}}_{s}(t)+\frac{m_{s}}{m_{1}} \dot{\bar{T}}_{s}(t)+\cdots+$ $\frac{m_{s}}{m_{B}} \dot{\bar{T}}_{s}(t)=1$, or $\dot{\bar{T}}_{s}(t)=\left(1 / m_{s}\right)\left(1 / m_{0}+1 / m_{1}+\cdots+1 / m_{B}\right)^{-1}, s \in\{0,1, \ldots, B\}$. So, from (7.11), for $\bar{Q}(t)>0$,

$$
\dot{\bar{Q}}(t)=\lambda-\sum_{s=0}^{B} \frac{\mu_{s} / m_{s}}{1 / m_{0}+1 / m_{1}+\cdots+1 / m_{B}} .
$$

The fluid limit of the queue length process drains when $\dot{\bar{Q}}(t)<0$. The queue will drain when (3.11) holds for $\ell=1$. Furthermore, under (3.11) with $\ell=1$, Lemma 5.2 of [5] implies that once the fluid limit is drained, it will remain drained. Therefore, the fluid model is stable.

It follows from Theorem 4.2 of [5] that $\{X(t), t \geq 0\}$ is positive Harris recurrent and a stationary distribution exists if the sublevel set $\{x:|x| \leq \kappa\}$ is a petite set for any $\kappa>0$. The proof of this fact follows in much the same manner as Lemma 3.7 of [20] and is omitted for brevity; the interested reader is referred to [16], Lemma 3.5 for complete details.

Since $\{X(t), t \geq 0\}$ is positive recurrent, so is the semi-Markov process (SMP) induced by the policy $\phi_{1}$. Moreover, since the transition rates are bounded below, the embedded (discrete-time) Markov chain is also positive recurrent. Irreducibility and aperiodicity of this Markov chain are trivial.

It remains to show that $g^{\phi_{1}}<\infty$. Using the same analysis for the residual service times in [6] for the repair process $R(t)$, we get from Theorem 4.1 of [6] that $\lim \sup _{t \rightarrow \infty} \frac{\mathbb{E}^{\phi} \int_{0}^{t} Q(u) d u}{t}<\infty$. Since we have linear holding costs, the long-run average holding cost rate is finite. The long-run average number of repairs is less than the long-run average number of renewals for a renewal process with average inter-arrival time $1 / m_{0}$. This together with the assumption that $K<\infty$ imply $g^{\phi_{1}}<\infty$ as desired.

The result for $\ell>1$ follows by simply relabeling states 1 and 0 in the analysis above as $\ell$ and $\ell-1$, respectively. The states with $s \in\{0,1, \ldots, \ell-2\}$, for which repair is chosen, are transient since they are visited at most once. Since the amount of time spent in one of these transient states is finite with probability 1, the long-run average cost for starting in a transient state is the same as it is for starting in any recurrent state.

### 7.2 Replacement Model Properties

Proof of Lemma 4.8. The proof is by induction on $n$. For $n=0, v_{0, \theta}(q, s)-v_{0, \theta}(q+1, s)=0$; (4.14) holds. Assume that (4.14) holds for $n$. Consider $n+1$. For $s \in\{1,2, \ldots, B\}$,

$$
\begin{aligned}
& f_{n+1, \theta}(q, s)-f_{n+1, \theta}(q+1, s) \\
&=(\theta+1)^{-1}\left[-h+\lambda\left(v_{n-1, \theta}(q+1, s)-v_{n-1, \theta}(q+2, s)\right)\right. \\
&+\mu_{s}\left(v_{n-1, \theta}\left((q-1)^{+}, s\right)-v_{n-1, \theta}(q, s)\right)+m_{s}\left(v_{n-1, \theta}(q, s-1)-v_{n-1, \theta}(q+1, s-1)\right) \\
&\left.+\left(1-\lambda-\mu_{s}-m_{s}\right)\left(v_{n-1, \theta}(q, s)-v_{n-1, \theta}(q+1, s)\right)\right] \\
& \leq 0,
\end{aligned}
$$

where the inequality follows by the induction assumption. Hence, (4.15) holds for $n+1$ given that (4.14) holds for $n$. This implies, for $s=0$,

$$
v_{n+1, \theta}(q, 0)-v_{n+1, \theta}(q+1,0)=f_{n+1, \theta}(q, B)-f_{n+1, \theta}(q+1, B) \leq 0
$$

For $s \in\{1,2, \ldots, B\}$,

$$
\begin{aligned}
& v_{n+1, \theta}(q, s)-v_{n+1, \theta}(q+1, s) \\
& \quad=\min \left\{f_{n+1, \theta}(q, s), K(s)+f_{n+1, \theta}(q, B)\right\}-\min \left\{f_{n+1, \theta}(q+1, s), K(s)+f_{n+1, \theta}(q+1, B)\right\} \\
& \quad \leq \max \left\{f_{n+1, \theta}(q, s)-f_{n+1, \theta}(q+1, s), f_{n+1, \theta}(q, B)-f_{n+1, \theta}(q+1, B)\right\} \\
& \quad \leq 0
\end{aligned}
$$

since (4.15) holds for $n+1$. Hence, (4.14) holds for $n+1$. Therefore, by induction, (4.14) and (4.15) hold for all $n \geq 1$.

Proof of Lemma 4.9. The proof is by induction on $n$. For $n=0, v_{0, \theta}(q, s)-v_{0, \theta}(q, s-1)=K(s)-$ $K(s-1) ;(4.16)$ holds. Assume that (4.16) holds for $n$. Consider $n+1$. For $s \in\{2,3, \ldots, B-1\}$,

$$
\begin{aligned}
& f_{n+1, \theta}(q, s)-f_{n+1, \theta}(q, s-1) \\
&=(\theta+1)^{-1}\left[\lambda v_{n, \theta}(q+1, s)+\mu_{s} v_{n, \theta}\left((q-1)^{+}, s\right)+m_{s} v_{n, \theta}(q, s-1)\right. \\
&+\left(1-\lambda-\mu_{s}-m_{s}\right) v_{n, \theta}(q, s)-\lambda v_{n, \theta}(q+1, s-1)-\mu_{s-1} v_{n, \theta}\left((q-1)^{+}, s-1\right) \\
&\left.\quad-m_{s-1} v_{n, \theta}(q, s-2)-\left(1-\lambda-\mu_{s-1}-m_{s-1}\right) v_{n, \theta}(q, s-1)\right] \\
& \leq(\theta+1)^{-1}\left[\lambda\left(v_{n, \theta}(q+1, s-1)+[K(s)-K(s-1)]\right)\right. \\
&+\mu_{s}\left(v_{n, \theta}\left((q-1)^{+}, s-1\right)+[K(s)-K(s-1)]\right)+m_{s} v_{n, \theta}(q, s-1) \\
&+\left(1-\lambda-\mu_{s}-m_{s}\right)\left(v_{n, \theta}(q, s-1)+[K(s)-K(s-1)]\right) \\
&-\lambda v_{n, \theta}(q+1, s-1)-\mu_{s-1} v_{n, \theta}\left((q-1)^{+}, s-1\right)-m_{s-1} v_{n, \theta}(q, s-2) \\
&\left.-\left(1-\lambda-\mu_{s-1}-m_{s-1}\right) v_{n, \theta}(q, s-1)\right]
\end{aligned}
$$

where the inequality follows from the induction assumption. After again applying the induction assumption, this expression reduces to

$$
\begin{aligned}
f_{n+1, \theta}(q, s)-f_{n+1, \theta}(q, s-1) \leq & (\theta+1)^{-1}\left[\left(\mu_{s}-\mu_{s-1}\right)\left(v_{n, \theta}\left((q-1)^{+}, s-1\right)-v_{n, \theta}(q, s-1)\right)\right. \\
& \left.+m_{s-1}[K(s-1)-K(s-2)]+\left(1-m_{s}\right)[K(s)-K(s-1)]\right]
\end{aligned}
$$

Since $K(s)$ is convex, $K(s-1)-K(s-2) \leq K(s)-K(s-1)$, and

$$
\begin{align*}
f_{n+1, \theta}(q, s)-f_{n+1, \theta}(q, s-1) \leq & (\theta+1)^{-1}\left(\mu_{s}-\mu_{s-1}\right)\left(v_{n, \theta}\left((q-1)^{+}, s-1\right)-v_{n, \theta}(q, s-1)\right) \\
& +(\theta+1)^{-1}\left(1-\left(m_{s}-m_{s-1}\right)\right)[K(s)-K(s-1)] . \tag{7.22}
\end{align*}
$$

The first term on the right hand side of (7.22) is non-positive by (4.14) and $\mu_{s} \geq \mu_{s-1}$. Hence,

$$
\begin{equation*}
f_{n+1, \theta}(q, s)-f_{n+1, \theta}(q, s-1) \leq(\theta+1)^{-1}\left(1-\left(m_{s}-m_{s-1}\right)\right)[K(s)-K(s-1)] . \tag{7.23}
\end{equation*}
$$

When $m_{s-1} \geq(\leq) m_{s}+\theta,(\theta+1)^{-1}\left(1-\left(m_{s}-m_{s-1}\right)\right) \geq(\leq) 1$. So, under either Condition 1 or 2, (4.17) holds for $n+1$ given that (4.16) holds for $n$.

To complete the proof, we need to show that (4.16) holds for $n+1$. For $s=1$,

$$
\begin{aligned}
v_{n+1, \theta}(q, 1)-v_{n+1, \theta}(q, 0) & =\min \left\{f_{n+1, \theta}(q, 1), K(1)+f_{n+1, \theta}(q, B)\right\}-K(0)-f_{n+1, \theta}(q, B) \\
& \leq K(1)-K(0) .
\end{aligned}
$$

For $s \in\{2,3, \ldots, B-1\}$,

$$
\begin{aligned}
& v_{n+1, \theta}(q, s)-v_{n+1, \theta}(q, s-1) \\
& \quad=\min \left\{f_{n+1, \theta}(q, s), K(s)+f_{n+1, \theta}(q, B)\right\}-\min \left\{f_{n+1, \theta}(q, s-1), K(s-1)+f_{n+1, \theta}(q, B)\right\} \\
& \quad \leq \max \left\{f_{n+1, \theta}(q, s)-f_{n+1, \theta}(q, s-1), K(s)-K(s-1)\right\} \\
& \quad \leq K(s)-K(s-1),
\end{aligned}
$$

where the last inequality follows since (4.17) holds for $n+1$. Hence, (4.16) holds for $n+1$. Therefore, by induction, (4.16) and (4.17) hold for all $n \geq 1$.

