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questions from last time…
• my office hours tmrw rescheduled to Monday 

2-3PM  
• i need a final project group / we need one more 

person for our group / etc. 
• use “search for teammates” post on Piazza! 

• What was that google GPU resource? 
• https://colab.research.google.com 

• Is implementing an existing model for project okay?  
• yes, as a replication study or comparison between 

multiple models (and you must implement it yourself) 

• can i share NN and NLP course projects?  
• ok w/ me, but check with NN instructor
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https://colab.research.google.com


Machine translation
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Georges 
Artrouni's 
“mechanical 
brain”, a 
translation device 
patented in 
France in 1933. 
(Image from 
Corbé by way of 
John Hutchins)

The memory was the core of the device. It consisted of a paper band 40 cm wide, which 
could be up to 40 meters in length, moving over two rolling drums and held in position 
by perforations on the edges. The dictionary entries were recorded in normal orthographic 
form (i.e. not coded) line by line in five columns. The first column was for the source 
language word (or term), the other columns for equivalents in other languages and for 
other useful information.

http://www.hutchinsweb.me.uk/IJT-2004.pdf


MT is hard

• Word meaning:  
many-to-many and context dependent
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• Translation itself is hard: metaphors, cultural 
references, etc.



MT goals

• Motivation: Human translation is expensive

• Rough translation vs. none

• Interactive assistance for human translators

• e.g. Lilt
• https://www.youtube.com/watch?v=YZ7G3gQgpfI

• https://lilt.com/app/projects/details/1887/edit-document/2306

• [compare to bilingual dictionary]

 5

https://www.youtube.com/watch?v=YZ7G3gQgpfI
https://lilt.com/app/projects/details/1887/edit-document/2306


MT paradigms
• Rule-based transfer rules

• Manually program lexicons/rules

• SYSTRAN (AltaVista Babelfish; originally from 70s)

• Statistical MT

• Word-to-word, phrase-to-phrase probs

• Learn phrase- or syntax-tree translation rules from data,  
search for high-scoring translation outputs

• Key research in the early 90s

• Google Translate (mid 00s)

• Open-source: Moses

• Neural MT

• Research in early 10s;  very recently deployed

• Latent representations of words/phrases
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next lecture!



Rules are hard

• Coverage

• Complexity (context dependence)

• Maintenance
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Interlingua
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• More like classic logic-based AI

• Works in narrow domains

• Broad domain currently fails

• Coverage: Knowledge representation for all possible semantics?

• Can you parse to it?

• Can you generate from it?

“Mary did not slap the green witch”



Machine learning for MT

• MT as ML:   Translation is something people do 
naturally.  Learn rules from data?

• Parallel data:  (source, target) text pairs

• E.g. 20 million words of European Parliament 
proceedings 
http://www.statmt.org/europarl/

• Training: learn parameters to predict 
{source => target}

• Test time: given source sentence, search for 
high-scoring target  (e.g. beam search)
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http://www.statmt.org/europarl/


Machine translation
P(target text | source text) / P(source text | target text) P(target text)

Original
text

Hypothesized transmission process

Inference problem

Observed
text

Noisy channel model

One naturally wonders if the problem of translation could 
conceivably be treated as a problem in cryptography. When 
I look at an article in Russian, I say: ‘This is really written in 
English, but it has been coded in some strange symbols. I 

will now proceed to decode.’

-- Warren Weaver (1955)
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Example from Koehn and Knight tutorial

Translation from Spanish to English, candidate translations based
on p(Spanish | English) alone:

Que hambre tengo yo
!
What hunger have p(s|e) = 0.000014
Hungry I am so p(s|e) = 0.000001
I am so hungry p(s|e) = 0.0000015
Have i that hunger p(s|e) = 0.000020
. . .

Example from Koehn & Knight
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Example from Koehn and Knight tutorial (continued)

With p(Spanish | English)⇥ p(English):

Que hambre tengo yo
!
What hunger have p(s|e)p(e) = 0.000014 ⇥ 0.000001
Hungry I am so p(s|e)p(e) = 0.000001 ⇥ 0.0000014
I am so hungry p(s|e)p(e) = 0.0000015 ⇥ 0.0001

Have i that hunger p(s|e)p(e) = 0.000020 ⇥ 0.00000098

. . .

Example from Koehn & Knight
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lat ion  is, of course, m ore com plicated: 
First , on ly 2 of th e 27 Cen tauri words were

am biguous, wh ereas in  n atural lan guages such
as En glish , alm ost all words are am biguous. 

Secon d, sen ten ce len gth  was un ch an ged in
all bu t  on e of th e tran slation s; in  real tran sla-
t ion , th is is rare. 

Th ird , th e ext raterrest rial sen ten ces were
m u ch  sh orter th an  typ ical n atu ral lan gu age
sen ten ces. 

Fourth , words are tran slated differen tly de-
pen din g on  con text . Th e tran slat ion  m eth od
on ly used Cen tauri word-pair coun ts for con -
text , p referrin g “wiwok rarok...” over “erok
rarok.…” However, resolvin g lexical am biguity
in  gen eral requires a m uch  wider con text an d,
often , soph ist icated reason in g as well. 

Fifth , ou tput word order sh ould  be sen sit ive
to in put word order. Our m eth od could n ot de-
cide between  ou tpu t  “Joh n  loves Mary” an d
“Mary loves Joh n ,” even  th ou gh  on e of th e
two is likely to be a terrible tran slation . 

Sixth , th e data seem ed to be cooked: Drop
out sen ten ce pairs 8 an d 9, for exam ple, an d
we would n ot be able to sett le on  align m en ts
for th e rem ain in g sen ten ces. Man y such  align -
m en ts wou ld  be p ossib le, com p licat in g ou r
tran slation  diction ary. 

Seven th , our m eth od does n ot allow for an y
ph rasal d ict ion ary en tries (for exam ple, anok
plok = pippat rrat), alth ough  h um an  tran slators
m ake exten sive use of such  diction aries. 

Th e list  goes on : W h at  abou t  p ron ou n s?
W h at  abou t  in flect ion al m orph ology? W h at
abou t  st ructu ral am bigu ity? W h at  abou t  do-
m ain  kn owled ge? W h at  abou t  th e scop e o f
n egation ? 

However, ou r ext raterrest rial exam ple was
realist ic in  on e respect: It  was actually an  exer-
cise in  Span ish -En glish  tran slation ! Cen tauri is
m erely En glish  in  ligh t  d isguise—for erok, read
his; for sprok, read associates; an d so on . Span -
ish  an d Arcturan  are also th e sam e. Here is th e
real bilin gual train in g corpus:

1a. Garcia an d associates.
1b. Garcia y asociados.

2a. Carlos Garcia h as th ree associates.
2b. Carlos Garcia t ien e tres asociados.

3a. h is associates are n ot stron g.
3b. sus asociados n o son  fuertes.

4a. Garcia h as a com pan y also.
4b. Garcia tam bien  t ien e un a em presa.

5a. its clien ts are an gry.
5b. sus clien tes están  en fadados.

6a. th e associates are also an gry.
6b. los asociados tam bien  están  en fadados.

7a. th e clien ts an d th e associates are en em ies.
7b. los clien tes y los asociados son  en em igos.

8a. th e com pan y h as th ree groups.
8b. la em presa t ien e tres grupos.

9a. its groups are in  Europe.
9b. sus grupos están  en  Europa.

10a. th e m odern  groups sell stron g ph arm aceuti-
cals.
10b. los grupos m odern os ven den  m edicin as
fuertes.

11a. th e groups do n ot sell zan zan in e.
11b. los grupos n o ven den  zan zan in a.

12a. th e sm all groups are n ot m odern .
12b. los grupos pequeñ os n o son  m odern os. 

If you  don ’t  kn ow Span ish  (even  if you  do),
you  can  con gratu late yourself on  h avin g tran s-
lated th e n ovel sen ten ce “la em presa t ien e en -
em igos fuertes en  Europa” (13b) as “th e com -
pan y h as stron g en em ies in  Europe” (13a). Had
you n ot flipped th e order of ghirok an d enem ok,
your tran slation  would h ave been  worse: “Th e
com pan y h as en em ies stron g in  Europe.” Like-
wise, you  tran slated “sus grupos pequeñ os n o
ven den  m edicin as (14b) as “its sm all groups do
n ot sell ph arm aceuticals” (14a). Th e curiously
un tran slatable Cen tauri word crrrok was actual-
ly th e En glish  word do; “do n ot sell” tran slates
to “n o ven den .” 

With out relyin g on  lin gu ist ic ph rase struc-
ture an d real-world  kn owledge, you  were able
to learn  en ough  about En glish  an d Span ish  to
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Figure 5. An Attem pt to Put a Group of Centauri W ords in the Right Order.
Arrows represen t previously observed word pairs from  figure 4.

lat ion  is, of course, m ore com plicated: 
First , on ly 2 of th e 27 Cen tauri words were

am biguous, wh ereas in  n atural lan guages such
as En glish , alm ost all words are am biguous. 

Secon d, sen ten ce len gth  was un ch an ged in
all bu t  on e of th e tran slation s; in  real tran sla-
t ion , th is is rare. 

Th ird , th e ext raterrest rial sen ten ces were
m u ch  sh orter th an  typ ical n atu ral lan gu age
sen ten ces. 

Fourth , words are tran slated differen tly de-
pen din g on  con text . Th e tran slat ion  m eth od
on ly used Cen tauri word-pair coun ts for con -
text , p referrin g “wiwok rarok...” over “erok
rarok.…” However, resolvin g lexical am biguity
in  gen eral requires a m uch  wider con text an d,
often , soph ist icated reason in g as well. 

Fifth , ou tput word order sh ould  be sen sit ive
to in put word order. Our m eth od could n ot de-
cide between  ou tpu t  “Joh n  loves Mary” an d
“Mary loves Joh n ,” even  th ou gh  on e of th e
two is likely to be a terrible tran slation . 

Sixth , th e data seem ed to be cooked: Drop
out sen ten ce pairs 8 an d 9, for exam ple, an d
we would n ot be able to sett le on  align m en ts
for th e rem ain in g sen ten ces. Man y such  align -
m en ts wou ld  be p ossib le, com p licat in g ou r
tran slation  diction ary. 

Seven th , our m eth od does n ot allow for an y
ph rasal d ict ion ary en tries (for exam ple, anok
plok = pippat rrat), alth ough  h um an  tran slators
m ake exten sive use of such  diction aries. 

Th e list  goes on : W h at  abou t  p ron ou n s?
W h at  abou t  in flect ion al m orph ology? W h at
abou t  st ructu ral am bigu ity? Wh at  abou t  do-
m ain  kn owled ge? W h at  abou t  th e scop e o f
n egation ? 

However, ou r ext raterrest rial exam ple was
realist ic in  on e respect: It  was actually an  exer-
cise in  Span ish -En glish  tran slation ! Cen tauri is
m erely En glish  in  ligh t  d isguise—for erok, read
his; for sprok, read associates; an d so on . Span -
ish  an d Arcturan  are also th e sam e. Here is th e
real bilin gual train in g corpus:

1a. Garcia an d associates.
1b. Garcia y asociados.

2a. Carlos Garcia h as th ree associates.
2b. Carlos Garcia t ien e tres asociados.

3a. h is associates are n ot stron g.
3b. sus asociados n o son  fuertes.

4a. Garcia h as a com pan y also.
4b. Garcia tam bien  t ien e un a em presa.

5a. its clien ts are an gry.
5b. sus clien tes están  en fadados.

6a. th e associates are also an gry.
6b. los asociados tam bien  están  en fadados.

7a. th e clien ts an d th e associates are en em ies.
7b. los clien tes y los asociados son  en em igos.

8a. th e com pan y h as th ree groups.
8b. la em presa t ien e tres grupos.

9a. its groups are in  Europe.
9b. sus grupos están  en  Europa.

10a. th e m odern  groups sell stron g ph arm aceuti-
cals.
10b. los grupos m odern os ven den  m edicin as
fuertes.

11a. th e groups do n ot sell zan zan in e.
11b. los grupos n o ven den  zan zan in a.

12a. th e sm all groups are n ot m odern .
12b. los grupos pequeñ os n o son  m odern os. 

If you  don ’t  kn ow Span ish  (even  if you  do),
you  can  con gratu late yourself on  h avin g tran s-
lated th e n ovel sen ten ce “la em presa t ien e en -
em igos fuertes en  Europa” (13b) as “th e com -
pan y h as stron g en em ies in  Europe” (13a). Had
you n ot flipped th e order of ghirok an d enem ok,
your tran slation  would h ave been  worse: “Th e
com pan y h as en em ies stron g in  Europe.” Like-
wise, you  tran slated “sus grupos pequeñ os n o
ven den  m edicin as (14b) as “its sm all groups do
n ot sell ph arm aceuticals” (14a). Th e curiously
un tran slatable Cen tauri word crrrok was actual-
ly th e En glish  word do; “do n ot sell” tran slates
to “n o ven den .” 

With out relyin g on  lin gu ist ic ph rase struc-
ture an d real-world  kn owledge, you  were able
to learn  en ough  about En glish  an d Span ish  to

Articles

WINTER 1997   87

wiwok

nok

yorok

hihok

clok

.

crrrok

rarok

Figure 5. An Attem pt to Put a Group of Centauri W ords in the Right Order.
Arrows represen t previously observed word pairs from  figure 4.

Example: learning with parallel data



this lecture: lexical translation

• we translate a single word by… looking it up 
in a dictionary (basically)! 

• Haus ==> house, building, home, etc. 
• Multiple translations possible! some are more 

frequent than others 
• house & building most common for Haus

• some special cases: Haus of snail is its shell


• For our lectures, we always will translate from 
a foreign language to English
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Recap: The Noisy Channel Model

I Goal: translation system from French to English

I Have a model p(e | f) which estimates conditional probability
of any English sentence e given the French sentence f . Use
the training corpus to set the parameters.

I A Noisy Channel Model has two components:

p(e) the language model

p(f | e) the translation model

I Giving:

p(e | f) = p(e, f)

p(f)
=

p(e)p(f | e)P
e p(e)p(f | e)

and
argmaxep(e | f) = argmaxep(e)p(f | e)



rest of lecture will focus on the 
translation model!
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Word Based Translation Systems

Collect Statistics

Look at a parallel corpus (German text along with English translation)
Translation of Haus Count
house 8,000
building 1,600
home 200
household 150
shell 50

Jordan Boyd-Graber | Boulder Machine Translation: Lexical Models | 8 of 49
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Word Based Translation Systems

Estimate Translation Probabilities

Maximum likelihood estimation

pf (e) =

8
>>>>>><

>>>>>>:

0.8 if e = house,

0.16 if e = building,

0.02 if e = home,

0.015 if e = household,

0.005 if e = shell.

Jordan Boyd-Graber | Boulder Machine Translation: Lexical Models | 9 of 49
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Word Based Translation Systems

Alignment

• In a parallel text (or when we translate), we align words in one
language with the words in the other

das Haus ist klein

the house is small

1 2 3 4

1 2 3 4

• Word positions are numbered 1–4

Jordan Boyd-Graber | Boulder Machine Translation: Lexical Models | 10 of 49
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Word Based Translation Systems

Alignment Function

• Formalizing alignment with an alignment function

• Mapping an English target word at position i to a German source
word at position j with a function a : i ! j

• Example
a : {1 ! 1, 2 ! 2, 3 ! 3, 4 ! 4}

Jordan Boyd-Graber | Boulder Machine Translation: Lexical Models | 11 of 49
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Word Based Translation Systems

Reordering

Words may be reordered during translation

das Hausistklein

the house is small
1 2 3 4

1 2 3 4

a : {1 ! 3, 2 ! 4, 3 ! 2, 4 ! 1}

Jordan Boyd-Graber | Boulder Machine Translation: Lexical Models | 12 of 49
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Word Based Translation Systems

One-to-Many Translation

A source word may translate into multiple target words

das Haus ist klitzeklein

the house is very small
1 2 3 4

1 2 3 4

5

a : {1 ! 1, 2 ! 2, 3 ! 3, 4 ! 4, 5 ! 4}

Jordan Boyd-Graber | Boulder Machine Translation: Lexical Models | 13 of 49
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Word Based Translation Systems

Dropping Words

Words may be dropped when translated
(German article das is dropped)

das Haus ist klein

house is small
1 2 3

1 2 3 4

a : {1 ! 2, 2 ! 3, 3 ! 4}

Jordan Boyd-Graber | Boulder Machine Translation: Lexical Models | 14 of 49
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Word Based Translation Systems

Inserting Words

• Words may be added during translation
� The English just does not have an equivalent in German
� We still need to map it to something: special null token

das Haus ist klein

the house is just small

NULL

1 2 3 4

1 2 3 4

5

0

a : {1 ! 1, 2 ! 2, 3 ! 3, 4 ! 0, 5 ! 4}

Jordan Boyd-Graber | Boulder Machine Translation: Lexical Models | 15 of 49
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Word Based Translation Systems

A family of lexical translation models

• A family translation models

• Uncreatively named: Model 1, Model 2, . . .

• Foundation of all modern translation algorithms

• First up: Model 1

Jordan Boyd-Graber | Boulder Machine Translation: Lexical Models | 16 of 49
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IBM Model 1: Alignments

I How do we model p(f | e)?

I English sentence e has l words e1 . . . el,
French sentence f has m words f1 . . . fm.

I An alignment a identifies which English word each French
word originated from

I Formally, an alignment a is {a1, . . . am}, where each
aj 2 {0 . . . l}.

I There are (l + 1)

m possible alignments.how many possible alignments are there?

translation model 
in noisy channel
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Alignments in the IBM Models

I We’ll define models for p(a | e,m) and p(f | a, e,m),
giving

p(f, a | e,m) = p(a | e,m)p(f | a, e,m)

I Also,
p(f | e,m) =

X

a2A

p(a | e,m)p(f | a, e,m)

where A is the set of all possible alignments

here we marginalize out the alignments!

chain rule
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A By-Product: Most Likely Alignments

I Once we have a model p(f, a | e,m) = p(a | e)p(f | a, e,m)

we can also calculate

p(a | f, e,m) =

p(f, a | e,m)P
a2A p(f, a | e,m)

for any alignment a

I For a given f, e pair, we can also compute the most likely
alignment,

a⇤ = argmax

a
p(a | f, e,m)

I Nowadays, the original IBM models are rarely (if ever) used
for translation, but they are used for recovering alignments

this will be very useful for EM!



 30

IBM Model 1: Alignments

I In IBM model 1 all allignments a are equally likely:

p(a | e,m) =

1

(l + 1)

m

I This is a major simplifying assumption, but it gets things
started...

is this a reasonable assumption?

Alignments in the IBM Models

I We’ll define models for p(a | e,m) and p(f | a, e,m),
giving

p(f, a | e,m) = p(a | e,m)p(f | a, e,m)

I Also,
p(f | e,m) =

X

a2A

p(a | e,m)p(f | a, e,m)

where A is the set of all possible alignments
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IBM Model 1: Translation Probabilities

I Next step: come up with an estimate for

p(f | a, e,m)

I In model 1, this is:

p(f | a, e,m) =

mY

j=1

t(fj | eaj)

Alignments in the IBM Models

I We’ll define models for p(a | e,m) and p(f | a, e,m),
giving

p(f, a | e,m) = p(a | e,m)p(f | a, e,m)

I Also,
p(f | e,m) =

X

a2A

p(a | e,m)p(f | a, e,m)

where A is the set of all possible alignments

what is the independence assumption here?

here,    is the french word aligned to        fj eaj



 32

IBM Model 1: Translation Probabilities

I Next step: come up with an estimate for

p(f | a, e,m)

I In model 1, this is:

p(f | a, e,m) =

mY

j=1

t(fj | eaj)

Alignments in the IBM Models

I We’ll define models for p(a | e,m) and p(f | a, e,m),
giving

p(f, a | e,m) = p(a | e,m)p(f | a, e,m)

I Also,
p(f | e,m) =

X

a2A

p(a | e,m)p(f | a, e,m)

where A is the set of all possible alignments

what is the independence assumption here?
given the alignment, each translation decision 
is conditionally independent of all others and 

depends only on the aligned source word

here,    is the french word aligned to        fj eaj



 33

IBM Model 1: The Generative Process

To generate a French string f from an English string e:

I Step 1: Pick an alignment a with probability 1
(l+1)m

I Step 2: Pick the French words with probability

p(f | a, e,m) =

mY

j=1

t(fj | eaj)

The final result:

p(f, a | e,m) = p(a | e,m)⇥p(f | a, e,m) =

1

(l + 1)

m

mY

j=1

t(fj | eaj)
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I
e.g., l = 6, m = 7

e = And the program has been implemented

f = Le programme a ete mis en application

I
a = {2, 3, 4, 5, 6, 6, 6}

p(f | a, e) = t(Le | the)⇥
t(programme | program)⇥
t(a | has)⇥
t(ete | been)⇥
t(mis | implemented)⇥
t(en | implemented)⇥
t(application | implemented)

example
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IBM Model 2

I Only di↵erence: we now introduce alignment or distortion
parameters

q(i | j, l,m) = Probability that j’th French word is connected

to i’th English word, given sentence lengths of

e and f are l and m respectively

I Define

p(a | e,m) =

mY

j=1

q(aj | j, l,m)

where a = {a1, . . . am}
I Gives

p(f, a | e,m) =

mY

j=1

q(aj | j, l,m)t(fj | eaj)

I Note: Model 1 is a special case of Model 2, where
q(i | j, l,m) =

1
l+1 for all i, j.
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The Parameter Estimation Problem

I Input to the parameter estimation algorithm: (e(k), f (k)
) for

k = 1 . . . n. Each e(k) is an English sentence, each f (k) is a
French sentence

I Output: parameters t(f |e) and q(i|j, l,m)

I A key challenge: we do not have alignments on our
training examples, e.g.,

e(100) = And the program has been implemented

f (100)
= Le programme a ete mis en application

need this only for model 2



chicken & egg problem!

• if we had the alignments, we could estimate 
the parameters of our model (i.e., the lexical 
translation probabilities) 

• if we had the parameters, we could estimate 
the alignments. 

• we have neither! :(

 37
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Parameter Estimation if the Alignments are Observed
I First: case where alignments are observed in training data.

E.g.,
e(100) = And the program has been implemented

f (100)
= Le programme a ete mis en application

a(100) = h2, 3, 4, 5, 6, 6, 6i

I Training data is (e(k), f (k), a(k)) for k = 1 . . . n. Each e(k) is
an English sentence, each f (k) is a French sentence, each a(k)

is an alignment
I Maximum-likelihood parameter estimates in this case are

trivial:

tML(f |e) =
Count(e, f)

Count(e)
qML(j|i, l,m) =

Count(j|i, l,m)

Count(i, l,m)



EM algorithm

• Expectation maximization (EM) in a nutshell: 
1. initialize model parameters (trans. probs) using 
some method (e.g., uniform) 

2. assign probabilities to missing data (alignments) 
3. estimate model parameters from the completed 
data 

4. iterate steps 2-3 until convergence
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J+M example: 
• ignore NULL word  
• ignore alignments where English word 

doesn’t align with any Spanish words 
• compute simplified probability

p( f, a |e) =
m

∏
j=1

t( fj |eaj
)

IBM Model 1: The Generative Process

To generate a French string f from an English string e:

I Step 1: Pick an alignment a with probability 1
(l+1)m

I Step 2: Pick the French words with probability

p(f | a, e,m) =

mY

j=1

t(fj | eaj)

The final result:

p(f, a | e,m) = p(a | e,m)⇥p(f | a, e,m) =

1

(l + 1)

m

mY

j=1

t(fj | eaj)

instead of 
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dataset:
green house

casa verde

the house

la casa

vocab:
{green, house, the}
{casa, la, verde}
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dataset:
green house

casa verde

the house

la casa

initialize translation probabilities uniformly:

t(casa|green) = 1/3 t(verde|green) = 1/3 t(la|green) = 1/3

t(casa|house) = 1/3 t(verde|house) = 1/3 t(la|house) = 1/3

t(casa|the) = 1/3 t(verde|the) = 1/3 t(la|the) = 1/3



E-Step 1: compute expected 
counts E[count(t(f,e)]

first, for all alignments, let’s compute p( f, a |e) =
m

∏
j=1

t( fj |eaj
)

green house


casa verde

green house


casa verde

the house


la casa

the house


la casa



E-Step 1: compute expected 
counts E[count(t(f,e)]

first, for all alignments, let’s compute p( f, a |e) =
m

∏
j=1

t( fj |eaj
)

green house


casa verde

green house


casa verde

the house


la casa

the house


la casa



E-Step 1: compute expected 
counts E[count(t(f,e)]

first, for all alignments, let’s compute p( f, a |e) =
m

∏
j=1

t( fj |eaj
)

green house


casa verde

green house


casa verde

the house


la casa

the house


la casa

p( f, a |e) = t(casa |green) × t(verde |house) =
1
9



E-Step 1: compute expected 
counts E[count(t(f,e)]

first, for all alignments, let’s compute p( f, a |e) =
m

∏
j=1

t( fj |eaj
)

green house


casa verde

green house


casa verde

the house


la casa

the house


la casa

p( f, a |e) =
1
9

p( f, a |e) =
1
9

p( f, a |e) =
1
9

p( f, a |e) =
1
9



E-Step 1: compute expected 
counts E[count(t(f,e)]

next, let’s compute alignment probabilities by normalizing:

p(a | f, e) =
p(a, f |e)

∑a p(a, f |e)

green house


casa verde

green house


casa verde

the house


la casa

the house


la casa



E-Step 1: compute expected 
counts E[count(t(f,e)]

next, let’s compute alignment probabilities by normalizing:

p(a | f, e) =
p(a, f |e)

∑a p(a, f |e)

green house


casa verde

green house


casa verde

the house


la casa

the house


la casa

p(a | f, e) =
1
9
2
9

=
1
2



E-Step 1: compute expected 
counts E[count(t(f,e)]

next, let’s compute alignment probabilities by normalizing:

p(a | f, e) =
p(a, f |e)

∑a p(a, f |e)

green house


casa verde

green house


casa verde

the house


la casa

the house


la casa

p(a | f, e) =
1
2

p(a | f, e) =
1
2

p(a | f, e) =
1
2

p(a | f, e) =
1
2



E-Step 1: compute expected 
counts E[count(t(f,e)]

t(casa|green) = ??? t(verde|green) = t(la|green) = total(green) = 

t(casa|house) = t(verde|house) = t(la|house) = total(house) =

t(casa|the) = t(verde|the) = t(la|the) = total(the) = 

now let’s finally compute expected 
(fractional) counts for each (f,e) pair



E-Step 1: compute expected 
counts E[count(t(f,e)]

t(casa|green) = 1/2 t(verde|green) = t(la|green) = total(green) = 

t(casa|house) = t(verde|house) = t(la|house) = total(house) =

t(casa|the) = t(verde|the) = t(la|the) = total(the) = 

there is exactly one casa—green 
alignment with prob. 1/2

now let’s finally compute expected 
(fractional) counts for each (f,e) pair



E-Step 1: compute expected 
counts E[count(t(f,e)]

now let’s finally compute expected counts for each (f,e) pair

t(casa|green) = 1/2 t(verde|green) = 1/2 t(la|green) = 0 total(green) = 1

t(casa|house) = t(verde|house) = t(la|house) = total(house) =

t(casa|the) = t(verde|the) = t(la|the) = total(the) = 



E-Step 1: compute expected 
counts E[count(t(f,e)]

now let’s finally compute expected counts for each (f,e) pair

t(casa|green) = 1/2 t(verde|green) = 1/2 t(la|green) = 0 total(green) = 1

t(casa|house) = 
1/2+1/2 =1 t(verde|house) = t(la|house) = total(house) =

t(casa|the) = t(verde|the) = t(la|the) = total(the) = 

there are two one casa—house 
alignments each with prob. 1/2



E-Step 1: compute expected 
counts E[count(t(f,e)]

now let’s finally compute expected counts for each (f,e) pair

t(casa|green) = 1/2 t(verde|green) = 1/2 t(la|green) = 0 total(green) = 1

t(casa|house) = 
1/2+1/2 =1 t(verde|house) = 1/2 t(la|house) = 1/2 total(house) = 2

t(casa|the) = 1/2 t(verde|the) = 0 t(la|the) = 1/2 total(the) = 1



M-Step 1: compute MLE probs 
by normalizing 

easy! just normalize each row to sum to 1

t(casa|green) = 1/2 t(verde|green) = 1/2 t(la|green) = 0

t(casa|house) = 1/2 t(verde|house) = 1/4 t(la|house) = 1/4

t(casa|the) = 1/2 t(verde|the) = 0 t(la|the) = 1/2



M-Step 1: compute MLE counts 
by normalizing 

easy! just normalize each row to sum to 1

t(casa|green) = 1/2 t(verde|green) = 1/2 t(la|green) = 0

t(casa|house) = 1/2 t(verde|house) = 1/4 t(la|house) = 1/4

t(casa|the) = 1/2 t(verde|the) = 0 t(la|the) = 1/2

note that each of the correct translations have increased in 
probability! t(casa|house) is now 1/2 instead of 1/3



E-Step 2: repeat with new 
translation probabilities

first, for all alignments, let’s compute p( f, a |e) =
m

∏
j=1

t( fj |eaj
)

green house


casa verde

green house


casa verde

the house


la casa

the house


la casa

p( f, a |e) = t(casa |green) × t(verde |house) =
1
2

×
1
4

=
1
8



E-Step 2: repeat with new 
translation probabilities

first, for all alignments, let’s compute p( f, a |e) =
m

∏
j=1

t( fj |eaj
)

green house


casa verde

green house


casa verde

the house


la casa

the house


la casa

p( f, a |e) =
1
8

p( f, a |e) =
1
4

p( f, a |e) =
1
4

p( f, a |e) =
1
8

and keep doing this for some number of iterations!



next time… neural MT + 
decoding + evaluation
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