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Abstract Survey researchmethodology is widely used in mar-
keting, and it is important for both the field and individual
researchers to follow stringent guidelines to ensure that mean-
ingful insights are attained. To assess the extent to which mar-
keting researchers are utilizing best practices in designing, ad-
ministering, and analyzing surveys, we review the prevalence
of published empirical survey work during the 2006–2015 pe-
riod in three top marketing journals—Journal of the Academy
of Marketing Science (JAMS), Journal of Marketing (JM), and
Journal of Marketing Research (JMR)—and then conduct an
in-depth analysis of 202 survey-based studies published in
JAMS. We focus on key issues in two broad areas of survey
research (issues related to the choice of the object of measure-
ment and selection of raters, and issues related to the measure-
ment of the constructs of interest), and we describe conceptual
considerations related to each specific issue, review how mar-
keting researchers have attended to these issues in their pub-
lished work, and identify appropriate best practices.

Keywords Survey research . Best practices . Literature
review . Survey error . Commonmethod variance .

Non-response error

Surveys are ubiquitous, used to inform decision making in
every walk of life. Surveys are also popular in academic mar-
keting research, in part because it is difficult to imagine how
certain topics could be studied without directly asking people
questions, rather than, say, observing their behaviors, possibly
in response to different experimental conditions manipulated
by the researcher. In their review of academic marketing re-
search published in the Journal of Marketing (JM) and the
Journal of Marketing Research (JMR) between 1996 and
2005, Rindfleisch et al. (2008) found that roughly 30% of
the articles—representing 178 published papers—used survey
methods. In this research, we conduct a follow-up investiga-
tion of the use of surveys during the decade since their review
(i.e., 2006 to 2015), adding the Journal of the Academy of
Marketing Science (JAMS) to the set of journals studied since
(1) many articles published in JAMS rely on surveys and (2)
JAMS has an impact factor comparable to JM and JMR. We
classify each article as either survey-based or non-survey-
based empirical work, as a conceptual paper, or as something
else (most typically an editorial or commentary). A summary
of these results (for survey work), by year and by journal, is
shown in Fig. 1.

The total numbers of papers published in JAMS, JM, and
JMR over the 10-year period were 436, 489, and 636, respec-
tively; the corresponding numbers of empirical research pa-
pers based on surveys were 202, 212, and 108. Overall, we
found that about a third of the papers published in this period
were survey-based (33.4%), a figure very similar to the one
reported byRindfleisch et al. Both JAMS (46.3% of all papers)
and JM (43.4%) contained more survey work than JMR
(17.0%). Although surveys were less common in JMR, our
findings indicate overall that survey techniques continue to
play an important role in academic research.

While it is easy to assemble and administer a survey, there
are many sources of error that can contaminate survey results
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and limit the usefulness of survey findings. This has led some
researchers to distrust survey results (e.g., Kamakura 2001;
Wittink 2004; see also Huber et al. 2014; Rindfleisch
2012).1 Although we believe that surveys can provide novel
and revelatory insights into both the minds of individuals
(e.g., consumers, employees) and the practices of organiza-
tions, researchers have to pay careful attention to survey
design and administration so that the results they obtain are
meaningful. Rindfleisch et al. (2008) discuss several key
threats to survey validity and provide valuable guidelines to
survey researchers, but their focus is on the relative merits of
cross-sectional and longitudinal surveys with regard to the
control of common method bias and the validity of causal
inferences.

Our aim in this paper is broader, with our review covering
two sets of decisions that researchers have to make when de-
signing and analyzing a survey. First, whom does the survey
describe, and if the survey does not involve self-reports, who
provides the desired data? Groves et al. (2004) call this
Brepresentation,^ because the question deals with whom the
survey represents. Second, what is the survey about or, more
specifically, what does the surveymeasure, and do the observed
responses actually measure what the survey researcher is inter-
ested in? Groves et al. (2004) refer to this as Bmeasurement.^
Errors that can invalidate survey results may arise in both areas,
and we discuss a variety of important issues related to repre-
sentation and measurement in more detail below.

We also perform a comprehensive empirical review of pub-
lished survey research in an effort to assess the state-of-the-art

and identify potential weaknesses. In particular, we analyze all
survey-based empirical articles published in JAMS between
2006 and 2015. We chose JAMS because it is a premier outlet
for survey-based research; we restricted our review to JAMS to
keep the task manageable. We specifically focus on important
issues related to representation andmeasurement for which we
were able to gather relevant empirical data based on our anal-
ysis of published research. We developed a coding scheme
based on the survey literature and a preliminary analysis of a
subset of the articles to be analyzed, content-analyzed all arti-
cles, and determined in which areas researchers use best prac-
tices and in which areas there is room for improvement. In the
remainder of the paper, we summarize our findings and derive
recommendations with an eye toward improving survey
practices.

Our review shows that survey researchers publishing in
JAMS seem to have a deep appreciation for the importance
of managing measurement error (especially random measure-
ment error) in their surveys. Constructs are conceptualized
carefully, usually multiple items are used to operationalize
abstract constructs, and extensive measurement analyses are
conducted before the hypotheses of interest are tested. At the
same time, we also identify two broad weaknesses frequently
encountered in survey papers.

First, survey researchers follow certain Bestablished^ sur-
vey practices ritualistically, even when they are not directly
relevant to the research in question or when they are not par-
ticularly meaningful. For example, a focus on coverage, sam-
pling, and non-response error seems misplaced when there is
no real target population to which the researcher wants to
generalize the findings. As another example, tests of non-
response bias are often conducted in an almost automated
fashion, with little apparent real desire to reveal any selection
bias that may exist.

Second, survey researchers continue to struggle with cer-
tain issues commonly acknowledged to constitute a serious

1 In conducting their topical review of publications in JMR, Huber et al. (2014)
show evidence that the incidence of survey work has declined, particularly as
new editors more skeptical of the survey method have emerged. They con-
clude (p. 88)—in looking at the results of their correspondence analysis—that
survey research is more of a peripheral than a core topic in marketing. This
perspective seems to be more prevalent in JMR than in JM and JAMS, as we
note above.
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published in three journals (2006–
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threat to the validity of surveys. In particular, although survey
researchers recognize the importance of assessing and control-
ling commonmethod bias, they do not always deal effectively
with this threat. In the pages that follow, we describe the
aforementioned issues in greater detail and offer recommen-
dations for improving survey practices, after first describing in
more detail how we conducted our empirical review.

Empirical review

In order to assess the extent to which marketing survey re-
searchers are utilizing best practices in deciding whom to ask
and in designing their survey instruments, we conducted an in-
depth analysis of all survey-based studies published in JAMS
from 2006 through 2015. We first developed a preliminary
coding protocol of issues related to both representation (unit
of analysis, source of data, sampling frame and type of sam-
pling, response rate, method used to check for nonresponse
bias, etc.) and measurement (pretesting of instrument, extent
of use of multi-item scales and assessment of the quality of
construct measurement, investigation of commonmethod var-
iance via various a priori and post hoc methods, etc.) that we
felt were important for survey validity and that could be coded
meaningfully and efficiently for a large collection of articles.

We then randomly selected an initial set of 30 survey-based
papers from the journal (with roughly equal representation
across all ten years). One paper was subsequently identified
as non-survey related and dropped from further consideration.
Furthermore, several papers employed more than a single
study, resulting in a total of 32 initial survey studies published
in 29 papers. All three authors individually coded all 32 stud-
ies based on the preliminary coding protocol. Across 62 cod-
ing categories, Fleiss’ extension of Cohen’s kappa to multiple
raters yielded 48 coefficients above .8 (almost perfect agree-
ment), three between .6 and .8 (substantial agreement), and ten
between .4 and .6 (moderate agreement); only one coefficient
was between .2 and .4 (fair agreement).2 All kappa coeffi-
cients indicated significant inter-rater agreement. Coding dis-
crepancies were discussed and resolved, and the coding pro-
tocol was refined slightly to simplify the coding of all remain-
ing studies, which were coded by one of the three authors
(with all three authors coding roughly the same number of
papers).

As noted earlier, a total of 202 papers published in JAMS
were identified as survey-based. While some papers reported
multiple studies, these additional studies were typically either
not relevant (e.g., a paper might report both an experiment and
a survey, but our focus here is solely on surveys) or they used
very similar survey procedures, thus yielding limited incre-
mental information. For simplicity (e.g., to avoid

dependencies introduced by using multiple studies from the
same paper), we therefore treated the paper as the unit of
analysis. If multiple surveys were reported in the same paper,
we used the most representative study. All of our subsequent
analyses and discussion are based on the full set of 202 papers
(including the initial subset of 29).

The vast majority of survey papers (n = 186; 92.1%) pub-
lished in JAMS during this period employed a cross-sectional
approach to survey design and analysis. This result is very
consistent with the 94% figure found by Rindfleisch et al.
(2008). The few papers using longitudinal data collection de-
signs generally included multi-wave analyses of the data.
Because the number of longitudinal studies is small, we do
not further discuss longitudinal design issues here.

We categorized the 202 papers by mode of data collection
and found that mail (44.6%) or electronically-based (30.7%)
surveys were most common. Fewer researchers used phone
(7.4%) or in-person (13.9%) administration techniques, while
a small number (about 2%) used some other type of data
collection (e.g., fax surveys, questionnaires distributed at
churches or meetings).3 For 12.4% of the studies, the mode
employed was not clear. While this mix of data collection
methods appears to be generally appropriate (i.e., different
research questions, respondents, and contexts presumably re-
quire use of different data collection modes), we encourage all
survey researchers to clearly describe how their data were
collected because different data collection modes have dis-
tinct, particular weaknesses (e.g., in-person interviews may
be more susceptible to social desirability biases).

Using logistic regression, we analyzed whether the use of
different data collection modes changed over the 10-year pe-
riod under review. This analysis shows that the use of mail
surveys decreased over time (the linear trend was negative and
significant, χ2(1) = 15.4, p < .0001), but there were no other
significant effects. Although use of electronic surveys has
gone up somewhat, as might be expected, this effect was not
reliable (χ2(1) = 2.3, p = .13). The trend toward increased
academic use of online surveys and decreased use of mail
mirrors a similar shift in mode choice by commercial survey
researchers.4

Below, we more fully report the findings from our review
of survey research. The specific issues investigated are
grouped into two broad categories: issues related to the choice
of the object of measurement and the selection of raters (sur-
vey unit representation) and issues related to the design of the
survey instrument used to obtain construct measures (mea-
surement of constructs). For each of the issues identified, we
provide an overview of relevant considerations and report the

2 A copy of the coding scheme used is available from the first author.

3 Several studies used more than one mode.
4 Traditionally, commercial researchers used phone as their primary collection
mode. Today, 60% of commercial studies are conducted online (CASRO
2015), growing at a rate of roughly 8% per year.
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findings from our review. On the basis of these findings, we
also provide recommendations on how to improve survey
practices and point to papers that utilize good practices.

Issues related to survey unit representation

Survey unit representation deals with the question of whom
the survey describes and who provides the desired data (in
cases where the survey does not involve self-reports). When
the researcher tries to generalize the findings from the partic-
ular units represented in the study to some broader population,
this includes issues related to the definition of the target pop-
ulation, sampling, and non-response bias. However, in typical
academic marketing surveys there is often no obvious target
population to which the researcher wants to generalize the
findings, the sample studied is arbitrary (e.g., chosen based
on ease of access), and it is difficult to talk about selection bias
when the sample is one of convenience (although non-
response will lead to loss of power).

If the goal is to test theoretical hypotheses of interest, as is
usually the case, the most important consideration is to select
measurement objects and a research context in which the hy-
potheses can be meaningfully tested, using sources of data
(both primary and secondary) that yield accurate information
about the units studied. In cases in which the researcher is
interested in making inferences to some underlying popula-
tion, the sampling procedure has to be described in detail, and
the calculation of response rates and the assessment of poten-
tial non-response bias (including the elimination of respon-
dents by the researcher) assume greater importance. These
are the issues discussed in this section.

Choice of measurement object and selection of raters
to provide measurements

The research question will generally determine the object of
measurement. In marketing surveys, the object of measure-
ment is usually either an individual (e.g., consumer, salesper-
son) or a firm (although other units are possible, such as ads).
If individuals serve as the unit of analysis, surveymeasures are
often based on self-report, although it is sometimes desirable
to collect ratings about an individual from observers (e.g., a
salesperson’s job performance is rated by his or her supervi-
sor).When the firm is the unit of analysis, the researcher needs
to take care to select appropriate informants (Phillips 1981). In
some cases this may mean using multiple informants for each
unit of analysis, or relying on different respondents to provide
information for different constructs (depending on who is
most knowledgeable about a construct). At times, no specific
rater is involved and secondary data are used to measure con-
structs of interest (e.g., publicly available secondary data).

Casual observation indicates that consumer researchers
generally pay little attention to selecting appropriate respon-
dents, typically assuming that everyone is a consumer and that
undergraduate students are just as representative as other con-
sumers (but see Wells 1993 for a critique of this position). In
recent years, online surveys based on professional survey
takers who receive minimal pay for completing brief question-
naires have become popular (e.g., Amazon’s Mechanical Turk
[or MTurk] panel). Research shows that MTurk samples are
not necessarily worse than other samples for some purposes
and may in fact be more representative of the general popula-
tion (e.g., compared to participants from subject pools), al-
though MTurk respondents may be less attentive and less
suitable for more complex surveys (e.g., Goodman et al.
2013; Paolacci et al. 2010). In particular, the presence of
Bprofessional^ respondents in online panels is a concern
(Baker et al. 2010; Hillygus et al. 2014). Professional respon-
dents are experienced survey-takers who actively participate
in a large number of surveys, primarily to receive cash or other
incentives offered by the researchers (although the pay is usu-
ally minimal).

In contrast, managerial researchers usually pay much more
attention to describing the population of objects with which
the research is concerned (e.g., firms in certain SIC codes) and
devote considerable care to identifying suitable respondents.
However, it is still necessary to justify why a certain popula-
tion was chosen for study (e.g., why those particular SIC
codes?) and why the sources of information used in the study
(e.g., key informants, secondary financial data) are most ap-
propriate to serve as measures of the underlying constructs
(which are often more complex than constructs investigated
using self-report measures).

For the papers in our review, the unit of analysis was typ-
ically either an individual (52.0%) or a firm (40.1%), with the
balance being something else (e.g., SBUs, teams). Mirroring
this, slightly over half of the studies (54.5%) involved self-
reports, and about half of the studies relied on responses from
key informants (50.0%). A subset of papers (n = 43; 21.3%)
also reported use of additional information sources such as
secondary data. As one might expect, the unit of analysis used
(individual versus other) and the source of reporting (self ver-
sus other) are highly inter-related (Pearson χ2 (1) = 153.4,
p < .001). When key informants were used, the median num-
ber of respondents was 1 (mean = 2.68; max =50), with most
studies relying on one (66.0%) or two (19.2%) informants.

Description of sampling

When the primary aim of the research is to test the veracity of
proposed theoretical effects, the use of a convenience sample
may suffice. However, if the researcher is interested in a par-
ticular target population to which generalizations are to be
made, an explicit sampling frame has to be specified and the
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manner in which the sample was drawn needs to be clearly
and explicitly described. Generalizations to the target popula-
tion require the choice of sample to be justified, and when the
sampling scheme is complex particular care is required be-
cause the analysis has to take into account these complexities
(among other things).

Based on our review of published survey research, we clas-
sified 111 studies (55.0%) as using an explicit sampling frame,
and 86 studies (42.6%) as being based on convenience sam-
ples.5 The use of a convenience sample is significantly asso-
ciated with both the individual unit of analysis (Pearson χ2

(1) = 36.8, p < .001) and self-reporting (Pearson χ2 (1) = 32.6,
p < .001). For those studies employing a frame, 58.6% used
simple random sampling to form their sample and 16.2% used
a more complex sampling scheme (e.g., stratified or clustered
samples). A few studies were based on a census of the sam-
pling frame. In many cases we found the descriptions provid-
ed for the more complex sampling procedures to be confusing
and incomplete. When an explicit sampling frame is used, it
should be described clearly and the choice should be justified
in the context of the research questions. Complex sampling
schemes magnify the need for clarity and transparency in
sampling procedures, as these designs often impact the selec-
tion and specification of analysis techniques.

Calculation of response rate and assessment of potential
non-response bias

Non-response problems can arise at both the overall response
unit and individual measurement item levels (Berinsky 2008).
Unit non-response occurs when a potential observation unit
included in the initial sample (e.g., an individual) is missing
entirely from the final achieved sample (Lohr 1999). Item
non-response occurs when a respondent does not provide data
for all items. While both sources of non-response are impor-
tant, we focus here on unit non-response. (For an overview of
approaches used to deal with missing individual item data, see
Graham 2009).

Groves and Couper (2012) suggest that unit non-response
is affected by two distinct processes: (1) an inability to reach
the potential respondent (i.e., a contact failure) and (2) de-
clined survey participation (i.e., a cooperation failure). The
choice of mode used for survey data collection (e.g., mail,
electronic, phone) can affect the extent to which potential
respondents are both able and willing to participate in a study.
For example, face-to-face surveying techniques are often
compromised by the inability to reach all members of the
sampling frame, and consumers are frequently unwilling to
answer phone calls from unknown third parties. On the other
hand, consumers appear to be both more open and available to

online surveys. Published evidence suggests that non-
response is more the result of respondent refusal than an in-
ability to reach potential respondents (Curtin et al. 2005;
Weisberg 2005).

Two issues arise in connection with the problem of unit
non-response. The first issue is how the incidence of non-
response is calculated. Although different formulas for com-
puting a response rate exist (see The American Association for
Public Opinion Research 2016), in general a response rate
refers to the ratio of the number of completed surveys over
the number of eligible reporting units. Response rates may
differ depending on what is counted as a completed interview
(e.g., returned surveys vs. surveys with complete data) and
how the denominator of eligible reporting units is defined
(e.g., whether only pre-qualified respondents were counted
as eligible reporting units).

Our review of survey-based studies in JAMS shows that
there is considerable variation in how response rates are cal-
culated (making it difficult to compare response rates across
studies). Often, researchers seem to bemotivated tomake their
response rates look as good as possible. The reason for this is
presumably that low response rates are regarded with suspi-
cion by reviewers. Based on this finding, we have two recom-
mendations. On the one hand, we urge researchers to be hon-
est about the effective response rate in their studies. On the
other hand, reviewers should not automatically discount re-
search based on lower response rates, because recent evidence
has shown that the presumed positive relationship between
response rates and survey quality does not always hold (The
American Association for Public Opinion Research 2016). In
fact, low response rates are not necessarily a problem for
theory-testing unless there is reasonable concern that the
responding sample is systematically different from the sample
that did not respond with respect to the hypotheses investigat-
ed in the study. Of course, lower response rates also reduce the
power of statistical tests.

One key aspect that should be discussed by researchers
where relevant is the extent to which any pre-qualification
procedures or preliminary contacts were used to winnow
down the initial sample, prior to survey distribution. When
pre-qualification—particularly participant pre-commitment
to participate in the survey—has been obtained, non-
response to the initial request may in fact be driven by a
systematic difference between the initially targeted sample
and the eventual sample (e.g., due to the sensitive nature of
the issues covered, differences in interest in the topic). In other
words, the higher response rate associated with use of a pre-
qualified sample may actually be a misleading indicator of
lack of bias. In general, researchers should disclose all rele-
vant samples sizes, including the original sample contacted,
the number agreeing to participate, the number receiving the
survey, and the ultimate number of respondents who complet-
ed the survey.

5 Although the two categories are not necessarily mutually exclusive, the
overlap was small (n = 4).
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Keeping in mind the caveat about comparing response rates
across studies (because of the differences in how response rates
are calculated), the average reported response rate in our review
was 37.7% (sd = 21.6), with a median value of 33.3% and with
a small number of studies reportingmuch higher response rates.
Some researchers went to considerable lengths to achieve
higher response rates, including repeated follow-up attempts,
careful design of the survey instrument to minimize completion
costs, and use of multiple response modes.

The second issue related to unit non-response is whether
those individuals completing the survey differ systematically
from those who do not. If a difference exists, it hampers the
researcher’s ability to infer generalizable findings. In market-
ing, the most commonly used assessment of nonresponse bias
involves comparing early versus late respondents, with the
key assumption being that later respondents more nearly
match non-respondents (Armstrong and Overton 1977).
Unfortunately, it is doubtful that this assumption generally
holds (researchers rarely provide a cogent reason to presume
that late respondents might have more in common with non-
respondents than early respondents), and even if it were true it
is often not clear why the variables on which early and late
respondents are compared are relevant. Over time, use of the
Armstrong and Overton test appears to have become some-
what ritualistic, with researchers looking at differences across
readily available variables (e.g., comparison of early versus
late respondents on variables that are more or less irrelevant to
the constructs being studied, testing for differences on vari-
ables that might never be expected to vary over time) rather
than focusing on something more meaningful.

Researchers should consider (1) using analysis alternatives
that are best suited to assessing the nature of non-response in
the specific context of the study, and (2) making use of more
than one assessment technique. For example, researchers
could compare the characteristics of the respondent group
(e.g., demographics) to those of the sampling frame or another
known referent group. More sophisticated modeling ap-
proaches—such as a Heckman selection model—can also be
used to ensure that no significant biases are being introduced
into the study as a result of non-response (e.g., Heckman
1979; Winship and Mare 1992). Finally, some researchers
suggest conducting limited follow-up surveys with non-
respondents using short questionnaires and a different mode
of data collection (e.g., phone contact where initial mail re-
quests have not succeeded) to determine the reason for non-
response (e.g., Groves 2006).

Across all the papers included in our review, roughly half
(n = 99; 49.0%) investigated whether non-respondents dif-
fered from respondents in a significant way.6 The frequency

with which various tests were used to assess potential non-
response bias is reported in Table 1. The most commonly used
test (reported in 62.6% of the papers describing at least one
non-response test) compared early versus late respondents, as
suggested by Armstrong and Overton (1977). Characteristics of
the final sample were compared to those of the sampling frame
in 32.3% of the papers that investigated non-response, while
some other approach (e.g., comparison of responders and non-
responders) was reported in 32.3% of the papers. The majority
of papers (72.7%) systematically investigating non-response
relied on a single test, while 27.3% used two tests. Our quali-
tative impression is that the Armstrong and Overton approach
often does not represent a meaningful assessment of non-
response bias. For example, consider a researcher interested
in studying the determinants of a firm’s market orientation.
Non-response would only be detrimental to the findings of
the study if the results for responders yielded a biased picture
of the determinants of market orientation. However, it is not
clear why a comparison of early and late responders in terms of
firm size (for example) should provide relevant information to
alleviate concerns about non-response bias.

A special case of unit non-response occurs when the re-
searcher decides to eliminate respondents from the final sam-
ple. The increased use of online data collection and the lack of
control over the survey setting in this situation have led to
concerns that respondents may not pay sufficient attention to
the instructions, questions, and response scales (Goodman
et al. 2013). Various techniques have been suggested to iden-
tify careless responders (Meade and Craig 2012), including
the use of so-called instructional manipulation checks
(Oppenheimer et al. 2009), where respondents are asked to
choose a certain response option (i.e., if they choose the wrong
response, they presuably did not pay attention). Because of
concerns about the transparency and reproducibility of re-
search findings, some journals now require detailed informa-
tion about whether data were discarded. In certain situations it
is perfectly legitimate to exclude cases (e.g., if they do not
meet certain screening criteria, such as sufficient background
experience), but it is necessary that researchers provide full
disclosure of and a clear justification for any data screening
(and possibly a statement about what the results would have
been if the respondents had been retained).

Overall, 41.1% of the published studies involved the elim-
ination of at least some respondents. This was done using
screens for relevant knowledge, past experience, and other
study-specific criteria for inclusion (or exclusion). The rea-
sons for eliminating cases were not always clear, however.
Further, in some of the papers cases were eliminated because
of missing data. While this may be necessary in extreme cases
where information for most measures is absent, in general
researchers should try to retain cases where possible by using
more advanced missing data techniques to infer appropriate
values (e.g., see Graham 2009).

6 This is close to the number of studies in which an explicit sampling frame
was employed, which makes sense (i.e., one would not expect a check for non-
response bias when a convenience sample is used).
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Recommendations concerning survey unit representation
issues

In the most general sense, consumer researchers should proba-
bly concern themselves more with choosing appropriate respon-
dents for their research and de-emphasize ease of access and
minimal costs as selection criteria.While managerial researchers
tend to follow the traditional survey research script of defining a
sampling frame, drawing a sample from the frame, calculating
response rates, and investigating non-response bias, this practice
becomes a mere ritual when there is no inherent interest in the
target population to begin with. There are advantages to having
relatively homogenous samples that exhibit sufficient variation
on the study constructs (e.g., choosing firms from certain SIC
codes), but a pre-occupation with coverage, sampling, and non-
response error is only meaningful when generalizability to a
specific target population is of interest. It seems more important
to discuss why certain objects of measurement and contexts are
appropriate for the study and why certain respondents (or, more
generally, certain sources of data) are suitable for particular mea-
surements (for good examples, see Arnold et al. 2011; Hughes

et al. 2013). Even when generalizability is not of primary con-
cern, the manner in which the sample was drawn has to be
described clearly, because this has implications for how the data
need to be analyzed (see Bell et al. 2010, and De Jong et al.
2006, for good examples). In addition, researchers should report
response rates accurately (e.g., see Hughes et al. 2013; Stock and
Zacharias 2011) and reviewers should not equate a low response
rate with low survey validity. Finally, if non-response bias is a
concern, meaningful tests of selection bias should be reported
(not simply a tokenArmstrong andOverton comparison of early
versus late respondents on irrelevant variables). A summary of
our recommendationswith regard to the representation of survey
units is contained in Table 2.

Issues related to the measurement of constructs

Measurement error is intimately related to the design of the
measurement instrument used in the survey (although mea-
surement error can also be due either to the respondent and/
or how the respondent interacts with the measurement

Table 1 Frequency of use:
non-response assessment Test Papers using Proportion using

Armstrong and Overton (early versus late) 62 62.6%

Sample versus sampling frame 32 32.3%

Other techniques 32 32.3%

Armstrong and Overton

• Alone 39 39.4%

• With another test 23 23.2%

(1) The proportions in the final column are calculated only for the 99 papers that reported some type of non-
response assessment

(2) Some papers report use of multiple techniques

Table 2 Major recommendations: survey unit representation

Issue Recommendations

Choice of measurement object and
selection of raters

• Describe and justify the object of measurement (this is particulalry important when the unit of analysis is not
the individual, but it is relevant even when, say, consumers are studied).

•Determine themost appropriate rater for the chosen object ofmeasurement (this is particularly important when
the unit of analysis is the firm, but even when the unit of analsis is the individual, self-reports may not
necessarily be best).

Description of sampling • Explicate and justify an explicit sampling frame when the research aims to generalize to a specific target
population.

• Describe fully the process used to sample from the frame.

Response rate • Fully disclose all relevant sample sizes on the basis of which the response rate is calculated (i.e., what is
counted as a completed survey and what is counted as an eligible reporting unit).

• Responding elements that are subsequently eliminated from the final sample should be noted and explained.
• Reviewers should refrain from rejecting studies simply because the response rate is low. Low response rates

do not necessarily imply nonrepresentative samples.

Assessment of potential non-response
bias

• Avoid ritualistic assessments of non-response bias that are uninformative (e.g., an Armstong and Overton
comparison based on questionable variables). If selection bias is a concern, compare respondents to the
sampling frame or non-respondents on relevant variables that may distort the hypotheses tested.

• More than one formal test of non-response should be used whenever possible.
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instrument), and the design of the measurement instrument is
under the direct control of the researcher. Measurement error,
which refers to a difference between the observed response
and the Btrue^ response, can be systematic or random
(Nunnally 1978), but systematic error is thought to be a par-
ticularly serious problem. In contrast to random error, which
affects the reliability of measurement, systematic error biases
measurements non-randomly and thus introduces systematic
distortions. While random errors can be effectively controlled
through the use of multiple items to measure each theoretical
construct of interest, systematic errors are potentially more
serious, yet also more difficult to deal with and generally more
poorly handled. Researchers often assume that respondents’
answers are only determined by substantive considerations
related to the construct of interest (and possibly small random
influences); in fact, observed responses are frequently affected
by other factors that can introduce systematic errors (such as
response styles; see Baumgartner and Steenkamp 2001).

The literature on the psychology of survey response is vast.
Entire books have been written on how to design survey in-
struments, including formulating questions that are readily
understood by respondents, using appropriate response scales,
and arranging the questions in a questionnaire so that unde-
sired order effects are avoided (e.g., Groves et al. 2004;
Schuman and Presser 1981; Sudman et al. 1996; Tourangeau
et al. 2000). It is impossible to do justice to these issues within
the confines of this article. Instead, we focus on four issues
that have been identified as important determinants of survey
validity and that we can address empirically using the data
from our review of recent survey studies in JAMS. These are
(1) the use of pretests to ensure that high quality survey in-
struments are used, (2) the use of multi-item scales with strong
psychometric properties to control measure unreliability, (3)
the use of research design elements that a priori help to reduce
common method bias, and (4) the use of statistical techniques
to account post hoc for common method bias.

In making a distinction between these last two topics, we
draw on Podsakoff et al. (2012), who distinguish between a
priori and post hoc strategies for dealing with common meth-
od variance (CMV), suggesting that both are important con-
siderations for survey design and analysis. Our emphasis on
CMV reflects the recognition (particularly in the managerial
literature) that systematic non-substantive influences on ob-
served responses caused by the method of measurement and
the resulting distortion of relationships between variables of
interest are among the most serious threats to the validity of
empirical findings (Bagozzi and Yi 1990). While the extent of
method variance varies widely by study, it can be substantial. In
summarizing results from a number of published studies,
Podsakoff et al. (2003) note that the relationships betweenmea-
sures tend to be overstated when common method variance is
not accounted for (and thus contributes erroneously to the
shared variance between constructs). Other studies have

determined that CMV accounts for as much as a third of total
variance across study contexts (e.g., Cote and Buckley 1987;
Doty and Glick 1998; Lance et al. 2010; Ostroff et al. 2002). In
fact, Cote and Buckley found the degree of method variance to
exceed the amount of trait variance in some survey-based con-
texts.7 For these reasons, we focus our discussion particularly
on the issue of common method bias because our empirical
review suggests that survey researchers continue to struggle
with assessing and addressing this potentially serious problem.

Pretests

In order to answer questions accurately, respondents have to
understand the literal meaning of a question, but in addition
they will usually also make inferences about the implied mean-
ing of a question, based on various cues available in the survey
or the survey setting (Schwarz et al. 1998). Several authors
have suggested lists of common comprehension problems due
to poorly formulated items, including Tourangeau et al. (2000),
Graesser et al. (2000, 2006), and Lenzner and colleagues (e.g.,
Lenzner 2012; Lenzner et al. 2011; Lenzner et al. 2010).
Although there is a good deal of advice available to researchers
on how to properly formulate questions and, more generally,
construct questionnaires, it is frequently difficult even for ex-
perts to anticipate all the potential difficulties that may arise
during the administration of the survey. It is therefore crucial
that surveys be pretested thoroughly before they are launched.
Although a variety of pretest methods are available (e.g., infor-
mal pretests with small samples of respondents, cognitive in-
terviews, expert panels), researchers frequently fail to pretest
their questionnaires sufficiently. When researchers cannot use
established scales and have to develop their own, pretesting is
particularly critical for developing sound measures.

In our review of survey papers published in JAMS over the
past decade, we observe that 58.4% (n = 118) reported some
level of pretest activity. In many cases the pretests were qual-
itative interviews (e.g., experts or potential survey takers were
asked to comment on the survey instrument) or small-scale
quantitative studies, providing initial feedback to the re-
searchers on the quality of the survey design (and possibly
the tenability of the hypotheses). This appears to be a healthy
level of pretest activity (given the use of established measures
and scales by many researchers). However, we encourage all
researchers to consider using pretests prior to running their
main studies. For papers focused on scale development,
representing 5% (n = 10) of our review set, and papers in
which non-validated measurement scales are used for some
constructs, pretesting is essential.

7 It is interesting to note that Cote and Buckley examined the extent of CMV
present in papers published across a variety of disciplines, and found that
CMV was lowest for marketing (16%) and highest for the field of education
(> 30%). This does not mean, however, that marketers do a consistently good
job of accounting for CMV.
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Multi-item scales

In some special circumstances a single measure may validly
capture a construct without too much random noise. For ex-
ample, Rossiter (2002) argues that when both the object of
measurement (e.g., a specific brand) and the attribute being
measured (e.g., liking for a brand) are Bconcrete,^ single items
are sufficient (see also Bergkvist and Rossiter 2007). Most
marketing constructs of theoretical interest are not concrete
in this sense, so multiple items are needed to ensure adequate
content validity, construct reliability, and convergent validity
(Hinkin 1995; Nunnally 1978).8

Virtually all of the survey papers reviewed (97.5%) used
multiple measurement items to operationalize at least some of
the focal (i.e., non-control variable) constructs. In fact, the
percentage of focal constructs measured using multiple items
was typically over 90% (mean = 91.6%; median = 100%).
Thus, in general researchers appear to be taking appropriate
care in operationalizing their key constructs with multiple
measures.

In line with this extensive use of multi-itemmeasures, most
papers (96%) reported at least some degree of measurement
analysis, most typically using SEM techniques. Confirmatory
factor analysis results were reported for 86.6% of the studies,
and exploratory factor analysis results for 22.8%. (For papers
not focused on scale development, use of both CFA and EFA
is likely unnecessary. In general, use of CFA is preferred.)

It is important to distinguish between reflective and forma-
tive measures (or indicators) of constructs (e.g.,
Diamantopoulos et al. 2008; Hulland 1999; MacKenzie
et al. 2005). For reflective indicators, the observed measures
are seen as manifestations of the underlying construct; the
direction of causality runs from the construct to the indicators.
In contrast, for formative indicators the observed measures are
defining characteristics of the construct; the direction of cau-
sality goes from the indicators to the construct. Jarvis et al.
(2003) showed that indicators are frequently misspecified (in
particular, researchers routinely specify indicators as reflective
when they should be treated as formative), which has various
undesirable consequences (e.g., estimates of structural rela-
tionships will be biased). For the present purposes, it is impor-
tant to note that assessing the quality of construct measure-
ment differs substantially between reflective and formative
measurement models (see MacKenzie et al. 2011 for an
extensive discussion). The usual guidelines for ascertaining
reliability and convergent validity (discussed below) apply
only to reflective constructs; different criteria have to be ful-
filled for formative constructs (because the measurement
models are entirely different in their flow of causality). We

were not able to explicitly code whether indicators were cor-
rectly specified as reflective or formative, and thus cannot be
sure that the appropriate measurement model was used in a
given study.9 However, since most of the studies likely used
indicators that were reflective, the subsequent discussion fo-
cuses on the use of reflective measures.

When researchers conduct a measurement analysis, they
typically look at individual item reliability or convergent va-
lidity (factor loadings), construct-level reliability or conver-
gent validity, and discriminant validity (Baumgartner and
Weijters 2017; Hulland 1999). For item reliabilities, a rule of
thumb often employed is to accept items with standardized
loadings of 0.7 or larger, which implies that there is more
shared variance between the construct and its measure than
error variance (e.g., Carmines and Zeller 1979). In practice,
researchers may accept some items with loadings below this
threshold (especially if the item in question represents an im-
portant facet of the construct), but items with loadings below
0.5 should be avoided (Hulland 1999; Nunnally 1978). A
summary measure of individual item reliability is provided
by average variance extracted (AVE), which represents the
average individual item reliability across all measures of a
given construct (Fornell and Larcker 1981).

Construct-level reliability or convergent validity is usually
assessed using two different measures: Cronbach’s coefficient
alpha and composite reliability. Both estimate the squared
correlation between a construct and an unweighted sum or
average of its measures, but the latter is a generalization of
coefficient alpha because it does not assume equal loadings
across items. For both statistics, a common rule of thumb is
that values of 0.7 or higher should be obtained.

The traditional psychometric complement to convergent va-
lidity is discriminant validity, representing the extent to which
measures of a given construct differ from measures of other
constructs in the same model. One test of discriminant validity
is whether the correlation between two constructs is less than
unity. The preferred way to conduct this test is to check whether
the confidence interval around the disattenuated construct cor-
relation does not include one. With sufficiently large samples,
this is not a stringent test because even rather high correlations
will have a confidence interval excluding one. Another test of
discriminant validity, suggested by Fornell and Larcker (1981),
requires that for any two constructs, X and Y, the average var-
iance extracted (AVE) for both X and Y should be larger than
the shared variance (squared correlation) between X and Y. The
test can be conducted using standard output from a confirma-
tory factor analysis.

A majority of the studies we reviewed reported individual
item reliabilities or factor loadings (68.8%), coefficient alpha

8 In practice, these items need to be conceptually related yet empirically dis-
tinct from one another. Using minor variations of the same basic item just to
have multiple items does not result in the advantages described here.

9 In general, the use of PLS (which is usually employed when the measure-
ment model is formative or mixed) was uncommon in our review, so it appears
that most studies focused on using reflective measures.
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(61.9%), composite reliability (60.9%), AVE (70.3%), and a
test of discriminant validity (78.2%).10 Overall, marketing
survey researchers appear to appropriately understand and ap-
ply sound measurement design and analysis approaches, in-
cluding regular use of multi-item scales.

A priori methods for dealing with CMV

CMV is affected by survey measurement procedures, choice
of respondents, and survey context (Rindfleisch et al. 2008).
As Podsakoff et al. (2003, p. 881) note, Bsome sources of
common method biases result from the fact that the predictor
and criterion variables are obtained from the same source or
rater, whereas others are produced by the measurement items
themselves, the context of the items within the measurement
instrument, and/or the context in which the measures are
obtained.^ Because the study context is inextricably connect-
ed to the research question addressed by the survey, it is often
difficult to Bdesign out^ contextual influences (aside from
measuring different constructs at different points in time, as
in panel studies). In contrast, choice of survey respondents and
design of the survey instrument are under the control of the
researcher and can have a substantial impact on CMV. The
most important respondent strategy is using different respon-
dents (data sources) for different constructs (which also in-
cludes using objective data for the dependent variable or val-
idating subjective dependent variables with objective mea-
sures). Questionnaire strategies include using cover stories
that conceal the true purpose of the study, employing different
response scales for different items, and arranging items ran-
domly. Taking these steps prior to the administration of a
survey can help to limit the potential for common method
bias.

Single respondent and single source biases Traditionally,
most surveys in marketing have been cross-sectional in nature,
completed by a single respondent at a specific point in time.
Jap and Anderson (2004) suggest that this type of research
may be especially prone to common method bias. CMV is
particularly likely if responses for all constructs are collected
from a single respondent, which is often the case. Podsakoff
et al. (2003) provide an extensive list of respondent-specific
sources of method effects that could potentially induce bias,
including need to maintain consistency, social desirability, ac-
quiescence, and mood state. By collecting responses from
multiple participants, survey researchers can eliminate (or at
least attenuate) these systematic, person-specific effects.

Similarly, use of a single information source to obtain mea-
sures for all constructs of interest gives rise to potential mea-
surement context effects. The most common remedy sug-
gested for this problem is the use of two (or more) separate
data sources.11 For example, the researcher might use a cross-
sectional survey to measure the predictor variables and use
secondary data sources (e.g., archival data) for the outcome
measures (Summers 2001; Zinkhan 2006).

Questionnaire/instrument biases If the predictor and criteri-
on variables are measured at the same point in time using the
same instrument (e.g., questionnaire), with the items located
in close proximity to one another and sharing the same re-
sponse scale (e.g., a 7-point Likert scale), then systematic
covariation that is not due to substantive reasons is quite like-
ly. This practice should be avoided where possible, since it
provides a plausible alternative explanation for any significant
findings of relationships between constructs.

Where alternative data sources are not available, collection
of the predictor and outcome measures can be separated tem-
porally (or at least by physical separation within the question-
naire), by using different response scales, and/or by otherwise
altering the circumstances or conditions under which the de-
pendent and independent sets of measures are collected.

Empirical findings Our review of papers published in JAMS
shows that a minority of researchers employed multiple data
sources (34.2%); examples include ratings provided by mul-
tiple informants for the same variables, the use of self-reports
and secondary data for different constructs, and validation of
subjective measures with objective data. As discussed earlier,
most variables are based on self or key informant reports
(54.5% and 50.0%, respectively), and the use of secondary
data (15.8%) or data from other sources (6.4%, e.g., objective
performance data) is relatively uncommon. Overall, most re-
searchers relied heavily on single-source primary data from
respondents. As might be expected, relatively few studies
used separate sources of information for dependent versus
independent measures (23.8%), and comparisons of objective
versus subjective measures of the same construct were espe-
cially rare (4.5%). Subjective and objective measures of con-
structs (e.g., firm performance) are often assumed to be equal-
ly valid, but this assumption of equivalence usually goes un-
tested by the researcher. As Wall et al. (2004) observe, the
correlations between subjective and objective performance
measures are often not particularly strong. Thus, it is impor-
tant for researchers to collect—where possible, and

10 Most of the studies discussing discriminant validity used the approach pro-
posed by Fornell and Larcker (1981). A recent paper by Voorhees et al. (2016)
suggests use of two approaches to determining discriminant validity: (1) the
Fornell and Larcker test and (2) a new approach proposed by Henseler et al.
(2015).

11 This solution is not a universal panacea. For example, Kammeyer-Mueller
et al. (2010) show using simulated data that under some conditions using
distinct data sources can distort estimation. Their point, however, is that the
researcher must think carefully about this issue and resist using easy one-size-
fits-all solutions.
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particularly for certain dependent constructs—both subjective
and objective measures (e.g., if a researcher is interested in a
firm’s objective performance and if subjective measures are
known to be of questionable validity, then an effort should be
made to collect actual performance data, even if this is
difficult).

Some researchers described procedural remedies to counter
common method bias, such as using different response scales
for different constructs or randomizing items or constructs in
the questionnaire. However, such safeguards were mentioned
infrequently and it is difficult to judge how common they are
in practice, as well as how effective they are in eliminating
CMV.

Post hoc methods for dealing with CMV

Thus far, we have discussed approaches to controlling CMV
through the design of the survey (both the questionnaire and the
procedures used for data collection) and choice of respondent.
However, such remedies may not always be feasible, and even
when they are used their impact may not be sufficient. In such
cases, researchers must turn to statistical techniques in order to
control CMV (e.g., Richardson et al. 2009; Schaller et al. 2015;
Simmering et al. 2015). Various methods for diagnosing and
remedying CMV have been proposed, including (1) Harman’s
single factor test, (2) partial correlation procedures controlling
for CMV at the scale level, (3) use of a directly measured or
single unmeasured (latent) method factor to account for CMV
at the item level, and (4) use of multiple method factors to
correct for CMV (Podsakoff et al. 2003).12 Each of these ap-
proaches is discussed more fully below, as all are used (to
varying degrees) by marketing survey researchers.13

Harman’s single-factor test Survey researchers continue to
use Harman’s test (either on its own or in conjunction with
other techniques) to assess whether or not CMV may be a
problem. To use the technique, the researcher loads all study
variables into an exploratory factor analysis and assesses the
number of factors in the unrotated solution necessary to ac-
count for most of the variance in the items. The assumption is
that if there is substantial CMV present, either a single factor
will emerge, or one general factor will account for most of the
variance. Variations of this test, which assess the fit of a one-
factor model based on a confirmatory factor analysis, have
also been proposed.

It is ironic that researchers employing the Harman test often
cite Podsakoff et al. (2003) as support for its use. In fact,
Podsakoff et al. (2003, p. 889) explicitly state the opposite:
BDespite the fact that this procedure is widely used, we do not
believe that it is a useful remedy to deal with the problem^ of
CMV (emphasis added). For a variety of reasons, it is inap-
propriate to use the Harman one-factor test to determine the
extent of CMV bias (see the Appendix for a more extensive
discussion of this issue), particularly when it is the sole report-
ed assessment of CMV.

Partial correlation procedures Over the past decade and a
half, it has become increasingly common for survey re-
searchers both in marketing and in other disciplines to use a
measure of an assumed source of method variance as a covar-
iate. Three variations on this technique exist. Some re-
searchers include a particular assumed source of method var-
iance (e.g., social desirability, an individual’s general affective
state) as a covariate. Other researchers employ Bmarker^ var-
iables (i.e., variables expected to be theoretically unrelated to
at least one of the focal variables in the study) to control for
method variance (Lindell and Whitney 2001; Williams et al.
2010). The assumption is that if there is no theoretical reason
to expect a correlation between the marker variable and a
substantive construct, any correlation that does exist reflects
method variance. A third approach used by researchers is to
estimate a general factor score by conducting an exploratory
factor analysis of all the variables in a study in order to calcu-
late a scale score for the first (unrotated) factor (as in the
Harman test), and then partial out this effect by using the
general factor score as a covariate.

Although all of these techniques are easy to implement, they
are based on assumptions that do not hold for many survey
studies. First, the effectiveness of either an individual difference
variable (e.g., social desirability) or a marker variable will de-
pend on howwell the chosen variable actually captures CMVin
the study (if at all). Second, the general factor score approach
assumes that the effect (and only the effect) of CMV can be
completely partialled out; in practice, however, this general
factor will include both CMVand variance that results from a
true, underlying relationship between the constructs, meaning
that method and trait variances are once again confounded
(Kemery and Dunlap 1986; Podsakoff and Organ 1986).
Thus, the use of these partial correlation approaches to account
for CMVeffects is often not entirely satisfactory.

Use of a directly measured or single unmeasured method
factor to account for method variance at the item level
These approaches control for method variance at the item
level by modeling individual items as loading both on their
own theoretical construct and on a single directly measured or
unobserved latent method factor. By doing so, these ap-
proaches (1) explicitly account for the measurement error in

12 Podsakoff et al. (2003) also mention two other techniques—the correlated
uniqueness model and the direct product model—but do not recommend their
use. Only very limited use of either technique has been made in marketing, so
we do not discuss them further in this paper.
13 These techniques are described more extensively in Podsakoff et al. (2003),
and contrasted to one another. Figure 1 (p. 898) and Table 4 (p. 891) in their
paper are particularly helpful in understanding the differences across
approaches.
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individual measurement items, (2) allow the method effect to
influence the individual measures rather than the underlying
constructs of interest, and (3) permit the influence of CMV to
vary by measure (rather than assuming that all constructs/
measures are affected equally). Researchers using either of
these approaches usually estimate two models (one with and
the other without the method factor included), and then com-
pare the fit of the two models (i.e., whether the model con-
taining method effects yields a better fit). Furthermore, even if
method variance is present, if the substantive conclusions de-
rived from the two models are roughly the same, method
variance is said to be unimportant.

For the model with a directly measured latent method factor,
the researcher must first identify a method factor that is theoret-
ically expected to influence many of the measurement items in a
model (e.g., social desirability or acquiescent response style) and
to then directly collect multiple measures for this method factor
that can be included in the analysis. The extent to which this
approachwill be successful clearly depends on the proper choice
of a method construct. When the choice of such a construct is
not obvious, researchers sometimes use the unmeasured latent
method factor approach. The problems with this technique are
similar to those discussed in the context of the Harman test (i.e.,
it is likely that the unmeasured latent method factor confounds
substantive and method variance). However, the approach may
be useful under certain circumstances (Weijters et al. 2013). For
example, if a scale contains both regular and reversed items, a
method factor can be defined which has positive loadings for the
regular items and negative loadings for the reversed items (after
reversed items have been recoded to ensure a consistent coding
direction for all items). If a respondent provides similar answers
to both regular and reversed items (thus ignoring the items’
keying direction), it is unlikely that his or her response behavior
reflects substantive considerations.

Use of multiple method factors to control CMV This last
approach represents an extension of the previous approach in
two ways: (1) two or more method factors are included in the

model, and (2) each of the method factors can be hypothesized
to affect only a subset of the measures (rather than all of them).
This approach is preferred to the extent that more specific sets
of method influences can be theoretically anticipated by the
researcher. At the same time, this technique creates a more
complex model, which can increase sample size demands
and lead to estimation problems. Various researchers have
recommended use of this approach where feasible (e.g.,
Bagozzi and Yi 1990; Cote and Buckley 1987; Podsakoff
et al. 2003).

Empirical findings A slight minority of the studies we
reviewed (92 papers; 45.5%) made some attempt to assess
potential systematic bias using one or more of the techniques
described above. The number of papers using each of these
approaches is reported in Table 3. The most common tech-
nique used by researchers—in more than half (56.5%) of the
papers examining response bias—was the Harman test, an
approach rejected by Podsakoff et al. (2003) and strongly
discouraged in this paper. Further (as shown at the bottom of
Table 3), in roughly 20% of the papers examining potential
response bias, only the Harman test was used. As for the other
techniques, about a third (33.7%) of the published papers de-
scribed tests using a marker variable, and 28.3% used an im-
plicit item factor approach. Use of a scale directly measuring a
hypothesized source of method bias (e.g. social desirability;
6.5%), use of a general factor scale (9.8%), and use of other
techniques (4.1%) were much less frequent.

Recommendations concerning measurement issues

A summary of our recommendations with regard to measure-
ment is provided in Table 4. As noted above, our review sug-
gests that survey researchers in marketing already understand
and apply soundmeasurement design and analysis approaches
in their studies. Thus, we do not offer recommendations in this
area (nor do we note any Bbest practice^ examples).

Table 3 Frequency of use:
systematic bias assessment
techniques

Technique Papers using Proportion using

Harman one-factor test 52 56.5%

Correction at the construct level using a direct measure of
the hypothesized method bias

6 6.5%

Correction at the construct level using a marker variable 31 33.7%

Correction at the construct level using a general method factor 9 9.8%

Correction at the item level using a general method factor 26 28.3%

Other techniques 7 7.6%

Only Harman test used 18 19.6%

(1) The proportions in the last column are calculated only for the 92 papers that reported some type of CMV
assessment

(2) Some papers report use of multiple techniques
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While a small majority of the studies we reviewed included
pretests in the form of qualitative interviews or small-scale
quantitative studies, we recommend that all researchers
should use pretests prior to running their main studies (for
good examples, see Grégoire and Fisher 2008; Song et al.
2007). For studies focused on scale development, as well as
those using non-validated measurement scales for some of the
studied constructs, pretesting is essential.

Most of the reviewed studies used single-source data, and
even when the firm was the unit of analysis and respondents
had to report on complex firm-level attributes, single infor-
mants were frequently used. The use of multiple data sources,
different sources for the independent and dependent variables,
and the validation of subjective data with objective evidence is
uncommon (for exceptions see Ahearne et al. 2013; Baker
et al. 2014; Wei et al. 2014). As a result, opportunities to
ensure construct validity through the process of triangulation
are lost. Most researchers take some procedural a priori steps
to avoid common method bias (e.g., by using different re-
sponse scales for different constructs), but this is often not
sufficient. By dealing more effectively with these issues, re-
searchers can Bbuild in^ a priori remedies to commonmethods
bias concerns (Podsakoff et al. 2012).

Following the approach used by Podsakoff et al. (2003,
2012), our review of post hoc attempts to deal with CMV
distinguishes between approaches in which (1) there is explicit
versus implicit control of systematic error (depending on
whether or not the source of the bias can be identified and
directly measured), (2) the correction occurs at the scale level
or individual item level, and (3) a single source of systematic
error or multiple sources are specified (e.g., one or more meth-
od factors). For implicit control and correction at the individ-
ual item level, either a method factor or correlated unique-
nesses can be specified, and for explicit control, measurement
error in the method factor may or may not be taken into

account. If a researcher believes that the survey might be sus-
ceptible to particular response biases, the source of the bias
should be measured directly. Controlling systematic errors
implicitly is often dangerous and should only be done under
special circumstances (e.g., when reversed items are avail-
able). In general, it is preferable to control for systematic error
at the individual item level, and if necessary researchers
should consider multiple error sources. Method factors are
usually preferable to correlated uniquenesses, and measure-
ment error in the method factor can be ignored if reliability
is adequate.

The Harman technique has been shown to be a severely
flawed method that should not be used, yet it continues to be
cited by many researchers as evidence of minimal common
method bias. Some of the other techniques that are sometimes
used by survey researchers (i.e., those in which a method
factor is inferred from the substantive items) are not much
better, unless substantive variance can be clearly distinguished
from method variance (e.g., if the researcher uses both
regularly-worded and reverse-worded items, this can be done
reasonably well). Baumgartner and Weijters (2017) recom-
mend using dedicated items to measure method variance,
but researchers often resist doing so because it increases the
length of the questionnaire.

Conclusion

Surveys continue to be an important contributor to marketing
knowledge, representing an indispensable source of data, par-
ticularly in the managerial marketing area. Similar to other
research tools, surveys have distinct strengths, but they must
be carefully designed and their data must be appropriately
analyzed in order to avoid arriving at invalid conclusions. In
this paper we reviewed all survey-based studies reported in

Table 4 Major recommendations: measurement

Issue Recommendations

Pretests • Pretest the survey instrument prior to running all main studies.
• For studies focused on scale development and those using non-validated measurement scales for

some constructs, pretesting is essential.

Dealing with CMV – a priori methods • Where possible, use more than a single source of information, whether this involves multiple
respondents and/or multiple data sources (e.g., secondary data).

• Measures of dependent and independent constructs should be separated from one another, either
physically within the questionnaire or temporally.

• Both subjective and objective measures of focal constructs (particularly for dependent constructs) should
be collected and used whenever possible.

Dealing with CMV – post hoc methods • Do not use the Harman one-factor test.
• Measure the source of the bias directly, if possible (e.g., social desirability).
• Control for CMVat the individual-item level.
• Use implicit control of systematic error (based on a method factor that is inferred from the substantive

items themselves) only in special circumstances (e.g., when reversed items are available).
• Make use of multiple potential sources of systematic error whenever possible, to allow for triangulation.
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JAMS between 2006 and 2015, and considered two broad sets
of issues emerging from our review, with the goal of providing
actionable recommendations on how to improve survey prac-
tices in marketing.

Overall, marketers have done a good job of adopting best
practices in many areas of survey design and administration.
For example, our review suggests that researchers generally
are proficient in dealing with measurement issues by using
multiple items to operationalize constructs, and clearly report
on the reliability and validity of those measures. In other areas,
there is some room for improvement. For example, re-
searchers should take care to more clearly specify their re-
search objective and to then link this to the choice of the object
of measurement and the selection of raters to supply the re-
quired information.

A third and final set of issues needs considerably more
attention in future work. First, in managing non-response, re-
searchers should take greater care in reporting how their re-
sponse rates are determined, clarifying all steps taken (e.g.,
some respondents dropped) to arrive at the final, reported
response rate. Second, they need to consider conducting more
than a single test of non-response and place less reliance solely
and automatically on the approach recommended by
Armstrong and Overton (1977). Third, researchers need to
do a much better job of dealing with common method vari-
ance, both in designing their survey instruments and in ac-
counting analytically for any systematic bias. In particular,
use of the widely applied Harman one factor test should be
discontinued. Our review of published papers points to this
(i.e., poor treatment of commonmethod variance) as the single
weakest aspect of contemporary survey work in marketing.

Survey research methodology is widely used in marketing,
and it is important for both the field and individual researchers
to follow stringent guidelines to ensure that meaningful and
valid insights are attained. In this paper, we have reviewed
best practices, assessed how well marketing researchers are
applying these practices, pointed to papers that do a good
job of dealing with specific survey methodology issues, and
provided two sets of recommendations for the further im-
provement of academic survey research.
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Appendix

Putting the Harman test to rest

Amoment’s reflection will convince most researchers that the
following two assumptions about method variance are entirely
unrealistic: (1) most of the variation in ratings made in re-
sponse to items meant to measure substantive constructs is

due to method variance, and (2) a single source of method
variance is responsible for all of the non-substantive variation
in ratings. No empirical evidence exists to support these as-
sumptions. Yet when it comes to testing for the presence of
unwanted method variance in data, many researchers suspend
disbelief and subscribe to these implausible assumptions. The
reason, presumably, is that doing so conveniently satisfies two
desiderata. First, testing for method variance has become a
sine qua non in certain areas of research (e.g., managerial
studies), so it is essential that the research contain some evi-
dence that method variance was evaluated. Second, basing a
test of method variance on procedures that are strongly biased
against detecting method variance essentially guarantees that
no evidence of method variance will ever be found in the data.

Although various procedures have been proposed to exam-
ine method variance, the most popular is the so-called Harman
one-factor test, which makes both of the foregoing assump-
tions.14 While the logic underlying the Harman test is convo-
luted, it seems to go as follows: If a single factor can account
for the correlation among a set of measures, then this is prima
facie evidence of common method variance. In contrast, if
multiple factors are necessary to account for the correlations,
then the data are free of common method variance. Why one
factor indicates common method variance and not substantive
variance (e.g., several substantive factors that lack discrimi-
nant validity), and why several factors indicate multiple sub-
stantive factors and not multiple sources of method variance
remains unexplained. Although it is true that Bif a substantial
amount of common method variance is present, either (a) a

14 It is unclear why the procedure is called the Harman test, because Harman
never proposed the test and it is unlikely that he would be pleased to have his
name associated with it. Greene and Organ (1973) are sometimes cited as an
early application of the Harman test (they specifically mention BHarman’s test
of the single-factor model,^ p. 99), but they in turn refer to an article by Brewer
et al. (1970), in which Harman’s one-factor test is mentioned. Brewer et al.
(1970) argued that before testing the partial correlation between two variables
controlling for a third variable, researchers should test whether a single-factor
model can account for the correlations between the three variables, and they
mentioned that one can use Ba simple algebraic solution for extraction of a
single factor (Harman 1960: 122).^ If measurement error is present, three
measures of the same underlying factor will not be perfectly correlated, and
if a single-factor model is consistent with the data, there is no need to consider
a multi-factor model (which is implied by the use of partial correlations). It is
clear that the article by Brewer et al. does not say anything about systematic
method variance, and although Greene and Organ talk about an Bartifact due to
measurement error^ (p. 99), they do not specifically mention systematic mea-
surement error. Schriesheim (1979), another early application of Harman’s
test, describes a factor analysis of 14 variables, citing Harman as a general
factor-analytic reference, and concludes, Bno general factor was apparent, sug-
gesting a lack of substantial method variance to confound the interpretation of
results^ (p. 350). It appears that Schriesheim was the first to conflate Harman
and testing for common method variance, although Harman was only cited as
background for deciding how many factors to extract. Several years later,
Podsakoff and Organ (1986) described Harman’s one-factor test as a post-
hoc method to check for the presence of common method variance (pp.
536–537), although they also mention Bsome problems inherent in its use^
(p. 536). In sum, it appears that starting with Schriesheim, the one-factor test
was interpreted as a check for the presence of common method variance,
although labeling the test Harman’s one-factor test seems entirely unjustified.
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single factor will emerge from the factor analysis, or (b) one
‘general’ factor will account for the majority of the covariance
in the independent and criterion variables^ (Podsakoff and
Organ 1986, p. 536), it is a logical fallacy (i.e., affirming the
consequent) to argue that the existence of a single common
factor (necessarily) implicates common method variance.

Apart from the inherent flaws of the test, several authors
have pointed out various other difficulties associated with the
Harman test (e.g., see Podsakoff et al. 2003). For example, it is
not clear howmuch of the total variance a general factor has to
account for before one can conclude that method variance is a
problem. Furthermore, the likelihood that a general factor will
account for a large portion of the variance decreases as the
number of variables analyzed increases. Finally, the test only
diagnoses potential problems with method variance but does
not correct for them (e.g., Podsakoff and Organ 1986;
Podsakoff et al. 2003). More sophisticated versions of the test
have been proposed, which correct some of these shortcoming
(e.g., if a confirmatory factor analysis is used, explicit tests of
the tenability of a one-factor model are available), but the
faulty logic of the test cannot be remedied.

In fact, the most misleading application of the Harman test
occurs when the variance accounted for by a general factor is
partialled from the observed variables. Since it is likely that
the general factor contains not only method variance but also
substantive variance, this means that partialling will not only
remove common method variance but also substantive vari-
ance. Although researchers will most often argue that com-
mon method variance is not a problem since partialling a gen-
eral factor does not materially affect the results, this conclu-
sion is also misleading, because the test is usually conducted
in such a way that the desired result is favored. For example, in
most cases all loadings on the method factor are restricted to
be equal, which makes the questionable assumption that the
presumed method factor influences all observed variables
equally, even though this assumption is not imposed for the
trait loadings.

In summary, the Harman test is entirely non-diagnostic
about the presence of common method variance in data.
Researchers should stop going through the motions of
conducting a Harman test and pretending that they are
performing a meaningful investigation of systematic errors
of measurement.
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