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Lecture 01: Introduction 25 January 2018

1 Introduction

The main objects of algebraic number theory are number fields.

Definition 1.1. A number field is an extension field of Q of finite degree, i.e.
K ⊇ Qwith [K : Q] = dimQ K <∞.

Example 1.2. Q, Q(
√
2), Q(

√
−3), Q( 3

√
5).

Theorem 1.3 (Primitive Element). For any number field K, K = Q(α) for some
α.

In number theory, we study the integers Z ⊆ Q. The integers are nice
because we can factor any element into a product of primes. When we work
over other number fields, we want something analogous: what do the integers
look like in a number field?

Let K be a finite field extension of Q of degree n. Take any α ∈ K. Define a
homomorphism of Q-algebras

Q[x] K

x α

Since Q[x] is a principal ideal domain (PID), the kernel of this map is gener-
ated by a single element, say 〈pα(x)〉. The polynomial pα(x) is the minimal
polynomial of α, a monic polynomial in Q[x] of minimal degree with root α.

We write the image of Q[x]/
〈pα(x)〉 in K as Q[α] to denote the Q-algebra

generated by α; it is a field. We often write Q(α) = Q[α].

Definition 1.4 (Working definition). We say that α ∈ K is an algebraic integer
if pα(x) has coefficients in Z.

Definition 1.5. Let OK be the set of algebraic integers in K. This is the ring of
algebraic integers of K.

We will prove this later that OK is a ring. This fact isn’t obvious.

Example 1.6. If K = Q, and α ∈ Q, then pα(x) = (x− α). The polynomial
pα(x) has integer coefficients if and only if α ∈ Z. Therefore, OQ = Z

Example 1.7. Let K = Q(
√
−2) ⊆ C. Elements of this field are a+ b

√
−2 for

a,b rational.
Let α = a+ b

√
−2. If b = 0, then α ∈ Q and pα(x) = (x− a). So α ∈ OK in

this case precisely when a ∈ Z.
If b 6= 0, then

pα(x) = (x− (a+ b
√
−2))(x− (a− b

√
−2)) = x2 − 2ax+ (a2 + 2b2).

5



Lecture 01: Introduction 25 January 2018

In this case, α ∈ OK if and only if 2a ∈ Z and a2 + 2b2 ∈ Z. Exercise: this is
equivalent to a,b ∈ Z.

Therefore, OK = Z[
√
−2] =

{
a+ b

√
−2 | a,b ∈ Z

}
.

If we had replaced
√
−2 by

√
−3 in the previous example, the algebraic inte-

gers would be slightly larger than the naı̈ve thing we might expect. Moreover,
Z[
√
−2], like Z, is a unique factorization domain (UFD), but this isn’t always

the case.
Number fields are useful to solve Diophantine equations, as the next example

shows.

Example 1.8. Find all solutions of y2 = x3 − 2 with x,y ∈ Z. Right away,
we can see a few solutions for small numbers: (3,±5), but there aren’t other
obvious ones. Are these the only ones?

To solve this, work in the larger ring Z[
√
−2]. We may factor this equation

x3 = y2 + 2 = (y+
√
−2)(y−

√
−2).

We may factor x in Z[
√
−2] as x = u1π

e1
1 · · ·π

er
r with ui ∈ Z[

√
−2]× = {±1},

πi ∈ Z[
√
−2] irreducible, and ei ≥ 0. Assume moreover that πi 6= ±πj for i 6= j.

When we substitute this expression into the equation above,

u3iπ
3e1
1 · · ·π3err = x3 = (y+

√
−2)(y−

√
−2).

Claim 1.9. y+
√
−2 and y−

√
−2 are relatively prime in Z[

√
−2], i.e. the only

common divisors are units.

Proof. To prove this claim, take an irreducible π dividing both. Then π divides
(y+

√
−2) − (y−

√
−2) = 2

√
−2 = −(

√
−2)3. We may assume by uniqueness

that π =
√
−2. Then π divides y +

√
−2 implies that y +

√
−2 =

√
−2(a +

b
√
−2) = −2b+ a

√
−2 for some a,b ∈ Z. Hence, y = −2b, so x3 = 2+ y2 ≡ 2

(mod 4). This is impossible in the integers. So we have demonstrated the
claim.

Now we may use the claim in the example. For each 1 ≤ i ≤ r, π3eii divides
y+
√
−2 or y−

√
−2. Therefore,

y+
√
−2 = u

∏
i∈I

π
3ei
i

for some I ⊆ {1, . . . , r} and u ∈ Z[
√
−2]× = {±1}. Therefore, y+

√
−2 is a cube

in Z[
√
−2].

y+
√
−2 = (a+ b

√
−2)3

for some a,b ∈ Z. Expand:

y+
√
−2 = (a3 − 6ab2) + (3a2b− 2b3)

√
−2

6
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Returning to Z, we find that y = a3 − 6ab2 for integers a,b such that 3a2b−
2b3 = 1. For this second equation, we can factor out b to learn that b(3a2 −
2b2) = 1, but b is an integer, so b = ±1. This reduces the three equations and
four unknowns to three equations with three unknowns and two cases.

If b = +1, then we have a system of equations
y = a3 − 6a

3a2 − 2 = 1

y2 = x3 − 2

We may solve these first two equations to discover that y = ±5, and we can
solve for x to see that there are solutions (3,±5).

If b = −1, then 3a2(−1) − 2(−1)3 = 1, or equivalently 3a2 = 1. This has no
solutions in the integers.

So the only solutions to y2 = x3 − 2 in the integers is (3,±5).

The point of this example is that, even when working over the integers, we
are obliged to consider larger rings.

Example 1.10 (Non-example). One could try the same thing for y3 = x3 − 61.
Solve for x3, and then factor the right hand side using

√
−61.

x3 = y2 + 61 = (y−
√
−61)(y+

√
−61).

Assuming that Z[
√
−61] is a UFD, one can show that there are no solutions for

x,y ∈ Z.
However, 82 = 53 − 61; Z[

√
−61] is not a UFD. Indeed,

53 = (8+
√
−61)(8−

√
−61)

and 5, 8+
√
−61 and 8−

√
−61 are all three irreducible.

How do we cope with the loss of unique factorization? Here’s an idea due
to Kummer from around 1846: if unique factorization fails, its because we don’t
have enough numbers yet; we should be able to add some “ideal numbers” and
recover unique factorization. For example, where 53 = (8+

√
−61)(8−

√
−61),

we may have 5 = pq, 8+
√
−61 = p3 and 8−

√
−61 = q3.

Later, Dedekind defined ideals of a ring while trying to make sense of
Kummer’s work. Later, we will see that every nonzero ideal of OK factors
uniquely as a product of prime ideals. To make sense of the previous paragraph,
we just add brackets to denote “the ideal generated by. . . ”

〈5〉 = pq, 〈8+
√
−61〉 = p3, 〈8−

√
−61〉 = q3

where p, q are (not necessarily principal) prime ideals.

7



Lecture 02: Administrivia 30 January 2018

In this course, we will study number fields and their rings of integers, and
then use these to study the integers and Diophantine equations. Here are some
things we want to understand:

• OK is a ring;

• the structure of the abelian group (OK,+);

• the structure of the group of units O×K ;

• unique factorization into prime ideals in OK;

• how to measure how badly unique factorization fails in OK;

• the prime ideals of OK.

1.1 Administrivia

There is a class website here.
There will be approximately four homework assignments and no exams.
There is no textbook for the class, but there are several recommended refer-

ences (available for free online to Cornell affiliates).

• Marcus, Number Fields. This has been recommended to me. It is a
apparently good for beginners and has lots of exercises. Chapter 1 is
motivational and can be skipped if desired. It avoids local fields and
Dedekind domains.

• Neukirch, Algebraic Number Theory. This text is more advanced and
treats the subject from the general point of view of arithmetic geometry
(which may seem strange to those without the geometric background).

• Milne, Algebraic Number Theory. Milne’s course notes (in several sub-
jects) are always good.

• Lang, Algebraic Number Theory.

• Murty, Esmonde, Problems in Algebraic Number Theory. This book was
designed for self study. Lots of exercises with full solutions.

• Janusz, Algebraic Number Fields

8
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Lecture 02: Algebraic integers 30 January 2018

2 Algebraic integers

Recall that a number field K is a field extension of Q of finite degree, e.g. Q( 3
√
2).

Fix a number field K of degree n := [K : Q] = dimQ K.

Proposition 2.1. Let α ∈ K. The following are equivalent.

(a) pα(x) ∈ Z[x], where pα(x) ∈ Q[x] is the minimal polynomial of α over Q;

(b) f(α) = 0 for some monic f(x) ∈ Z[x];

(c) Z[α] is a finitely generated Z-module;

(d) there is a nonzero finitely generated subgroupM ⊆ K such that αM ⊆M.

Proof. (a) =⇒ (b): Take f(x) = pα(x) ∈ Z[x]. By definition of minimal
polynomial, α is a root of pα(x).

(b) =⇒ (c): Consider the homomorphism Z[x] → Z[α] given by x 7→ α.
This is a surjective homomorphism, which gives another surjection

Z[x]/
〈f〉� Z[α].

This exhibits Z[α] as a quotient of the Z-module Z[x]/〈f〉, and Z[x]/〈f〉 is
finitely generated by 1, x, x2, . . . , xd−1. Hence, Z[α] is finitely generated as well.

(c) =⇒ (d): TakeM = Z[α]. Then αM ⊆M.
(d) =⇒ (b): Take generators β1, . . . ,βr forM. SinceM is a subgroup of the

additive group of the field K, it must have no torsion. SoM = Zβ1 ⊕ . . .⊕Zβr.
Since αM ⊆M, We must have

αβi =

r∑
j=1

cijβj

for some cij ∈ Z. This gives a matrix C = (cij)
r
i,j=1 with integer coefficients;

set f(x) = det(xI−C) ∈ Z[x]. By the Cayley-Hamilton theorem, f(C) = 0, and
therefore multiplication by f(α) on M is zero. Therefore f(α) = 0 since M is
nonzero and has no torsion.

(b) =⇒ (a): We have f(α) = 0, so f(x) = pα(x)g(x) for some g(x) ∈ Q[x].
Since f is monic, both pα and gmust be monic as well. Claim that both pα(x)
and g(x) are in Z[x].

Suppose not. Fix a prime p dividing the denominator of a coefficient of pα(x)
or g(x). Take a,b ≥ 0minimal such that papα(x) and pbg(x) have coefficients
with no p’s in the denominators. Then

pa+bf = papα(x)p
bg(x)

9



Lecture 02: Algebraic integers 30 January 2018

Now consider this equation mod p. The right hand side is nonzero mod p
because we chose a and bminimal to clear the denominators. Hence pa+bf 6≡ 0
(mod p). But f ∈ Z[x] is monic, so we must have a = b = 0. So there cannot
be a prime p dividing the denominator of any coefficient in either pα(x) or
g(x).

Definition 2.2. We say that α ∈ K is an algebraic integer if any one of the
equivalent conditions in Proposition 2.1 hold.

Example 2.3. Z
[
1
2

]
is not finitely generated as a Z-module because any finite

set of elements cannot give you every power of 2 in the denominator.

Definition 2.4. Let OK be the set of algebraic integers in K.

Proposition 2.5. OK is a subring of K.

Proof. First, notice that 0, 1 ∈ OK. To show that this is a ring, we must show
that it is closed under addition, subtraction, and multiplication.

Take any α,β ∈ OK. The Z-modules Z[α] and Z[β], are finitely generated by
1,α,α2, . . . ,αd−1 and 1,β,β2, . . . ,βe−1, respectively. Then Z[α,β] is a finitely
generated Z-module, generated by αiβj with 0 ≤ i < d and 0 ≤ j < e.

Let M = Z[α,β]. We have 0 6=M ⊆ K, and moreover (α± β)M ⊆ M and
(αβ)M ⊆M. So by Proposition 2.1, α±β and αβ are algebraic integers. Hence,
α± β,αβ ∈ OK.

Exercise 2.6. For a challenge, use either condition (a) or condition (b) from
Proposition 2.1 to prove that α+ β or αβ are algebraic integers for algebraic
integers α and β.

Proposition 2.7. Some properties of rings of algebraic integers:

(a) If L ⊇ K is an extension of number fields, thenOL ∩K = OK. In particular,
OL ∩Q = Z.

(b) For any α ∈ K, there is an integerm ≥ 1 such thatmα ∈ OK.

Proof of (b). Let α ∈ K and take any polynomial f(x) = x2+ c1xd−1+ . . .+ cd ∈
Q[x] with f(α) = 0. Multiply bymd for any integerm ≥ 1:

mdf(x) = (mx)d + c1m(mx)d−1 + . . .+mdcd.

Choosem so large that

xd + c1mx
d−1 + . . .+mdcd

has integer coefficients. Thenmα is a root of this polynomial.
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Lecture 02: Trace and Norm 30 January 2018

2.1 Trace and Norm

Definition 2.8. Let K/Q be a field extension of degree n (a number field). For
α ∈ K, define a Q-linear homomorphism µα : K→ K by x 7→ αx.

• The norm NK/Q : K→ Q is the map α 7→ det(µα).

• The trace TrK/Q : K→ Q is the map α 7→ tr(µα).

Example 2.9. Let K = Q(
√
d) with d 6= 1 any squarefree integer. This is a

degree 2 field extension of K. As a Q-vector space, K has basis 1,
√
d. Take any

α = a+ b
√
d ∈ Kwith a,b ∈ Q. Then

α · 1 = a+ b
√
d

α ·
√
d = bd+ a

√
d

So as a matrix in the basis 1,
√
d, we have

[µα]{1,
√
d}

=

(
a bd

b a

)
Therefore, NK/Q(α) = a

2 − db2 and TrK/Q(α) = 2a.

Proposition 2.10. Basic properties of the trace and norm:

• The norm is multiplicative, i.e. NK/Q(αβ) = NK/Q(α)NK/Q(β).

• NK/Q(c) = c
n for c ∈ Q.

These properties imply that NK/Q : K× → Q× is a group homomorphism.

• TrK/Q : K→ Q is Q-linear.

Example 2.11. We can use this to show that x2 − 2y2 = 1 has infinitely many
solutions. Consider Z[

√
2] ⊆ Q(

√
2). There is a correspondence between

solutions to this equation and elements of α ∈ Z[
√
2] such that NK/Q(α) = 1.{

(a,b) ∈ Z2
∣∣ a2 − 2b2 = 1

} {
α ∈ Z[

√
2]
∣∣ NK/Q(α) = 1

}
(a,b) a+ b

√
2

Let G =
{
α ∈ Z[

√
2]
∣∣ NK/Q(α) = 1

}
. Claim that G is a subgroup of Z[

√
2]×.

• Clearly, 1 ∈ G

• If α,β ∈ G, then NK/Q(αβ) = NK/Q(α)NK/Q(β) = 1 · 1 = 1 so αβ ∈ G.

• If α = a+ b
√
2 ∈ G, then α−1 = a− b

√
2 ∈ G as well.

αα−1 = a2 − 2b2 = 1

11



Lecture 03: Trace and Norm 1 February 2018

Now take ε = 3+ 2
√
2 ∈ G. Powers of ε are all different, since ε > 1. We have

constructed infinitely many elements of norm 1, and therefore infinitely may
solutions to this equation.

In fact, G = ±〈ε〉 = {±εn | n ∈ Z}. However, Z
[√
2
]×

= ±〈1+
√
2〉, and G

is a subgroup of Z
[√
2
]× of index 2. Note that (1+

√
2)2 = 3+ 2

√
2 = ε.

Remark 2.12. In general, x2−dy2 = 1with d > 1 squarefree has infinitely many
solutions. For example, for the equation x2 − 1141y2 = 1, the corresponding
group is

G =
{
α ∈ Z[

√
1141]

∣∣ NK/Q(α) = 1
}
= ±〈ε〉

with

ε = 1036782394157223963237125215+ 30693385322765657197397208
√
1141

These are special cases of the following theorem, which we will prove much
later.

Theorem 2.13 (Dirichlet Unit Theorem). Let K/Q be a number field. Let r be
the number of embeddings K ↪→ R and let 2s be the number of embeddings
σ : K ↪→ C with σ(K) 6⊆ R. Then O×K is a finitely generated abelian group of
rank r+ s− 1.

Example 2.14. For a quadratic number field K = Q(
√
d), with d > 0 squarefree,

r = 2 and s = 0. So O×K has rank 1 in the example above.

Example 2.15. In general, OK 6= Z
[√
d
]

when K = Q(
√
d). Let α = 1

2 (−1+√
−3). Notice that α3 = 1, so α is a root of x3 − 1 and therefore an algebraic

integer in Q(
√
−3). But it is not an element of Z[

√
−3].

To understand the norm and the trace, we will study the characteristic
polynomial det(xI− µα) ∈ Q[x], because

det(xI− µα) = xn − TrK/Q(α)x
n−1 + . . .+ (−1)nNK/Q(α).

Remark 2.16. The definition of the norm and the trace doesn’t depend on the
fact that we have a number field, only that there is a finite field extension. For
any finite extension of fields L/K, we may similarly define TrL/K and NL/K.

Example 2.17. K = Q(ω) where ω = 3
√
2. The minimal polynomial of ω is

pω(x) = x3 − 2. K is therefore a degree 3 extension of Q with Q-basis 1,ω,ω2.
Any element α ∈ Kmay be written as a+ bω+ cω2 for a,b, c ∈ Q.

To find the norm and trace of α, we write µα as a matrix by checking the
action of α on the basis 1,ω,ω2.

[µα]{1,ω,ω2} =

a 2c 2b

b a 2c

c b a


12
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TrK/Q(α) = tr[µα]{1,ω,ω2} = 3a

NK/Q(α) = det[µα]{1,ω,ω2} = a
3 + 2b3 + 4c3 − 6abc

When does NK/Q(α) = ±1? Certainly when α = ±1, but also when α = ε =

1+ω+ω2, and then all powers of ε.
It turns out that OK = Z[ω] and O×K = {±εn | n ∈ Z}.

2.2 Complex embeddings

Consider the action of µα on K⊗Q C. If we choose a primitive element β such
that

K = Q(β) ∼=
Q[x]/

〈pβ(x)〉,

where pβ(x) is the minimal polynomial of β. Then we may write

K⊗Q C =
C[x]/

〈pβ(x)〉.

This ring is almost certainly not a field, since pβ(x) factors into linear terms
over C. Write pβ(x) =

∏n
i=1(x− βi) for distinct βi ∈ C. So by the Chinese

remainder theorem:

K⊗Q C =
C[x]/

〈pβ(x)〉
∼=

n∏
i=1

C[x]/
〈(x−βi)〉

∼=

n∏
i=1

C = Cn.

With this isomorphism, µα acts on K⊗Q C ∼= Cn. To understand this, consider
the composite

σi : K K⊗Q C Cn C

α α⊗ 1

∼= pri

Each σi : K ↪→ C is a homomorphism of fields with σi(β) = βi.

Definition 2.18. The field homomorphisms σ1, . . . ,σn : K ↪→ C are the complex
embeddings of K.

On the level of simple tensors, an explicit isomorphism K⊗Q C → Cn is
given by

K⊗Q C Cn

α⊗ z (zσ1(α), . . . , zσn(α))

∼=

Or alternatively,

i : K K⊗Q C Cn

α (σ1(α), . . . ,σn(α))

∼=

13
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The action of µα on K⊗Q C translates to the action on Cn given by the matrixσ1(α) . . .
σn(α)


From this diagonal representation of µα, we get the following.

Proposition 2.19. For a number field K/Q of degree n,

NK/Q(α) =

n∏
i=1

σi(α)

TrK/Q(α) = σ1(α) + . . .+ σn(α).

where σ1, . . . ,σn : K ↪→ C are the complex embeddings of K.

Example 2.20. Let K = Q(
√
d) where d 6= 1 is a squarefree integer. This is, as

before, a quadratic extension of Q. We consider K ⊆ Q already for convenience.
The two embeddings σ1,σ2 : K ↪→ C are

σ1(a+ b
√
d) = a+ b

√
d

σ2(a+ b
√
d) = a− b

√
d

The norm and trace are

NK/Q(a+ b
√
d) = (a+ b

√
d)(a− b

√
d) = a2 − db2

TrK/Q(a+ b
√
d) = (a+ b

√
d) + (a− b

√
d) = 2a

Recall that we wanted to study the polynomial det(xI− µα) ∈ Q[x]. We
have now discovered that

det(xI− µα) =
n∏
i=1

(x− σi(α))

Notice that each σi(α) is a root of pα(x), since pα has rational coefficients and
σi is a morphism of Q-algebras.

pα(σi(α)) = σi(pα(α)) = σi(0) = 0

Therefore,

det(xI− µα) =
n∏
i=1

(x− σi(α)) = pα(x)
m

for some integerm. The degree of pα is [Q(α) : Q], and the degree of det(xI−
µα) is n = [K : Q]. Therefore,mmust be [K : Q(α)]. We have shown:

14
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Proposition 2.21. Let K/Q be a number field and choose any α ∈ K. Let
µα : K→ K denote multiplication by α. Then

det(xI− µα) =
n∏
i=1

(x− σi(α)) = pα(x)
[K : Q(α)],

where σ1, . . . ,σn : K ↪→ C are the complex embeddings of K.

Corollary 2.22. For α ∈ OK, NK/Q(α) and TrK/Q(α) are integers.

Proof. From the previous proposition, we have

det(xI− µα) = pα(x)[K : Q(α)].

Since pα(x) ∈ Z, all coefficients of the left hand side must be integers as well.
And we have

det(xI− µα) = xn − TrK/Q(α)x
n−1 + . . .+ (−1)nNK/Q(α).

Example 2.23. Let K = Q(
√
d) where d 6= 1 is a squarefree integer. What isOK?

If α = a+ b
√
d ∈ OK for a,b ∈ Q, we know from the previous corollary that

NK/Q(α), TrK/Q(α) ∈ Z. Hence, a2 − db2, 2a ∈ Z.
Multiplying the first by 4, we find that (2a)2−d(2b)2, 2a ∈ Z, which implies

that d(2b)2, 2a ∈ Z. Since d is squarefree, this means that 2a, 2b ∈ Z.
Therefore, 2OK ⊆ Z

[√
d
]
= {a+ b

√
d | a,b ∈ Z}. Hence, we have inclu-

sions of abelian groups

Z
[√
d
]
⊆ OK ⊆

1

2
Z
[√
d
]
.

Notice that the quotient group 12Z
[√
d
]
/Z
[√
d
]

is a group of order 4with coset

representatives 0, 12 ,
√
d
2 , and 1+

√
d

2 .
To determine what OK is, we will figure out which of these representatives

are actually algebraic integers. Clearly, 0 ∈ OK and 1
2 6∈ OK. The minimal

polynomial of
√
d
2 is x2 − d

4 which is not in Z[x] because d is squarefree. Hence,√
d
2 6∈ OK. Finally, the minimal polynomial of 1+

√
d

2 is(
1− 1+

√
d

2

) (
x− 1−

√
d

2

)
= x2 − x+ 1−d

4 .

So 1+
√
d

2 ∈ OK when d ≡ 1 (mod 4).
Therefore,

OK =

Z
[√
d
]

if d 6≡ 1 (mod 4),

Z
[
1+
√
d

2

]
if d ≡ 1 (mod 4).

15
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Example 2.24. Why don’t we always use Z
[√
d
]
? Why is OK the right thing to

study? Well, for example, Z
[
1+
√
−3
2

]
is a UFD, but Z

[√
−3
]

is not a UFD.

Proposition 2.25. An algebraic integerα ∈ OK is a unit if and only ifNK/Q(α) =

±1.

Proof. (=⇒). If α is a unit, then there is some β such that αβ = 1. We have
NK/Q(α)NK/Q(β) = NK/Q(αβ) = NK/Q(1) = 1. Since NK/Q(α) and NK/Q(β)

are integers, we must have NK/Q(α) = ±1.
(⇐=). Assume that K ⊆ C and σ1, . . . ,σn : K ↪→ C are the complex embed-

dings with σ1 = id. We have

±1 = NK/Q(α) = σ1(α)σ2(α) · · ·σn(α) = α · σ2(α) · · ·σn(α).

A candidate for the inverse is β = σ2(α) · · ·σn(α). This is in K since α ∈ K,
so we need only check that β is an algebraic integer. But β is an algebraic
integer because σi(α) are themselves algebraic integers, since they are roots of
the minimal polynomial pα(x) ∈ Z[x]. So αβ = 1with β ∈ OK.

2.3 OK as an abelian group

Our next goal is to understand the additive abelian group structure of OK. We
will learn that OK ∼= Zx1 ⊕Zx2 ⊕ . . .⊕Zxn ∼= Zn.

Definition 2.26. The set {x1, . . . , xn} is an integral basis of OK. We sometimes
also say that it is an integral basis of K, meaning the same thing.

Any integral basis is also a basis of K as a Q-vector space. The image of these
basis elements under the map

K
∏
σC

α (σ(α))σ

will lie in a smaller R-vector space, which we define below.
For δ : K→ C, denote by σ : K ↪→ C the complex-conjugate embedding. For

any α ∈ K, we have
σ(α) = σ(α).

Definition 2.27. KR :=
{
(ασ)σ ∈

∏
σC

∣∣ ασ = ασ
}

.

We have a map
K KR

α (σ(α))σ

16
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Remark 2.28. K⊗Q R ∼= KR and dimR KR = 1
2 dimR (

∏
σC) = n, since if

σ = σ, then ασ ∈ R, and if σ 6= σ, then aσ = aσ, so knowing aσ is enough to
determine aσ.

Definition 2.29. An additive subgroup H of Cn (or Rn) is discrete if H ∩ X is
finite for any compact X ⊆ Cn (or X ⊆ Rn).

Example 2.30. Z ⊆ C, Z
[
1+
√
−3
2

]
⊆ C are discrete, but R ⊆ C is not.

Example 2.31. If K = Q(
√
2) ⊆ R, then OK = K[

√
2]. There are two embed-

dings K ↪→ C,

σ1(a+ b
√
2) = a+ b

√
2

σ2(a+ b
√
2) = a− b

√
2

These embeddings are self-conjugate, so KR = R2, and the map K ↪→ KR = R2

is given by α 7→ (σ1(α),σ2(α)).

Example 2.32. Z[
√
2] ⊆ R is not discrete, but the image of the embedding

Z
[√
2
]

R2

a+ b
√
2 (a+ b

√
2,a− b

√
2)

is discrete. The picture of this embedding is the lattice in R2 generated by the
vectors (1,−1) and (

√
2,−
√
2).

Proposition 2.33. Under the inclusion i : K ↪→ KR, i(OK) is a discrete subgroup
of the R-vector space KR.

17



Lecture 04: Discriminants 8 February 2018

Proof. Take any r > 0. It suffices to show that there are only finitely many
α ∈ OK with |σ(α)| ≤ r for all σ : K ↪→ C. Take such an α. Then∏

σ

(x− σ(α)) = pα(x)
[K : Q(α)] ∈ Z[x]

since α ∈ OK. The coefficients of the product on the left hand side are bounded
in terms of r and the degree n, because |σ(α)| ≤ r. Hence, there are only finitely
many possibilities for

∏
σ(x− σ(α)) since Z ⊆ R is discrete. Hence, there are

only finitely many such α.

The next proposition has little to do with number theory aside from its
applications, but it is very useful so we’ll prove it now.

Proposition 2.34. LetH be a discrete subgroup of Rn. ThenH is a free Z-module
of rank at most n. Any Z-basis of H is linearly independent over R.

Proof. Let V = SpanR(H). By choosing a basis for V in H, we may assume that
Zr ⊆ H ⊆ Rr with r = dimR V ≤ n. Replacing Rn by V if necessary, we may
reduce to the case that Zn ⊆ H ⊆ Rn.

Now consider H/Zn. Every coset has a representative with (a1, . . . ,an) ∈
H ⊆ Rn with 0 ≤ ai < 1. Since H is discrete, there are only finitely many such
(a1, . . . ,an) representing cosets in H/Zn. Hence, this quotient is finite.

Set m := #H/Zn. Multiplying any element of H/Zn by m must give
the identity coset, so multiplying any element of H by m lands in Zn. So
Zn ⊆ H ⊆ 1

mZn. Therefore, Hmust be free of rank n as a Z-module.

The application of this proposition is the following.

Proposition 2.35. OK ∼= Zn as an additive abelian group.

Proof. By Proposition 2.34, we know that OK ∼= i(OK) ⊆ KR
∼= Rn. Therefore,

OK ∼= Zr with r ≤ n.
Take any basis x1, . . . , xn of K over Q. Then by multiplying by some inte-

ger m ≥ 1 if necessary, we may assume xi ∈ OK. Therefore, x1, . . . , xn are
independent in (OK,+), so r ≥ n.

Hence, OK ∼= Zn as an additive abelian group, with basis x1, . . . , xn.

2.4 Discriminants

How can we compute OK? So far we’ve only investigated quadratic extensions,
but we don’t know how to do this in general. If K = Q( 3

√
2), we might guess

OK
?
= Z

[
3
√
2
]
. Discriminants will let us check our guesses efficiently.

Definition 2.36. An order of K is a subring R ⊆ K that is isomorphic as an
additive group to Zn, where n = [K : Q].

18
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Example 2.37. Z
[
3
√
2
]

is an order of Q( 3
√
2). In Proposition 2.35, we showed

that OK is an order of K.

This next lemma shows that OK is the maximal order of K. Often, OK is
defined this way.

Lemma 2.38. For any order R ⊆ K, we have R ⊆ OK.

Proof. Take any α ∈ R. Then αR ⊆ R, and R is a finitely generated Z-submodule
of K. This is one of the four equivalent definitions of algebraic integer, so
α ∈ OK.

We have a symmetric Q-bilinear pairing on K

〈 , 〉 : K× K Q

(α,β) TrK/Q(αβ)

For any order R, this pairing lands in Z, since the trace of an algebraic integer is
an integer.

〈 , 〉 : R× R Z

(α,β) TrK/Q(αβ)

Remark 2.39. This induces a pairing on K⊗Q R ∼= KR and gives it a Euclidean
structure.

Fix a basis x1, . . . , xr of R as a Z-module, and write α,β ∈ R as

α =

r∑
i=1

aixi

β =

r∑
i=1

bixi

with ai,bi ∈ Z. Then expanding linearly,

TrK/Q(αβ) =
∑
i,j

ai TrK/Q(xixj)bj = (a1, . . . ,an)

TrK/Q(x1x1) · · · TrK/Q(x1xr)
...

. . .
...

TrK/Q(xrx1) · · · TrK/Q(xrxr)


b1...
br


Definition 2.40. The discriminant of an n-tuple (x1, . . . , xn) ∈ OnK is

disc(x1, . . . , xn) := det
(

TrK/Q(xixj)

)
∈ Z

19



Lecture 05: Discriminants 13 February 2018

Choose another basis y1, . . . ,yr of R such that

yi =

r∑
j=1

Bijxj

for some Bij ∈ Z. The matrix B with these entries is invertible, B ∈ GLn(Z).
One can check that (

TrK/Q(yiyj)

)
= B

(
TrK/Q(xixj)

)
BT

Taking determinants, we learn that

disc(y1, . . . ,yn) = det(B)2 disc(x1, . . . , xn),

but det(B) = ±1, so the discriminants of the two bases are the same.

Definition 2.41. The discriminant of an order R is

disc(R) := disc(x1, . . . , xn)

for any Z-basis x1, . . . , xn of R.

This will later give us a formula for determining OK. We will show that for
any order R ⊆ OK, disc(R) = disc(OK)[OK : R]2. Then, to find OK:

(1) make a guess; it will be an order R

(2) compute disc(R) to discover a finite number of possibilities for [OK : R].

(3) Notice that R ⊆ OK ⊆ 1
mR

Remark 2.42. disc(R) 6= 0, since the pairing is non-degenerate. To prove this,
suppose α ∈ R, α 6= 0. Then TrK/Q(αα

−1) = [K : Q] 6= 0. There is some m ≥ 1
such thatmα−1 ∈ R. Therefore, 〈α,β〉 = m[K : Q] 6= 0.

Definition 2.43. The discriminant of K is disc(K) := disc(OK).

Remark 2.44. There are many different notations for disc(K), with no standard
convention. Basically anything reasonable is used: dK, DK, ∆K, . . .

Lemma 2.45. Let R ⊆ K be an order. Then disc(R) = disc(OK)[OK : R]2.

To prove this lemma, we will use Smith Normal Form.
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Theorem 2.46 (Smith Normal Form). Given any n× n integer matrix B of rank
r, there are invertible n× n integer matrices P,Q ∈ GLn(Z) such that

PBQ =



d1
. . .

dr
0

. . .
0


with di ≥ 1 and di | di+1.

Exercise 2.47. Prove the classification theorem of finitely generated abelian
groups using Smith normal form.

Proof of Lemma 2.45. Write OK = Zx1 ⊕ . . .⊕Zxn and let R ⊆ OK be an order
with R = Zy1 ⊕ . . .⊕Zyn. We may write yis as a linear combination of the
xis.

yi =

n∑
j=1

Bijxi

for a unique B ∈Mn(Z) with det(B) 6= 0. Observe that [OK : R] = [Zn : B(Zn)].
As before,

disc(y1, . . . ,yn) = det(B)2 disc(x1, . . . , xn).

Therefore,
disc(R) = det(B)2 disc(OK).

So it remains to show that det(B) = ±[OK : R]. Without loss of generality, we
may assume that B is in Smith normal form.

B =

d1 . . .
dn


with di ≥ 1 (we don’t lose any generality because replacing B by PBQ does not
change [Zn : BZn] or ±det(B), since P and Q are invertible integer matrices,
so have det(P), det(Q) ∈ {±1}). Now we may write det(B) = d1d2 · · ·dn and
therefore

BZn = d1Z× d2Z× · · · × dnZ

and
Zn/

BZn
=

Z/
d1Z

× · · · ×Z/
dnZ

,

which has cardinality d1d2 · · ·dn, as desired.
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Example 2.48. Let K = Q(
√
d) with d 6= 1 squarefree. Then we have an order

R = Z[
√
d] = Z + Z

√
d. The discriminant of this order is

disc(R) = disc(1,
√
d)

= det

(
TrK/Q(1 · 1) TrK/Q(1 ·

√
d)

TrK/Q(
√
d · 1) TrK/Q(

√
d ·
√
d)

)

= det
(
2 0

0 2d

)
= 4d

So 4d = disc(R) = disc(OK)[OK : R]2. Therefore, [OK : R] ∈ {1, 2} since d is
squarefree. So

R ⊆ OK ⊆
1

2
R.

Notice that R/12R has coset representatives 1, 12 ,
√
d
2 and 1+

√
d

2 . Therefore,

OK =

Z[
√
d] if d 6≡ 1 (mod 4)

Z
[
1+
√
d

2

]
if d ≡ 1 (mod 4)

disc(OK) =
{
4d if d 6≡ 1 (mod 4)

d if d ≡ 1 (mod 4)

Remark 2.49. The discriminant of OK determines a degree 2 extension K/Q up
to isomorphism. We’ll later see that up to isomorphism, there are only finitely
many number fields of any degree with a given discriminant.

Lemma 2.50. Let σ1, . . . ,σn : K ↪→ C be the complex embeddings of K. Let A be
the matrix

X =

σ1(x1) . . . σ1(xn)
...

. . .
...

σn(x1) . . . σn(xn)


Then for x1, . . . , xn ∈ OK, disc(x1, . . . , xn) = det(A)2.

Proof. Recall that

disc(x1, . . . , xn) =

TrK/Q(x1x1) TrK/Q(x1x2) . . . TrK/Q(x1xn)
...

...
. . .

...
TrK/Q(xnx1) TrK/Q(xnx2) . . . TrK/Q(xnxn)


And furthermore, TrK/Q(x) =

∑n
i=1 σi(x). Therefore,

disc(x1, . . . , xn) = det

[ n∑
k=1

σk(xi)σk(xj)

]
i,j

 = det(XTX) = det(X)2.
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Example 2.51. Let K = Q(
√
d) for d 6= 1 squarefree. Let R = Z

[√
d
]
. The two

complex embeddings are

σ1(a+ b
√
d) = a+ b

√
d

σ2(a+ b
√
d) = a− b

√
d

We use the lemma to compute the discriminant of this order.

disc(Z
[√
d
]
) =

(
det

(
σ1(1) σ1(

√
d)

σ2(1) σ2(
√
d)

))2

=

(
det

(
1
√
d

1 −
√
d

))
= (−2

√
d)2 = 4d

Definition 2.52. Recall that the discriminant of a monic f(x) ∈ Q[x] of degree
n ≥ 1 is

disc(f) =
∏

1≤i<j≤n
(αi −αj)

2 ∈ Q

where α1, . . . ,αn ∈ C are the roots of f in C. If f ∈ Z[x], then disc(f) ∈ Z.

Example 2.53. Some special cases:

disc(x2 + bx+ c) = b2 − 4c

disc(x3 + bx2 + cx+ d) = b2c2 − 4c3 − 4b3d− 27d2 + 18bcd

disc(x3 + cx+ d) = −4c3 − 27d2

Lemma 2.54. Take an α ∈ OK such that K = Q(α). Hence, Z[α] is an order of
K. Then disc(Z[α]) = disc(pα(x)), where pα(x) is the minimal polynomial of α
over Q.

Proof. Let σ1, . . . ,σn : K ↪→ C be the complex embeddings. The roots of pα(x)
in C are σ1(α), . . . ,σn(α). Take αi = σi(α).

The order Z[α] has a Z-basis 1,α,α2, . . . ,αn−1. The discriminant of this
order is

disc(Z[α]) = disc(1,α, . . . ,αn−1)

=

det


1 α1 α21 . . . αn−11

1 α2 α22 . . . αn−12
...

...
...

. . .
...

1 αn α2n . . . αn−1n



2

=

 ∏
1≤i<j≤n

(αj −αi)

2 = disc(pα(x))
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Remark 2.55. A strategy for computing OK:

(1) Find an order R ⊆ OK.

(2) Bound [OK : R] using disc(R) = disc(OK)[OK : R]2 and the prime factor-
ization of disc(R).

(3) For a possible m = [OK : R], check which cosets of R in 1
mR consist of

algebraic integers.

Example 2.56. Let K = Q(α) with α a root of f(x) = x3 + x+ 1. Then Z[α] is an
order of Kwith

disc(Z[α]) = disc(f) = −4(1)3 − 27(1)2 = −31.

We know that disc(Z[α]) = disc(OK)
[
OK : Z[α]

]2, and since 31 is prime, we
must have [OK : Z[α]] = 1. Therefore, OK = Z[α] and disc(K) = −31.

Example 2.57. Let K = Q(α) with α a root of f(x) = x3 − x2 − 2x− 8. Look at
the order Z[α] ⊆ OK. Then

disc(Z[α]) = disc(f) = −2012 = −22 · 503.

This tells us that either [OK : Z[α]] ∈ {1, 2}. Hence,

Z[α] ⊆ OK ⊆
1

2
Z[α].

The group 1
2Z[α]/Z[α] has coset representatives a2 + b

2α+ c
2α
2 with a,b, c ∈

{0, 1}. We can then check which of these eight elements are algebraic integers.
In particular, claim that θ = (α+ α)2/2 ∈ OK. To show this, recall that K

has Q-basis 1,α,α2. θ acts on this basis by

θ · 1 = 1
2α+ 1

2α
2

θ · α = 4+α+ 2α2

θ · α2 = 8+ 6α+ 2α2

So θ is a root of

det

xI−
 0 4 8
1/2 1 6
1/2 1 2

 = x3 − 3x2 − 10x− 8.

So OK = Z⊕Zα⊕Zθ, where θ = 1
2 (α+α2). Note that this is not the same as

Z[β] for any β ∈ OK.

24



Lecture 06: Example: Cyclotomic Integers 15 February 2018

Lemma 2.58. K = Q(α) with α ∈ OK. Let f ∈ Z[x] be the minimal polynomial
of α. Then

disc(Z[α]) = disc(f) = (−1)(
n
2)NK/Q(f

′(α)).

Proof. We previously proved the first equality in Lemma 2.54, so we must prove
the second one. Let σ1, : σn : K ↪→ C be the complex embeddings. We have

disc(f) =
∏

1≤i<j≤n
(σi(α) − σj(α))

2

= (−1)(
n
2)
∏
j

∏
i 6=j

(σj(α) − σi(α)) (2.1)

Let’s compute the derivative of f: if f =
∏
i(x− σi(α)), then

f ′ =
∑
j

∏
i 6=j

(x− σi(α)).

Therefore,
f ′(σj(α)) =

∏
i 6=j

(σj(α) − σi(α))

Substituting into Eq. (2.1), we see

disc(f) = (−1)(
n
2)
∏
j

f ′(σj(α))

= (−1)(
n
2)
∏
j

σj(f
′(α))

This last equality holds because f, and consequently f ′, has integer coefficients,
and every complex embedding fixes the integers.

2.5 Example: Cyclotomic Integers

Definition 2.59. Let p be an odd prime. Let ζ 6= 1 be a p-th root of unity. Then
K = Q(ζ) is the p-th cyclotomic field.

Example 2.60. Let K be the p-th cyclotomic field with primitive element ζ.
Define:

f(x) =
xp − 1

x− 1
= xp−1 + xp−2 + . . .+ x+ 1 ∈ Z[x].

Notice that f(ζ) = 0 and f is irreducible (because f is Eisenstein at p).
We have [K : Q] = p− 1. What is OK? We guess Z[ζ]. Let’s compute:

disc(Z[ζ]) = (−1)(
p−1
2 )NK/Q(f

′(ζ)).
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To find the derivative of f, write

(x− 1)f(x) = xp − 1

and differentiate:
f(x) + (x− 1)f ′(x) = pxp−1

and plug in x = ζ:
f(ζ) + (ζ− 1)f ′(ζ) = pζp−1.

Since f is the minimal polynomial of ζ, f(ζ) = 0. Now take norms:

NK/Q(ζ− 1)NK/Q(f
′(ζ)) = NK/Q(p)NK/Q(ζ)

p−1.

We know that NK/Q(p) = p
[K : Q] = pp−1, and NK/Q(ζ) = ±1 since ζ is a unit

in OK. Hence,

NK/Q(ζ− 1)NK/Q(f
′(ζ)) = pp−1(±1)p−1 = pp−1,

the last equality since p is odd.
Now claim that NK/Q(ζ− 1) = p. This follows because

NK/Q(ζ− 1) = (−1)p−1NK/Q(1− ζ)

= NK/Q(1− ζ)

=
∏

σ : K↪→C

σ(1− ζ)

=
∏
σ

(1− σ(ζ))

= f(1) = p

Therefore, disc Z[ζ] = (−1)
p−1
2 pp−2.

Suppose that OK ) Z[ζ]. Then [OK : Z[ζ]] = pe for some e ≥ 1. This means
that there is some α ∈ OK \ Z[ζ] such that pα ∈ Z[ζ].

Now we use the fact that Z[ζ] = Z[1− ζ], so we may write

α =
a0
p

+
a1
p
(ζ− 1) + . . .+

ap

p
(ζ− 1)p−2

with ai ∈ Z but not all divisible by p. After subtracting an element in Z[ζ], we
may assume that for some 0 ≤ i ≤ p− 1, (remove the first (i− 1) terms with
coefficient divisible by p.)

α =
ai
p

+ . . .+
ap−2

p
(ζ− 1)p−2

such that p does not divide ai.

pα

(ζ− 1)i+1
=

ai
ζ− 1

+ ai+1 + ai+2(ζ− 1) + . . .+ ap−2(ζ− 1)
p−2−(i+1). (2.2)
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All but the first term lie in Z[ζ]. Note that

NK/Q

(
pα

(ζ− 1)i+1

)
=
a
p−1
i

p
∈ Q \ Z.

This tells us that the first term in Eq. (2.2) is not an algebraic integer, since
otherwise the whole expression would have integral norm.

ai
ζ− 1

6∈ OK =⇒ p

(ζ− 1)i+1
· α 6∈ OK.

But since α ∈ OK, we have
p

(ζ− 1)i+1
6∈ OK.

Therefore, since Z[ζ] ⊆ OK,
p

(ζ− 1)i+1
6∈ Z[ζ].

We show that this is actually a contradiction in the next lemma, which demon-
strates that OK = Z[ζ].

Lemma 2.61.
p

(ζ− 1)i+1
∈ Z[ζ]

Proof.

p = NK/Q(ζ− 1)

=
∏
σ

(σ(ζ) − 1)

=

p−1∏
i=1

(ζi − 1)

Now write ζi − 1 = (ζ− 1)(1+ ζ+ . . .+ ζi−1). Therefore, (ζ− 1)p−1 divides p
in Z[ζ].

Remark 2.62. We have that
p

(ζ− 1)p−1
∈ Z[ζ].

Taking norms, we have
pp−1

pp−1
= 1,

so p = u(ζ− 1)p−1 for some u ∈ Z[ζ]×.

Remark 2.63. Take anym ≥ 1, and let ζm be a primitivem-th root of unity. The
ring of integers of Q(ζm) is Z[ζm] and the discriminant of OK dividesmφ(m),
where φ is the Euler totient function.
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3 The ideal class group

Proposition 3.1. Let I ⊆ OK be a nonzero ideal. Then OK/I is a finite ring.

Proof. Take 0 6= α ∈ I. This gives a surjective homomorphism

OK/
αOK � OK

/
I

Hence, we may assume that I = αOK is a principal ideal. Let µα : OK → OK
be the multiplication by α map. Choose a Z-basis for OK and write µα =

A : Zn → Zn, where A is the matrix for µα in this basis. Then

#
(OK/

αOK

)
= [OK : α(OK)] = [Zn : AZn].

Putting A in Smith normal form, we have

A ′ = PAQ−1 =

d1 . . .
dn


for some P,Q ∈ GLn(Z) with di ≥ 1. We know that A is invertible because
det(A) = det(µα) = NK/Q(α) 6= 0. Hence,

[Zn : AZn] = [Zn : A ′(Zn)]

= [Zn : d1Zn × · · · × dnZn]

= d1d2 · · ·dn
= det(A ′)

= ±det(A) = ±NK/Q(α)

Hence, for α ∈ OK nonzero,

#
(OK/

αOK

)
= |NK/Q(α)|

The proposition follows.

Remark 3.2. The proof above actually shows more: it gives a formula for the
size of the quotient OK/Iwhen I is a principal ideal.

Definition 3.3. For an ideal I ≤ OK, the norm of the ideal I is

N(I) = #
(OK/

I

)
.

In particular, we haveN(αOK) = |NK/Q(α)|. Note that the larger an ideal is,
the smaller its norm.
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Remark 3.4.

(a) Observe that there can only be finitely many ideals with a given norm:
if N(I) = m, then I ⊆ OK with index m as an additive group. Hence,
mOK ⊆ I ⊆ OK. If OK ∼= Zn, then the index of mOK ⊆ OK is mn. So
there can only be finitely many possible additive subgroups, and hence
ideals, in betweenmOK and OK.

(b) Let I 6= 0 be an ideal ofOK. Then I ∼= Zn as additive groups. In particular,
OK is Noetherian.

(c) All nonzero prime ideals of OK are maximal: if 0 6= p ⊆ OK is a prime
ideal, then OK/p is a finite integral domain. Recall that all finite integral
domains are fields, so p must be maximal.

3.1 Unique Factorization

The rings of integers OK are nice, but they don’t have everything we might
want. Unique factorization may fail in OK.

Example 3.5. Let K = Q(
√
−5), so OK = Z[

√
−5]. Then we may factor 6 in two

different ways:
6 = 2 · 3 = (1+

√
−5)(1−

√
−5).

For these to be genuinely different factorizations, 2 and 3 must not differ by
a unit from 1±

√
−5. Claim that the units of OK are just ±1. Indeed, if α ∈ OK,

then α = a+ b
√
−5

α ∈ O×K ⇐⇒ NK/Q(α) = ±1⇐⇒ a2 + 5b2 = ±1⇐⇒ (a,b) = (±1, 0)⇐⇒ α = ±1

Claim that all of 2, 3, 1+
√
−5 and 1−

√
−5 are irreducible in OK. Consider

first 1+
√
−5. If 1+

√
−5 = αβ, then taking norms we see 6 = NK/Q(α)NK/Q(β),

where NK/Q(α) and NK/Q(β) are positive integers. Therefore,

NK/Q(α) ∈ {1, 2, 3, 6}

Let’s check all four cases. If NK/Q(α) = 1, then α ∈ O×K . If NK/Q(α) = 6, then
NK/Q(β) = 1 and β ∈ O×K . If NK/Q(α) ∈ {2, 3}, then write α = a+ b

√
−5. We

have a2 + 5b2 ∈ {2, 3}, but this is impossible in the integers.

Nevertheless, we can recover a form of prime factorization if we work with
ideals instead.
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Theorem 3.6. Let K be a number field. Every nonzero ideal of OK can be
uniquely expressed as a product of prime ideals up to reordering.

This theorem is proved in Section 3.2.

Example 3.7. Consider K = Q(
√
−5) with OK = Z

[√
−5
]
. Let p be the ideal〈

2, 1+
√
−5
〉
⊆ OK. Claim that p is prime.

To see this, check that the quotient is a field.

OK/
p
=

Z
[√

−5
]/〈
2, 1+

√
−5
〉 ∼=

Z/
2

Notice that p is non-principal. We have a factorization:

p2 =
〈
4, 2+ 2

√
−5,−4+ 2

√
−5
〉
= 〈2〉

Define the ideals q1 =
〈
3, 1+

√
−5
〉

and q2 =
〈
3, 1−

√
−5
〉
. These are both

prime; OK/qi ∼= Z/3. These ideals factor the ideal 〈3〉.

q1q2 =
〈
9, 3− 3

√
−5, 3+ 3

√
−5, 6

〉
= 〈3〉 .

Therefore, we have a factorization

〈6〉 = 〈2〉 〈3〉 = p2 · q1q2.

What about the other factorization 6 = (1+
√
−5)(1−

√
−5)? We have

pq1 =
〈
6, 2+ 2

√
−5, 3+ 3

√
−5, (1+

√
−5)2

〉
=
〈
1+
√
−5
〉

pq2 =
〈
6, 2− 2

√
−5, 3− 3

√
−5, (1−

√
−5)2

〉
=
〈
1−
√
−5
〉

So there is another factorization

〈6〉 =
〈
1+
√
−5
〉 〈
1−
√
−5
〉
= pq1 · pq2

Remark 3.8. The theorem fails for every order R ⊆ K except OK.

Assuming the theorem, how do we find and study prime ideals in OK?
Given any nonzero prime p ⊆ OK, we know that OK/p is a finite field. If p is
the characteristic of OK/p, we have an inclusion

Z/
〈p〉 ↪→ OK/p

Hence, p ∈ p, and we may factor

pOK = pe11 pe22 · · · p
er
r .
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Definition 3.9. p is ramified in K if ei > 1 for some i in the factorization above.

Remark 3.10. Later, we will prove that p is ramified in K if and only if p divides
the discriminant of K.

Since p ∈ p, we have

p ⊇ pOK = pe11 pe22 · · · p
er
r ,

so pi ⊆ p for some i. Since every nonzero prime ofOK is maximal, this inclusion
must be an equality: p = pi for some i. We have proved:

Fact 3.11. Any nonzero prime ideal p ⊆ OK occurs in the factorization of pOK,
where p is the characteristic of OK/p.

Theorem 3.12 (Chinese Remainder Theorem). Let R be a unital commutative
ring. If I1, . . . , Im are pairwise coprime ideals of R, then the homomorphism of
rings

φ : R
R/
I1
⊕ . . .⊕ R

/
Im

r (r+ I1, . . . , r+ Im)

is surjective with kernel I1 ∩ I2 ∩ · · · ∩ Im.

If pOK = pe11 pe22 · · · p
er
r , then

OK/
pOK

∼=
r⊕
i=1

OK/
peii

by the Chinese Remainder Theorem.
Let’s explain now how to factor pOK into prime ideals. This procedure will

work for most primes p ∈ Z.
Let K/Q be any number field, and consider the order Z[α] ⊆ OK. Let

g(x) ∈ Z[x] be the minimal polynomial of α. Take any prime p not dividing[
OK : Z[α]

]
. Let g be the image of g(x) in Fp[x]. Factor g as

g = ge11 · · · g
er
r

with gi ∈ Fp[x] monic, irreducible and distinct, and ei ≥ 1. For each 1 ≤ i ≤ r,
choose a preimage gi ∈ Z[x] of gi such that gi is monic and has the same degree
as gi. Define the ideals

pi = 〈p,gi(α)〉 ⊆ OK.

Proposition 3.13. Each pi is a prime ideal. Moreover, pOK = pe11 · · · p
er
r .
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Example 3.14. LetK = Q(
√
−5), soOK = Z[

√
−5]. Take p = 3 and let α =

√
−5.

Then g(x) = x2 + 5, which factors as

x2 + 5 ≡ (x− 1)(x+ 1) (mod 3).

So g1(x) = x+ 1 and g2(x) = x− 1. Then

3OK = q1q2,

where q1 = 〈3, 1+
√
−5〉 and q2 = 〈3, 1−

√
−5〉.

Remark 3.15. Why doesn’t this work for primes p dividing
[
OK : Z[α]

]
. The

idea is that if
φ :

Z[α]/
〈p〉→ OK/pOK

is the homomorphism induced by the inclusion Z[α] ⊆ OK, then the index[
OK/pOK : φ

(
Z[α]/〈p〉

)]
is a power of p since #(OK/pOK) = p[K : Q] and moreover divides [OK : Z[α]].
The assumption that p does not divide [OK : Z[α]] implies that φ is surjective.

Remark 3.16. For any nonzero prime ideal p ⊆ OK, we have p ∩Z = 〈p〉,
where p is the characteristic of OK/p.

Proposition 3.17. Fix a prime p and an order Z[α] ⊆ OK such that p 6 |
[
OK : Z[α]

]
.

Let g be the minimal polynomial of α, and let g = g (mod p) be the image of
g(x) in Fp[x]. Factor

g = ge11 · · · g
er
r

where the gi ∈ Fp[x] are distinct, monic, and irreducible. Let fi = deg(gi), and
for each i, choose gi(x) ∈ Z[x] whose image mod p is gi.

Then pOK = pe11 · · · p
er
r , where pi = 〈p,gi(α)〉 ⊆ OK are distinct primes.

Moreover, [OK/pi : Fp] = fi.

Proof. We have a homomorphism

φ :
Z[α]/

〈p〉→ OK/〈p〉
coming from the inclusion Z[α] ⊆ OK. Note that both have cardinality pn,
since if OK ∼= Zn, then OK/pOK ∼= Zn/pZn. Now # coker(φ) must divide
pn, but

[
OK : Z[α]

]
is relatively prime to p. Hence, the cokernel is trivial and φ

is surjective. Therefore, φ is an isomorphism since both domain and codomain
are finite sets.
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Now we have a string of isomorphisms

OK/
pOK

∼=
Z[α]/

〈p〉
∼=

Z[x]/
〈p,g(x)〉

∼=
Fp[x]/

〈g〉

∼=

r∏
i=1

Fp[x]/
〈geIi 〉

The homomorphisms OK � Fp[x]/〈geii 〉 have kernel Ii = 〈p,gi(α)ei〉. Hence,

OK/
Ii

∼=
Fp[x]/

〈geii 〉

So the map

OK �
r∏
i=1

OK/
Ii

has kernel pOK by the above, but also by the Chinese remainder theorem the
kernel is I1 ∩ I2 ∩ . . . ∩ Ir = I1I2 · · · Ir. Therefore, pOK = I1I2 · · · Ir. Finally,
one can check that Ii = peii .

To see the claim about the index, we have[
OK/pi : Fp

]
=
[

Fp[x]/〈gi〉 : Fp

]
= deggi = fi

Remark 3.18. The factors of p appearing here are governed by the degree of the
extension in the sense that

r∑
i=1

eifi =

r∑
i=1

ei deg(gi) = degg = n = [K : Q]

This in fact holds for all p.

Example 3.19. Let K = Q(
√
d) where d 6= 1 is a squarefree integer. Take any

odd prime p, and let α =
√
d. Let g(x) = x2 − d. Notice that this prime satisfies

our assumption that p 6| [OK : Z[α]], since the index here is either 1 or 2.
We have

∑r
i=1 eifi = 2, so there are a finite number of possibilities.

If r = 2 and ei = fi = 1, in which case pOK = p1p2 and OK/pi = Fp. In
this case, we say that p splits in K.

If r = 1, e1 = 2 and f1 = 1, then pOK = p2 and OK/p = Fp. In this case, we
say that p ramifies in K.

If r = 1, e1 = 1, and f1 = 2, then pOK = p and OK/p = Fp2 . In this case,
we say that p is inert in K.

Given an odd prime p, which case are we in? We must factor x2−d (mod p).
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• p ramifies in K if and only if p | d.

• p splits in K if and only if p 6 | d and d is a square mod p.

• p is inert in K if and only if p 6 | d and d is not a square mod p.

If p = 2, there are fewer possibilities. If d 6≡ 1 (mod 4), then we didn’t need to
exclude it from the above and it ramifies. If d ≡ 1 (mod 4), then take α = 1+

√
d

2

and g(x) = x2 − x+ 1−d
4 .

Remark 3.20. Quadratic reciprocity will describes the primes in these cases,
depending only on pmodulo 4d. We will prove this later.

Example 3.21. Let OK = Z[α] where α = 3
√
2. Let g(x) = x3 − 2. Then

x3 − 2 ≡ (x− 3)(x2 + 3x+ 4) (mod 5)

x2 − 2 is irreducible (mod 7)

x3 − 2 ≡ (x+ 11)(x+ 24)(x+ 27) (mod 31)

Hence, 5 and 31 splits, and 7 is inert in K.

3.2 Fractional Ideals

We extend our notion of ideals to capture factorization properties.

Definition 3.22. A fractional ideal of K is a nonzero finitely generated OK-
submodule I ⊆ K.

Since K itself is not a finitely-generated OK-module, it cannot be a fractional
ideal.

Definition 3.23. An integral ideal is a nonzero ideal of OK.

Note that integral ideals of OK are fractional ideals since OK is Noetherian.

Lemma 3.24. Let I be a nonzero OK-submodule of K. Then the following are
equivalent:

(a) I is a fractional ideal;

(b) dI ⊆ OK for some d ≥ 1;

(c) dI ⊆ OK for some nonzero d ∈ OK;

(d) I = xJ for some x ∈ K× and a nonzero ideal J ⊆ OK.
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Proof. (a) =⇒ (b). If I = OKx1 + . . .+OKxr for some xi ∈ K, then there is
some d ≥ 1 such that dxi ∈ OK. Therefore, dI ⊆ OK.

(b) =⇒ (c). Regular integers are algebraic integers.
(c) =⇒ (d). Let J be the ideal dI ⊆ OK. Then implies I = d−1J is a finitely

generated OK-submodule of K.
(d) =⇒ (a). If I = xJ, then I is a finitely generated OK-submodule of K

since ideals of OK are finitely generated.

For any two fractional ideals I and J of K, we have another fractional ideal
IJ. Here are some easy properties of fractional ideals.

Fact 3.25 (Easy properties of fractional ideals).

(a) Multiplication of fractional ideals is commutative.

(b) Multiplication of fractional ideals is associative.

(c) I · OK = OK · I = I, since I is an OK-module.

Definition 3.26. Let IK be the set of fractional ideals of K.

Later, we will see that IK with multiplication is an abelian group with
identity OK. For now, we need to show that inverses exist.

Definition 3.27. PK ⊆ IK is the group of principal fractional ideals, i.e. xOK
with x ∈ K×.

This is more clearly a group than IK – the inverse of xOK is x−1OK.

Definition 3.28. The ideal class group of K is

C`K :=
IK/

PK
.

Remark 3.29. This is not well-defined until we show that IK is a group. Later,
we will prove that C`K is finite.

Example 3.30. C`
Q(
√
−5)

∼= Z/2Z.

For any I ∈ IK, define

Ĩ = {x ∈ K | xI ⊆ OK}.

Claim that Ĩ is a fractional ideal. Indeed, fix a nonzero α ∈ I, and then αĨ ⊆ OK.
By one of the equivalent definitions for algebraic integers, this shows that Ĩ is a
finitely generated OK-module.

Lemma 3.31. If J ∈ IK satisfies IJ = OK, then Ĩ = J.
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Proof. Notice that JI = OK, so J ⊆ Ĩ. Therefore, multiplying by I

OK = IJ ⊆ ĨI ⊆ OK.

Hence, ĨI = OK. Then

Ĩ = OKĨ = JI · Ĩ = JOK = J .

Lemma 3.32. Eery nonzero ideal I of OK contains a product of nonzero prime
ideals.

Proof. Suppose not. Consider all ideals that do not contain a product of nonzero
prime ideals, and let I be largest among them with respect to inclusion. Note
that I cannot itself be prime. Then there are a,b ∈ OK such that ab ∈ I yet
a 6∈ I, b 6∈ I. So the ideals 〈a〉+ I and 〈b〉+ I are strictly larger than I, so by the
choice of I they must contain a product of nonzero primes

〈a〉+ I = p1p2 · · · pr
〈b〉+ I = q1q2 · · · qs

However,

I = 〈ab〉+ I =
(
〈a〉+ I

)(
〈b〉+ I

)
⊇ p1p2 · · · prq1q2 · · · qs.

So I does actually contain a product of prime ideals.

Example 3.33. Consider OK = Z[
√
−5], with ideals q = 〈3, 1 +

√
−5〉 and

q ′ = 〈3, 1−
√
−5〉. We saw that qq ′ = 〈3〉, so q(13q

′) = OK. So

q̃ =
1

3
q ′ = OK +

(
1−
√
−5

3

)
OK.

Proposition 3.34. Let p ⊆ OK be a nonzero prime ideal. Then pp̃ = OK.

Proof. We will first prove that p̃ ) OK. We know that p̃ ⊇ OK. Take a nonzero
a ∈ p. Then p ⊇ 〈a〉, and by the Lemma 3.32, 〈a〉 must contain a product of
primes.

p ⊇ 〈a〉 ⊇ p1p2 . . . pr.

Assume that p1p2 · · · pr is a minimal product of primes: r is the least integer
such that a product of r prime ideals is contained in 〈a〉. Since p is prime, p ⊇ pi
for some i; and moreover, p = pi since all primes in OK are maximal.

If r = 1, then p ⊇ 〈a〉 ⊇ p1. Hence, p = 〈a〉 is a principal ideal, which
has inverse 1aOK as a fractional ideal, which strictly contains OK. In this case,
p̃ = 1

aOK.
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If r ≥ 2, assume without loss of generality that p = p1. So

〈a〉 ⊇ pp2 · · · pr

and 〈a〉 6⊇ p2 · · · pr by choice of r. Let b ∈ p2 · · · pr such that b 6∈ 〈a〉. Define
x = b/a ∈ K×; we have x 6∈ OK.

Claim that x ∈ p̃, which would show that p̃ 6= OK. We have

bp ⊆ pp2 · · · pr ⊆ 〈a〉 = aOK

Dividing by a, we see that xp ⊆ OK. Hence, x ∈ p̃.
Now fix x ∈ p̃ \OK. We have xp ⊆ OK, which implies that p + xp ⊆ OK.

Since p is a maximal ideal, there are two possibilities: either p + xp = p or
p + xp = OK. We rule out the first possibility.

If p = p + xp, then xp ⊆ p. Note that p 6= 0 is a finitely generated Z-
submodule of K, which implies that x ∈ OK by Proposition 2.1. This is a
contradiction, since we chose x 6∈ OK. Note that this is where we use the ring
of algebraic integers instead of a general order.

So we must have p + xp = OK. Hence, p(OK + xOK) = OK. Then by
Lemma 3.31, OK + xOK = p̃ since it is an inverse to p.

Corollary 3.35. Let p 6= 0 be a prime ideal of OK.

(a) If pI = pJ for ideals I, J of OK, then I = J.

(b) Let I 6= 0 be an ideal of OK. Then p ⊇ I ⇐⇒ I = pJ for some unique
ideal J.

(c) For a nonzero ideal I, pI ( I.

Proof.

(a) Multiply both sides by p̃ on the left to cancel.

(b) If p ⊇ I, then take J = p̃I ⊆ OK to see I = pJ. Conversely, if I = pJ then
clearly p ⊇ I.

(c) Assume for contradiction that pI = I. Then I = pI = p2I = p3I = . . . =

pnI ⊆ pn. Since #(OK/I) is finite, then pn+1 = pn for n sufficiently large.
Multiplying this equation by p̃n, we see that p = OK. Contradiction.

Proof of Theorem 3.6. Let I ⊆ OK be a non-zero proper ideal. This ideal contains
a product of nonzero primes:

I ⊇ p1p2 · · · pr.

We induct on r. If r = 1, then I ⊇ p1 =⇒ I = p1 since primes are maximal in
OK.
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If r > 1, write I ⊇ p1p2 · · · pr+1. Choose a maximal ideal p ⊇ I, so p = pi for
some i. Assume that p = pr+1. Then multiplying by p̃, we get:

OK = p̃I ⊇ p1p2 · · · pr.

By induction, we may factor p̃I = q1q2 · · · qs into a product of primes. Multi-
plying by p, we have

I = pq1q2 · · · qs.

This proves existence.
To prove uniqueness, suppose that

p1p2 · · · pr = q1q2 · · · qs

with qi, pi nonzero prime ideals. Swapping the p’s and q’s if necessary, assume
s > r. Since the left hand side is contained in p1, we have p1 = qi for some i.
By reordering, we may assume that p1 = q1. Now multiply by p̃1 and recurse.
After reordering, p1 = q1, . . . , pr = qr, and

OK = qr+1qr+2 · · · qs.

This is impossible unless r = s.

Corollary 3.36. IK is a group.

Proof. We need only check that each element of IK has an inverse. Let I ∈ IK.
Then dI ⊆ OK for some d ≥ 1, and dI = p1p2 · · · pr. Hence, I = 1

dp1p2 · · · pr,
which has inverse dp̃1p̃2 · · · p̃r.

Definition 3.37 (Notation). Since inverses always exist in IK, we will write
I−1 := Ĩ from now on.

Remark 3.38. Every I ∈ IK has a unique factorization

I =
∏
p

pep

where the product is taken over all nonzero primes p with ep ∈ Z and ep = 0

for all but finitely many p.

Remark 3.39. How different is this from multiplication in the field K? Inside
of IK we have a group PK of principal fractional ideals of K. PK behaves a lot
like multiplication in K×, with elements xOK for x ∈ K×, and inverses 1xOK.
The class group of K is C`K = IK /PK, which measures this difference. We will
later prove that this is a finite abelian group, so this difference cannot be too
large.
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Example 3.40. Find all solutions x,y ∈ Z to y2 = x3 − 5. We will use that
C`

Q(
√
−5)

∼= Z/2.

K = Q(
√
−5) and OK = Z[

√
−5]. Fix a pair (x,y) solving this equation.

Over OK, we may factor the right hand side:

x3 = y2 + 5 = (y+
√
−5)(y−

√
−5).

Claim that the ideals 〈y+
√
−5〉 and 〈y−

√
−5〉 are relatively prime.

If not, then there is a prime p ⊆ OK with y±
√
−5 ∈ p, so 2

√
−5 = (y+√

−5) − (y−
√
−5) ∈ p. Hence, 2 · 5 ∈ p, so either 2 ∈ p or 5 ∈ p. We also know

that
x3 = (y+

√
−5)(y−

√
−5) ∈ p,

which means that x ∈ p. Recall that p ∩Z = pZ, where p is the characteristic
of OK/p. Since x is an integer, we know x ∈ p ∩Z, so x ∈ 2Z or x ∈ 5Z. So
either 2 | x or 5 | x. We have y2 = x3 − 5, yet neither y2 = −5 (mod 4) nor
y2 = −5 (mod 25) have solutions. This gives a contradiction, so the ideals
must be relatively prime.

Now factor the ideal generated by x into primes:

xOK =

r∏
i=1

peii .

In particular,

〈y+
√
−5〉〈y−

√
−5〉 = x3OK =

r∏
i=1

p3eii .

and the ideals 〈y±
√
−5〉 are relatively prime, so we must have

〈y+
√
−5〉 =

∏
i∈J

p3eii

for some J ⊆ {1, . . . , r}. Rewrite this as

〈y+
√
−5〉 = I3

for I =
∏
i∈J pi. In C`K = IK /PK, the element [I] cubes to the identity, since I3

is principal. Since C`K ∼= Z/2, then [I] is trivial. Hence, I is a principal ideal in
OK:

〈y+
√
−5〉 = 〈a+ b

√
−5〉3.

for some a,b ∈ Z. Up to a unit in Z[
√
−5]× = {±1},

y+
√
−5 = ±(a+ b

√
−5)3.
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Changing a and b if necessary, we may assume that the unit is 1, since −1 is a
cube. Hence,

y+
√
−5 = (a+ b

√
−5)3.

We have

y+
√
−5 = (a3 + 3ab2(−5)) + (3a2b+ b2(−5))

√
−5.

Equating real and imaginary parts, we have the following system of equations
in the integers: {

y = a3 − 15ab2

1 = 3a2b− 5b3

For the second equation, we may factor out a b to see that

1 = ±(3a2 − 5) =⇒ 3a2 = 5± 1

The equations 3a2 = 4 and 3a2 = 6 have no integer solutions. Hence, the
original equation y2 = x3 − 5 has no integer solutions.

3.3 Ramification

Given any integer prime p, factor

pOK = pe11 · · · p
er
r ,

where pi are distinct prime ideals and ei ≥ 1.

Definition 3.41. The integer ei is the ramification index of p over p.

Definition 3.42. We say that p is ramified in K if ei > 1 for some i. If ei = 1 for
all i, then p is unramified.

Definition 3.43. The inertia degree of pi over p is fi :=
[OK/pi : Fp

]
.

Theorem 3.44. Given any integer prime p, factor pOK = pe11 · · · p
er
r , where pi

are distinct prime ideals and ei ≥ 1. Let fi be the inertia degree of pi. Then

r∑
i=1

eifi = [K : Q].

In particular, r ≤ [K : Q].

Remark 3.45. Actually, r = [K : Q] for infinitely many integral primes p.

Example 3.46. Suppose [K : Q] = 3 and p is unramified, so ei = 1 for all i. We
could have:
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• r = 3, f1 = f2 = f3 = 1,

• r = 2, f1 = 1, f2 = 2,

• r = 1, f1 = 3.

In K = Q( 3
√
2), all three cases occur, and in fact all three cases occur infinitely

often. In K = Q(α), where α is a root of x3 + x2 − 2x− 1, the case r = 2 does not
occur.

Recall that for a nonzero ideal I ⊆ OK, the norm of I is N(I) := #
(OK/I).

Proposition 3.47. For any two ideals I and J of OK, we have N(IJ) = N(I)N(J).
In particular, if I = pb11 · · · p

br
r for distinct primes, pi,N(I) = N(p1)

b1 · · ·N(pr)
br .

Proof. We need only check the last statement. Note that for i 6= j, pbii + p
bj
j =

OK; if not, then there is a maximal ideal q such that pbii + p
bj
j ⊆ q =⇒ q = pi

and q = pj. Then by the Chinese Remainder Theorem,

OK/
I
=
OK/

pb11 pb22 · · · p
br
r

∼=
OK/

pb11
×OK

/
pb22
· · · × OK

/
pbrr

Hence, N(I) =
∏
iN(pbii ).

It remains to show that for some prime p, N(pa) = N(p)a. Consider the
chain

OK ⊇ p ⊇ p2 ⊇ p3 ⊇ . . . ⊇ pa.

Then

N(pe) = #
(OK/

pe

)
=

e∏
i=1

#
(
pi−1/

pi

)
where p0 = OK. So we need only show that #

(
pi−1/pi

)
= N(p).

Let M = pi−1/pi ; we know that M 6= 0 because if it was, then pi−1 = pi,
which implies that pi = OK. So take any x ∈ pi−1 \ pi. We have a homomor-
phism of OK-modules φ : OK →M given by b 7→ bx.

Claim that φ is surjective. If φ is not surjective, then there is an OK-module
0 ( im(φ) ( M. So there is an OK-submodule J of M with pi ( J ( pi−1,
hence p ( (pi−1)−1J ( OK. This contradicts the maximality of p.

Hence, φ : OK � pi−1/pi 6= 0. The kernel of φ contains p, so there is a
surjection

OK/
p
� pi−1/

pi
.

Since the left hand side is a field, this means that OK/p ∼= pi−1/pi. Hence,
#|pi−1/pi| = N(p).
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Proof of Theorem 3.44. The idea is to compute N(pOK) in two different ways. If
pOK = pe11 pe22 · · · p

er
r , then Proposition 3.47 implies

N(pOK) = N(p1)
e1N(p2)

e2 · · ·N(pr)
er .

Moreover,
N(pi) = #

(OK/
pi

)
= pfi .

Combining, we find that

N(pOK) =
r∏
i=1

(
pfi
)ei

= p
∑r
i=1 eifi .

On the other hand, OK ∼= Zn as an abelian group, where n = [K : Q]. Then we
have the following chain of isomorphisms of abelian groups:

OK/
pOK

∼=
Zn/

pZn
∼=
(

Z/
pZ

)n
This shows us that N(pOK) = pn. Hence,

p
∑r
i=1 eifi = pn.

Theorem 3.48. A prime p is ramified in K if and only if p divides the discrimi-
nant of K. In particular, only finitely many primes p ramify in K.

Remark 3.49. Here are some neat facts that we won’t prove.

(a) Take number fields K1 and K2. Suppose that their discriminants are
relatively prime. Then K1 ∩ K2 = Q.

(b) Given an integer n ≥ 1 and a finite set S of primes, then up to isomor-
phism, there are only finitely many number fields K such that K has degree
n and K is unramified at all p 6∈ S.

This second fact is actually a very hard theorem.

To prove Theorem 3.48, we must first extend the definition of discriminant.

Definition 3.50. Consider rings A ⊆ B, where B is a free A-module of rank n.
Choose an A-basis x1, . . . , xn of B, and define

disc(x1, . . . , xn) := det
(
TrB/A(xixj)

)
∈ A

where TrB/A(x) is the trace of the A-linear map B→ B, b 7→ xb.
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For another A-basis y1, . . . ,yn,

disc(y1, . . . ,yn) = disc(x1, . . . , xn)(detC)2,

where C ∈ GLn(A) is the change of basis matrix satisfying

yi =

n∑
j=1

Cijxj.

SinceC is an invertible matrix, det(C) ∈ A×. So disc(y1, . . . ,yn) and disc(x1, . . . , xn)
differ by the square of a unit in A.

Definition 3.51. The discriminant of B over A is discA(B) = disc(x1, . . . , xn)
for any A-basis x1, . . . , xn of B. This is well-defined up to an element of (A×)2;
it defines a coset disc(x1, . . . , xn) · (A×)2.

Fact 3.52. For A ⊆ B1 and A ⊆ B2, discA(B1 × B2) = discA(B1)discA(B2).

Proof of Theorem 3.48. Now let x1, . . . , xn be a Z-basis of OK. Then x1, . . . , xn is
an Fp-basis of OK/pOK.

disc(K) = disc(x1, . . . , xn) ≡ disc(x1, . . . , xn) (mod p)

This class represents an element of the coset discFp

(OK/pOK). So p | disc(K) if
and only if discFp

(OK/pOK) = 0. Recall

OK/
pOK

∼=

r∏
i=1

OK/
peii

.

So p | disc(K) if and only if discFp

(∏
i
OK/

p
ei
i

)
=
∏
i discFp

(
OK/

p
ei
i

)
= 0, if

and only if discFp

(
OK/

p
ei
i

)
= 0 for some i. The theorem will follow from the

next lemma.

Lemma 3.53. Let p ⊆ OK be a nonzero prime, and let e be its ramification index.
Then the discriminant of OK/pe over Fp is zero if and only if e ≥ 2.

Proof. Suppose e ≥ 2. Fix a basis x1, . . . , xn of B = OK/pe over Fp with x21 = 0.
We may choose x1 this way since

xi ∈ pe−1/
pe

=⇒ x21 ∈
(
pe−1

)2
⊆ pe.

The last inclusion holds since e ≥ 2. Define a linear map B→ B by b 7→ x1xjb.
This is represented by an n×nmatrixM in Fp, andM2 = 0 since x21 = 0. Now

TrB/Fp(x1xj) = tr(M) = 0
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since the eigenvalues ofM are all zero. Then

disc(x1, . . . , xn) = det(TrB/Fp(xixj)) = 0,

since the first row is zero. Hence,

discFp(
OK/pe) = 0.

If e = 1, we want to show that discFp(
OK/pe) 6= 0. We will show that in fact,

for a finite field extension L/K of separable fields, disc(L/K) 6= 0. The separable
assumption gives us L = K(α) for some α, and 1,α, . . . αn−1 is a K-basis of L,
where n = [L : K]. As before,

disc(1,α, . . . ,αn−1) =
∏

1≤i<j≤n
(σi(α) − σj(α))

2

where σ1, . . . ,σn : L ↪→ K are the K-embeddings of L into an algebraic closure
K of K. The product on the right-hand-side is nonzero, and in fact it will be
nonzero up to a unit squared. Hence, discK(L) 6= 0.

3.4 Dedekind Domains

Although we were working with of rings of integers of number fields, we
could have done everything in this section in a more general setting. We only
needed to know that the ring OK is a Dedekind domain to establish unique
factorization.

Definition 3.54. A ring R is integrally closed if for each monic f(x) ∈ R[x] with
root α ∈ K (where K is the field of fractions of R), then α ∈ R.

Definition 3.55. A Dedekind domain is an integral domain R satisfying:

(a) R is Noetherian;

(b) R is integrally closed;

(c) every nonzero prime ideal in R is maximal.

Example 3.56. If K is a number field, then OK is a Dedekind domain. Indeed,
we have already showed that OK is Noetherian and every nonzero prime ideal
in OK is maximal. To show that OK is integrally closed, take any α ∈ K such
that f(α) = 0 with f ∈ OK[x] monic. Define M := OK[α] ⊆ K. Note that M
is a finitely generated OK-module since f is monic. Therefore, M is a finitely
generated Z-module. Then αM ⊆M =⇒ α ∈ OK by Proposition 2.1.

We won’t prove the following theorem, but it justifies generalizing to Dedekind
domains.

44



Lecture 11: Dedekind Domains 8 March 2018

Theorem 3.57. Let R be an integral domain. Then R is a Dedekind domain if
and only if every nonzero ideal has a unique factorization into primes.

The proof that Dedekind domains have unique factorization is as before in
Section 3.2, with minor changes.

Example 3.58.

(a) Any PID is a Dedekind domain.

(b) R = C[x,y]/〈y2 − x3 − 1〉 is a Dedekind domain, but it is not a PID. The
nonzero prime ideals are 〈x− a,y− b〉 with b2 = a3 + 1 for a,b ∈ C.
Moreover, if C is a non-singular affine curve over any field k, then its
coordinate ring k[C] is a Dedekind domain.

Remark 3.59. For any Dedekind domain R, we may also define the ideal class
group C`R, but it will not necessarily be finite as it is when R is the ring of
integers of a number field. When R is the coordinate ring of the affine plane
curve y3 = x3 − 1, then C`R ∼= R2/Z2.

Definition 3.60. Let R be a ring with fraction field K. Let L be a finite field
extension of K. The integral closure of R in L is the ring

S =
{
α ∈ L | f(α) = 0 for some monic f(x) ∈ R[x]

}
.

Proposition 3.61. Let R be a Dedekind domain with fraction field K. Let L be a
finite field extension of K, and let S be the integral closure of R in L. Then S is a
Dedekind domain.

L S

K R

⊇

⊇

Example 3.62. Let R = C[x,y]/〈y2 − x3〉. This is not a Dedekind domain that
is not integrally closed. Indeed, the curve y2 − x3 is singular at the origin.

y2 = x3
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We may parameterize the curve y2 − x3 by t 7→ (t2, t3). When t 6= 0, we may
recover it from a point (x,y) on the curve as t = y

x .
By abuse of notation, let x,y ∈ R be the cosets of x and y, respectively, in R.

In the fraction field K of R, define t = y/x. Then

t2 =
y2

x2
=
x3

x2
= x

t3 =
y3

x3
=
y3

y2
= y

In this way, we see that R ⊆ C[t], and C[t] is a PID. Hence, C[t] is the integral
closure of R in K.

3.5 Discrete Valuation Rings

Let K be a number field and let OK be its ring of integers. For any x ∈ K×, write

xOK =
∏
p

pνp(x)

We have νp(x) ∈ Z and νp(x) = 0 for all but finitely many p. We declare
νp(0) =∞.

Definition 3.63. The function νp : K→ Z∪ {∞} is the p-adic valuation of K.

Fact 3.64. The valuation satisfies the following properties:

(a) νp(xy) = νp(x) + νp(y)

(b) νp(x+ y) ≥ min{νp(x),νp(y)}

Definition 3.65. Define Op := {x ∈ K | νp(x) ≥ 0}. If νp(x) ≥ 0, then we say
that x is integral at p.

Note that Op is a ring by the above properties of νp. If we choose any
π ∈ p \ p2, then νp(π) = 1.

Lemma 3.66. The nonzero ideals of Op are pnOp = πnOp for any π ∈ p \ p2.

Proof. Take any nonzero ideal I ⊆ Op. Let n be the smallest value of νp(x) over
all x ∈ I. Since I is nonzero, there is some nonzero x ∈ I and νp(x) ≥ 0. Hence,
n ≥ νp(x) ≥ 0.

Choose any π ∈ p2 \ p and consider π−nI. If x ∈ π−nI, then νp(x) =

νp(π
−nb) for some nonzero b ∈ I, and

νp(x) = νp(π
−nb) = −n+ νp(b) ≥ 0.
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Hence, π−nI ⊆ Op and is again an ideal.
Moreover, π−nI contains some x ∈ Op with νp(x) = 0, in which case

νp(x
−1) = −νp(x) = 0, so x−1 ∈ Op as well. Therefore, π−nI = Op, so

I = πnOp.

Definition 3.67. A discrete valuation ring (DVR) is a local PID, i.e. a PID with
only one maximal ideal.

The previous lemma shows that Op is a discrete valuation ring.

Lemma 3.68. Op =

{
a

b

∣∣∣∣ a ∈ OK,b ∈ OK \ p

}
Proof. Write Rp for the right hand side. If ab ∈ Rp, then

νp
(
a
b

)
= νp(a) − νp(b) = νp(a) − 0 ≥ 0,

since b 6∈ p (when we factor bOK, p doesn’t show up at all). Hence, Rp ⊆ Op.
Conversely, take any nonzero α ∈ Op. Factor the principal ideal generated

by α as
αOK = IJ−1

where I, J are ideals of OK and p doesn’t divide J. Essentially, we factored αOK
into primes and collected all of the primes with positive exponents into I and
collected all of the primes with negative exponents into J−1. We may assume p

doesn’t divide J since νp(α) ≥ 0.
The prime ideal p doesn’t divide J if and only if J 6⊆ p. So we may choose

some b ∈ J \ p. Then
bαOK = I(bJ−1)

Notice that bJ−1 ⊆ OK, since JJ−1 = OK. Hence, I(bJ−1) ⊆ I. Write bα =

a ∈ I. So α = a
b . We have chosen a ∈ I ⊆ OK and b ∈ J \ p ⊆ OK \ p. Hence,

α ∈ Rp, and Op ⊆ Rp.

Remark 3.69. Op is the localization ofOK at p. To show thatOp is a discrete val-
uation ring, we could have (instead of defining νp) noted that Op is necessarily
local and demonstrated that it was a PID.

Theorem 3.70. If R is a Noetherian integral domain, then R is Dedekind if and
only if Rp is a DVR for all nonzero primes p ⊆ R.

This gives us another proof that OK is a Dedekind domain, although quite a
bit more roundabout.
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3.6 Extensions of number fields.

Much of what we have done for K/Q also applies to extensions of number fields
L/K.

Let L/K be an extension of number fields. Let p ∈ OK be a non-zero prime
ideal. Then

pOL =
∏
q|p

qe(
q/p)

where e(q/p) is the ramification index of q over p. The inertia degree of q over
p is

f(q/p) =
[
OL/q : OK/p

]
Theorem 3.71.

∑
q|p

e (q/p) f(q/p) = [L : K]

We can also have a tower of field extensions. Consider the tower

M l

L q

K p

⊆
⊆

where l, q, p are prime ideals in OM,OL,OK, respectively.

Proposition 3.72. We have

(a) ε
(
l/p
)
= e

(
l/q
)
e (q/p)

(b) f
(
l/p
)
= f

(
l/q
)
f (q/p)

Proof. (a)

pOM = pOL · OM
=
∏
q|p

qe(
q/p)

=
∏
q|p

(qOM)e(
q/p)

=
∏
q|p

∏
l|q

qe(
l/q)

e(q/p)

=
∏
q|p

∏
l|q

qe(
l/q)e(q/p)

48



Lecture 12: Extensions of number fields. 13 March 2018

(b) This proof relies on the fact that degrees of field extensions are multiplica-
tive. In particular, we have a tower of fields

OM/l

OL/q

OK/p

The degree of OM/OL is f(l/q) and the degree of OL/OK is f(q/p).

Proof of Theorem 3.71. Compute N(pOL) in two ways. First,

N(pOL) = N

∏
q|p

qe(
q/p)


=
∏
q|p

N(q)e(
q/p)

=
∏
q|p

(
N(p)f(

q/p)
)e(q/p)

= N(p)

(∑
q|p e(

q/p)f(q/p)
)

.

On the other hand, N(pOL) = # (OL/pOL).
If OL is a free OK-module, then OL ∼= O[L : K]

K , and hence(
OL/pOL

)
∼=
(
OK/p

)[L : K]
as OK-modules.

Of course, we may not have thatOL is free overOK. To address this, localize
at p. To ease notation, let A = OK and let B = OL. We have A ⊆ B. Let
S = A \ p. After localization, we get S−1A = Ap and S−1B. We know that S−1A
is a PID and S−1B is a finitely generated S−1A-module. Hence, S−1B is a free
S−1A-module. The following exercise then shows us that

dimA/p
B/pB = dimS−1A/

pS−1A

S−1B/pS−1B = [L : K]

as before. Hence, #
(
B/pB

)
= N(p).
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Exercise 3.73. Using the notation of the previous proof, the following are iso-
morphisms:

A/p → S−1A/pS−1A
B/pB → S−1B/pS−1B

Example 3.74. Let X and Y be compact connected Riemann surfaces with a
non-constant holomorphic map φ : Y → X. Let MX and MY be the field
of meromorphic functions on X and Y, respectively. There is an inclusion
φ∗ :MX ↪→MY given by f 7→ f ◦φ. The degree n of the extensionMY/MX

is called the degree of φ.
Fix a point p ∈ X. Let Op = {f ∈ MX | f holomorphic at p}. This is a ring;

in fact, it is a DVR with maximal ideal p consisting of those holomorphic f
vanishing at p.

Let B be the integral closure ofOp inMY . It is a Dedekind domain. We have

pB =

r∏
i=1

qeii

for distinct primes qi with fi =
[
B/qi :

Op/p
]
= [C : C] = 1. Moreover, if

φ−1({p}) = {q1, . . . ,qr}, then Oqi = Bqi .
Geometrically, considering p as a divisor, φ−1(p) =

∑r
i=1 eiqi; the degree

of this divisor is
∑r
i=1 ei = n.

4 Geometry of Numbers (Minkowski Theory)

Definition 4.1. A Euclidean space is a finite dimensional real inner product
space V .

Choose any Euclidean space V with inner product 〈 , 〉 : V × V → R. (You
really lose nothing by thinking about Rn with the dot product.)

Recall that if H is an additive subgroup of V , H is discrete if and only if H is
a free Z-module generated by vectors linearly independent over R.
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Example 4.2. Z ⊆ C is discrete, as is Z2 ⊆ R2.

Z ⊆ C Z2 ⊆ R2

Definition 4.3. A subgroup Λ ⊆ V is a lattice if it is discrete and spans V over
R, that is,

Λ = Zv1 ⊕Zv2 ⊕ · · · ⊕Zvn

with v1, . . . , vn a basis for V over R.

Remark 4.4. Warning: what we call a lattice is sometimes called a complete or
full lattice.

Definition 4.5. LetΛ ⊆ V be a lattice withΛ = Zv1⊕ . . .⊕Zvn. A fundamen-
tal domain for Λ is

F = {x1v1 + . . .+ xnvn | 0 ≤ xi < 1}

We have V =
⋃
λ∈Λ

(λ+F).

Example 4.6. A fundamental domain for the lattice in R2 generated by the
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vectors (1, 1) and (
√
2,−
√
2) is shaded in the picture below.

Definition 4.7. The Haar measure µ on V is given by

µ ({x1e1 + . . .+ xnen | 0 ≤ xi < 1}) = 1

with e1, . . . , en an orthonormal basis for V : 〈ei, ej〉 = δij.

The Haar measure essentially assigns volume 1 to the fundamental domain.
We say that

vol(F) = µ(F).

Definition 4.8. The covolume of Λ = Zv1⊕ . . .⊕Zvn is covol(Λ) := vol(F) =
µ(F).

The covolume of Λ is independent of the vi. If e1, . . . , en is an orthonormal
basis for V , write

vi =

n∑
j=1

Aijej

for a unique A ∈ GLn(R). Then vol(F) = |det(A)|. The matrix B with entries
Bij = 〈vi, vj〉 satisfies B = AAT , and covol(Λ) = vol(F) =

√
|det(B)|.

Remark 4.9. The quotient map V → V/Λ relates the volume and covolume.
Note that V/Λ is compact and has a measure µ induced from the one on V .

vol (V/Λ) = µ(V/Λ) = µ(F) = covol(Λ).
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4.1 Algebraic integers as a lattice

Let K be a number field of degree n. Recall that

KR :=
{
(aσ)σ ∈

∏
σ

C | aσ = aσ∀σ
}

where σ runs over all complex embeddings σ : K→ C. Recall also that σ is the
complex conjugate embedding of σ given by complex conjugation following σ.
KR is a real vector space of dimension n. There is a map

K KR

α (σ(α))σ

i

that induces an isomorphism of R-algebras

K⊗Q R
∼
−→ KR.

We saw that Λ := i(OK) is a lattice in KR. Indeed, we have OK ∼= Zn ⊆ K ∼=

Qn as additive abelian groups.
For a nonzero ideal I ⊆ OK, i(I) is a lattice in KR.
We want an inner product on KR. Recall that we had a pairing

K× K Q

(α,β) TrK/Q(αβ)

where
TrK/Q(αβ) =

∑
σ : K↪→C

σ(α)σ(β).

Define the pairing

KR × KR R(
(aσ)σ, (bσ)σ

) ∑
σ aσbσ

〈 , 〉

Why does this land in R? This is easy to check.∑
σ

aσbσ =
∑
σ

aσbσ =
∑
σ

aσbσ =
∑
σ

aσbσ.

For α,β ∈ K, we have
〈i(α), i(β)〉 = TrK/Q(αβ).

Let r be the number of embeddings σ : K ↪→ R and let s be the number of
complex conjugate pairs of embeddings σ : K ↪→ C with σ(K) 6⊆ R. We have
n = r+ 2s, and we may order the embeddings such that
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• σ1, . . . ,σr are the real embeddings of K

• σr+1, . . . ,σr+s,σr+1, . . . ,σr+s are the complex embeddings of K.

Then KR
∼= Rr ×R2s ∼= Rn via

(aσ)σ 7→ (
aσ1 , . . . ,aσr , Re(aσr+1), . . . , Re(aσr+s), Im(aσr+1), . . . , Im(aσr+s)

)
The inner product on the left hand side is given by

〈(aσ), (bσ)〉 =
∑
σ

aσbσ

=

r∑
i=1

aσibσi +

r+s∑
i=r+1

(
aσibσi + aσibσi

)
=

r∑
i=1

aσibσi +

r+s∑
i=r+1

(
2Re(aσi)Re(bσi) + 2Im(aσi)Im(bσi)

)
So the inner product on Rn that we want to use is a weird one:

〈x,y〉 =
r∑
i=1

xiyj + 2

s∑
i=r+1

xiyi

What is the covolume of OK? Let x1, . . . , xn be a Z-basis for OK. Then
i(x1), . . . , i(xn) is a Z-basis for i(OK).

covol(OK) =
∣∣det

(
〈i(xi), i(xj)〉

)∣∣1/2

=
∣∣det

(
TrK/Q(xixj)

)∣∣1/2

= |disc(K)|1/2

This is worth writing down as a proposition. We have proved the following:

Proposition 4.10. i(OK) is a latice in (KR, 〈 , 〉) with covolume
√

disc(K).

4.2 Minkowski’s Theorem

Definition 4.11. Let V be a Euclidean space.

(a) We say that a subset X ⊆ V is symmetric if x ∈ X =⇒ −x ∈ X.

(b) We say that X is convex if x,y ∈ X =⇒ tx+ (1− t)y ∈ X for all 0 ≤ t ≤ 1.

Theorem 4.12 (Minkowski). Let Λ be a lattice in a Euclidean space V of dimen-
sion n. Let X be a nonempty measurable subset of V that is symmetric and
convex. Assume one of the following:
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(a) vol(X) > 2n covol(Λ), or

(b) vol(X) ≥ 2n covol(Λ) and X is compact.

Then X contains a non-zero element of Λ.

Lemma 4.13. If vol(X) > covol(Λ), then there are two distinct points x,y ∈ X
such that x− y ∈ Λ.

Proof. Consider the quotient map φ : V → V/Λ. If φ|X is injective, then
vol(X) = µ(X) = µ(X), and therefore vol(X) ≤ µ(V/Λ) = covol(Λ). This
is a contradiction of our assumption!

So φ|X cannot be injective. Hence, there are distinct x,y ∈ X such that
φ(x) = φ(y), and φ(x− y) = 0 =⇒ x− y ∈ Λ.

Proof of Theorem 4.12. Assume (a). Define X ′ = 1
2X, so

vol(X ′) =
1

2n
vol(X) > covol(Λ)

by assumption. By the lemma, there are distinct x,y ∈ X ′ such that x− y ∈ Λ.
It remains to show that x− y ∈ X. Write

x− y =
1

2
(2x− 2y).

with 2x, 2y ∈ 2X ′ = X. Since 2y ∈ X, then −2y ∈ X since X is symmetric. Since
X is convex, we know that the average

x− y = 1
2 (2x) +

1
2 (−2y)

lies in X.
Now assume (b). Take any ε > 0, and scale X by (1+ ε). The shape (1+

ε)X has volume strictly greater than 2n covol(Λ). By the previous paragraph,
(1+ ε)X contains a nonzero element in Λ. For 0 < ε ′ < ε, (1+ ε ′)X ⊆ (1+ ε)X

using convexity and the fact that 0 ∈ X by symmetry and convexity. Then the
intersection ⋂

ε>0

(
(1+ ε)X∩ (Λ \ {0})

)
is the intersection of compact and nonempty sets, and is therefore itself nonempty.
So there exists some λ ∈ Λ \ {0} such that λ ∈ (1+ ε)X for all ε > 0. Hence,
λ ∈ X because X is compact.

Remark 4.14. Compactness is needed if we assume (b). IfΛ = Zv1⊕ . . .⊕Zvn,
then

X =

{
n∑
i=1

xivi

∣∣∣∣ − 1 < xi < 1
}

has vol(X) = 2n covol(Λ) yet X∩Λ = {0}.
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A classical application of Minkowski’s theorem is the following, due to
LaGrange.

Theorem 4.15 (LaGrange). All integers n ≥ 1 are the sum of four squares.

Lemma 4.16. It suffices to show that primes are the sum of four squares.

Proof. Let H be the ring of quaternions. Take α = a + bi + cj + dk with
a,b, c,d ∈ Z. Its conjugates is α = a − bi − cj − dk. We have αβ = βα,
and we may use the conjugation to define a norm:

N(α) = αα = a2 + b2 + c2 + d2.

For α,β ∈H, we have
N(αβ) = N(α)N(β).

The left hand side is a sum of four squares, and the two terms on the right-hand
side are each sums of four squares as well.

Lemma 4.17. For any odd prime p, there exist r, s ∈ Z such that r2 + s2 + 12 +
02 ≡ 0 (mod p).

Proof. Recall that (F×p )
2 is cyclic of order p−12 . There are p−1

2 + 1 = p+1
2

possible residues for r2 (mod p) and likewise, p+12 possible residues for −1−
s2 (mod p). Since

p+ 1

2
+
p+ 1

2
= p+ 1 > p,

then by the pigeonhole principle we may find r, s ∈ Fp such that r2 = −1−

s2.

Proof of Theorem 4.15. By Lemma 4.16, it suffices to prove the theorem for primes.
The theorem is easy for p = 2. So take any odd prime p and choose, by
Lemma 4.17, two integers r, s such that r2 + s2 + 1 ≡ 0 (mod p). Define

A =


p 0 r s

0 p s −r

0 0 1 0

0 0 0 1

 ∈M4(Z).

Let Λ be the lattice Λ := AZ4 ⊆ R4, where R4 is equipped with the usual dot
product. The covolume of Λ is covol(Λ) = |det(A)| covol(Z4) = p2.

Claim that for all λ ∈ Λ, ‖λ‖2 ≡ 0 (mod p). If

λ = A


a

b

c

d

 =


pa+ rc+ sd

pb+ sc− rd

c

d


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Then

‖λ‖2 = (pa+ rc+ sd)2 + (pb+ sc− rd)2 + c2 + d2

≡ (r2 + s2 + 1)c2 + (s2 + r2 + 1)d2 (mod p)

≡ 0 (mod p)

Now take X = {v ∈ R4 | ‖v‖2 < 2p}. If Minkowski’s theorem applies,
λ ∈ Λ \ {0} lies inside X, then 0 < ‖λ‖2 < 2p and ‖λ‖2 ∈ Z is divisible by p by
the above. Hence, ‖λ‖2 = p, so p is a sum of four squares, since∥∥∥∥∥∥∥∥


a

b

c

d


∥∥∥∥∥∥∥∥
2

= a2 + b2 + c2 + d2.

So it remains to show that Minkowski’s theorem applies to X. We have

vol(X) =
1

2
π2
(√

2p
)4

= 2π2p2 > 24p2 = 24 covol(Λ),

which verifies assumption (a) in Theorem 4.12.

4.3 The class group is finite

Let K be a number field of degree n. Let r be the number of real embeddings
K ↪→ R. Let s be the number of conjugate pairs of embeddings σ : K ↪→ C with
σ(K) ( R.

Theorem 4.18. Let I be any nonzero ideal of OK. Then I contains an element α
satisfying

|NK/Q(α)| ≤
(
4

π

)s n!
nn

√
|disc(K)| ·N(I)

We call the number ( 4π )
s n!
nn

√
|disc(K)| Minkowski’s constant for K. Note

that it doesn’t depend on the ideal I.

Remark 4.19. We may reinterpret this inequality: if α ∈ I then αOK ⊆ I. We
have

[I : αOK] =
[OK : αOK]
[OK : I]

=
N(αOK)
N(I)

=
|NK/Q(α)|

N(I)
≤
(
4

π

)2 n!
nn

√
|discK|

Notice that the bound depends only on the field K; it is independent of both α
and I. So this says that principal ideals and ideals are relatively close to each
other, because the index [I : αOK] is bounded.

Note, however, that the element α depends on I in Theorem 4.18. If we are
allowed to choose α, we may make [I : αOK] as large as we like. For example,
we may scale the given α by any integer to make |NK/Q(α)| as large as we like.
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Corollary 4.20. Every class in the class group C`K contains an integral ideal of

norm at most
(
4
π

)s
n!
nn

√
|disc(K)|. In particular, C`K is finite.

Proof of Corollary 4.20. Take any k ∈ C`K. Choose an integral ideal I such that

[I] = k−1. Set C =
(
4
π

)s
n!
nn

√
|disc(K)|. By the theorem, there is a nonzero

α ∈ Iwith
|NK/Q(α)| ≤ C ·N(I).

Let J = αI−1 ⊆ OK. By definition, we have [J] = [I−1] = [I]−1 = k. This is an
ideal of OK. By the calculation

N(J)N(I) = N(JI) = N(αOK) = |NK/Q(α)| ≤ C ·N(I)

we have N(J) ≤ C.
Finally, C`K is finite since there are only finitely many ideals of OK with a

given norm.

Example 4.21. Let K = Q(i). In this case, C = (4/π)1 2!22
√

|− 4| = 4/π < 2.
Hence, every element of C`Q(i) contains an ideal of norm 1. Since OQ(i) = Z[i],
then C`Q(i) = {[OK]} is trivial.

Corollary 4.22. C`K is generated by classes [p] withN(p) ≤
(
4

π

)s n!
nn

√
|discK|.

Proof Sketch. Write I = pe11 · · · p
er
r so [I] = [p1]

e1 · · · [pr]er in the class group and
N(I) = N(p1)

e1 · · ·N(pr)
er . Then use the Corollary 4.20.

Example 4.23. Consider K = Q(
√
−5) with OK = Z[

√
−5]. We have already

shown that OK is not a PID, which means that the class group is necessarily
nontrivial.

There are no real embeddings and 2 complex embeddings (an embedding
and its conjugate). Then Minkowski’s bound is

MK =

(
4

π

)1 2!
22

√
|− 20| ≈ 2.8.

What are the ideals of norm at most 2? The only ideal of norm 1 is OK, and we
have seen that 〈2〉 = p2 with p = 〈2, 1+

√
−5〉. Hence, p has norm 2.

Then C`K = {[OK], [p]} ∼= Z/2Z.
Note that p is not a principal ideal: if it were, say p = 〈α〉 for some α ∈ OK,

then |NK/Q(α)| = N(p) = 2. Yet if α = a+ b
√
−5, then NK/Q(α) = a2 + 5b2,

which is never 2.
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Example 4.24. Let K = Q(
√
−26) with OK = Z[

√
−26]. We have n = 2, r = 0

and s = 1, and disc(K) = −104. In this case, Minkowski’s constant is approxi-
mately 6.49. Hence, C`K is generated by prime ideals p with N(p) ≤ 6 < 6.49.
In particular, N(p) ∈ {2, 3, 4, 5}. Let’s do these case-by-case.

• If N(p) = 2,
x2 + 26 ≡ x2 (mod 2).

This gives one ideal p2 with p22 = 〈2〉 and p2 = 〈2,
√
−26〉.

• If N(p) = 3,

x2 + 26 ≡ x2 − 1 ≡ (x− 1)(x+ 1) (mod 3)

This gives two ideals p3 and p ′3 such that 〈3〉 = p3p
′
3 with p3 = 〈3,

√
−26+

1〉 and p ′3 = 〈3,
√
−26− 1〉.

• If N(p) = 5,

x2 + 26 ≡ x2 + 1 ≡ (x+ 2)(x+ 3) (mod 5).

There are two ideals p5 and p ′5 with 〈5〉 = p5p
′
5 and p5 = 〈5,

√
−26+ 2〉

and p ′5 = 〈5,
√
−26+ 3〉.

The two relations p3p ′3 = 〈3〉 and p5p
′
5 = 〈5〉 give relations in the class group

[p ′3] = [p3]
−1

[p ′5] = [p5]
−1

For a+ b
√
−26 ∈ OK,

|NK/Q(a+ b
√
−26)| = a2 + 26b2.

The right hand side is never 2, 3 or 5, so p2, p3 and p5 are not principal. So we
learn that C`k is therefore generated by [p2], [p3] and [p5]. Let’s find the relations
between these.

Consider α = 2 +
√
−26. Then NK/Q(α) = 30 = 2 · 3 · 5. We have α =

2+
√
−26 ∈ p2 but also α = 3+ (

√
−26− 1) ∈ p ′3 and α = 2+

√
−26 ∈ p5.

Therefore,
〈α〉 = p2p

′
3p5,

which gives a relation in the class group

1 = [p2][p3][p5],

so we may eliminate [p5] from our set of generators.
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Notice that [p2] has order 2, because we know that p2 is not principal and
moreover 〈2〉 = p22, so [p2]

2 = 1 in the class group.
Similarly, claim that [p3] has order 3. Let α = 1+

√
−26. NK/Q(α) = 27. So

now if we write
〈α〉 = pa3 (p

′
3)
b

the left hand side has norm 27 and the right side has order 3a+b. So a+ b = 3.
If a ≥ 1,b ≥ 1, then α ∈ p3p

′
3 = 〈3〉. This is impossible because α/3 6∈ OK. So

either 〈α〉 = p33 or 〈α〉 = (p ′3)
3. Note that α ∈ p3, so 〈α〉 = p33. The fact that p3

is not principal and this relation gives [p3]3 = 1 in the class group.
So we have found that C`K is generated by [p2] of order 2 and [p3] of order

3. There are no relations between the two, so

C`K ∼= Z/2Z ⊕ Z/3Z
∼= Z/6Z.

In fact, [p5] = [p2][p3] is a generator of this group of order 6; we could have
checked this directly.

Proof of Theorem 4.18. Consider the embedding i : OK ↪→ KR
∼= Rn given by

(aσ)σ 7→ (
aσ1 , . . . ,aσr , Re(aσr+1), . . . , Re(aσr+s), Im(aσr+1), . . . , Im(aσr+s)

)
(4.1)

Recall that the inner product on this space is given by

〈x,y〉 =
n∑
i=1

eixiyi

with ei = 1 for 1 ≤ i ≤ r and ei = 2 for r+ 1 ≤ i ≤ r+ s.
Recall also that i(OK) is a lattice of covolume

√
|discK|. The image of any

nonzero ideal I ⊆ OK under i is also a lattice i(I) ⊆ Rn of covolume N(I) ·√
|discK|.
Take any α ∈ I. We have

|NK/Q(α)| =

∣∣∣∣∣∏
σ

σ(α)

∣∣∣∣∣ =
r∏
i=1

|σi(α)|

r+s∏
i=r+1

|σi(α)|
2 (4.2)

By the AMGM inequality, we have

|NK/Q(α)| =

r∏
i=1

|σi(α)|

r+s∏
i=r+1

|σi(α)|
2 ≤

(
1

n

r∑
i=1

|σi(α)|+
2

n

r+s∑
i=r+1

|σi(α)|

)n
For t > 0, define

Xt :=

{
x ∈ Rn

∣∣∣∣ r∑
i=1

|xi|+ 2

r+s∑
i=r+1

√
x2i + x

2
i+s ≤ t

}
.
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If i(α) ∈ Xt, then |NK/Q(α)| ≤ tn

nn . Note that Xt ⊆ Rn is compact, symmet-
ric, and convex. So we may apply Minkowski’s Theorem (Theorem 4.12). If
vol(Xt) ≥ 2n covol(i(I)), then there is a non-zero α ∈ Iwith

|NK/Q(α)| ≤ t
n
/nn .

The theorem then follows from Exercise 4.33: once we know that

vol(Xt) = 2rπs
tn

n!
,

choose t > 0 such that 2rπs t
n

n! = 2
n
√

|discK| ·N(I). Therefore,

|NK/Q(α)| ≤
tn

nn
=

(
4

π

)s n!
nn

√
|discK|N(I).

Exercise 4.25 (Boring Exercise). Show that vol(Xt) = 2rπs t
n

n! .

Remark 4.26. In the proof above, it would be more straightforward to pick the
region

Yt :=

{
y ∈ Rn

∣∣∣∣ r∏
i=1

|yi|

r+s∏
i=r+1

(y2i + y
2
i+s) ≤ t

}
by analogy to (4.4). But this isn’t convex or necessarily compact! In fact, if s = 0
and r = 2, then Yt = {(x,y) ∈ R2 | |xy| ≤ t} looks like the shaded region below

4.4 Bounds on the Discriminant

Recall that every class of C`K contains an integral ideal of norm at most
Minkowski’s bound ( 4π )

s n!
nn

√
|discK|. Since the norm of an ideal is always at

least 1, this gives a lower bound on the discriminant: solving the inequality(
4

π

)s n!
nn

√
|discK| ≥ 1
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for disc(K), we learn √
|disc(K)| ≥

(π
4

)s nn
n!

.

A slightly weaker inequality is obtained using π/4 < 1 and s ≤ n/2.

|disc(K)|1/2 ≥
(π
4

)n/2 nn

n!

Now consider the sequence

an =
(π
4

)n/2 nn

n!
.

The ratio of terms is
an+1
an

=
(π
4

)1/2
(
1+

1

n

)n
which converges to

√
π
4 · e as n → ∞, so an → ∞ as n → ∞ by the ratio test.

We have proved:

Proposition 4.27. For any integer d, there are only finitely many n ≥ 1 for
which there is a number field K of degree n and discriminant d.

If K 6= Q (and hence n ≥ 2), then in particular

√
|disc(K)| ≥

(π
4

)2/2 22

2!
=
π

2
> 1

Hermite used this to show the following:

Theorem 4.28 (Hermite). For any number field K 6= Q, we have disc(K) 6= ±1.
In particular, there is a prime p that ramifies in K.

Corollary 4.29.

Corollary 4.30. C`K is generated by classes [p] withN(p) ≤
(
4

π

)s n!
nn

√
|discK|.

Proof Sketch. Write I = pe11 · · · p
er
r so [I] = [p1]

e1 · · · [pr]er in the class group and
N(I) = N(p1)

e1 · · ·N(pr)
er . Then use the Corollary 4.20.

Example 4.31. Consider K = Q(
√
−5) with OK = Z[

√
−5]. We have already

shown that OK is not a PID, which means that the class group is necessarily
nontrivial.

There are no real embeddings and 2 complex embeddings (an embedding
and its conjugate). Then Minkowski’s bound is

MK =

(
4

π

)1 2!
22

√
|− 20| ≈ 2.8.
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What are the ideals of norm at most 2? The only ideal of norm 1 is OK, and we
have seen that 〈2〉 = p2 with p = 〈2, 1+

√
−5〉. Hence, p has norm 2.

Then C`K = {[OK], [p]} ∼= Z/2Z.
Note that p is not a principal ideal: if it were, say p = 〈α〉 for some α ∈ OK,

then |NK/Q(α)| = N(p) = 2. Yet if α = a+ b
√
−5, then NK/Q(α) = a2 + 5b2,

which is never 2.

Example 4.32. Let K = Q(
√
−26) with OK = Z[

√
−26]. We have n = 2, r = 0

and s = 1, and disc(K) = −104. In this case, Minkowski’s constant is approxi-
mately 6.49. Hence, C`K is generated by prime ideals p with N(p) ≤ 6 < 6.49.
In particular, N(p) ∈ {2, 3, 4, 5}. Let’s do these case-by-case.

• If N(p) = 2,
x2 + 26 ≡ x2 (mod 2).

This gives one ideal p2 with p22 = 〈2〉 and p2 = 〈2,
√
−26〉.

• If N(p) = 3,

x2 + 26 ≡ x2 − 1 ≡ (x− 1)(x+ 1) (mod 3)

This gives two ideals p3 and p ′3 such that 〈3〉 = p3p
′
3 with p3 = 〈3,

√
−26+

1〉 and p ′3 = 〈3,
√
−26− 1〉.

• If N(p) = 5,

x2 + 26 ≡ x2 + 1 ≡ (x+ 2)(x+ 3) (mod 5).

There are two ideals p5 and p ′5 with 〈5〉 = p5p
′
5 and p5 = 〈5,

√
−26+ 2〉

and p ′5 = 〈5,
√
−26+ 3〉.

The two relations p3p ′3 = 〈3〉 and p5p
′
5 = 〈5〉 give relations in the class group

[p ′3] = [p3]
−1

[p ′5] = [p5]
−1

For a+ b
√
−26 ∈ OK,

|NK/Q(a+ b
√
−26)| = a2 + 26b2.

The right hand side is never 2, 3 or 5, so p2, p3 and p5 are not principal. So we
learn that C`k is therefore generated by [p2], [p3] and [p5]. Let’s find the relations
between these.

Consider α = 2 +
√
−26. Then NK/Q(α) = 30 = 2 · 3 · 5. We have α =

2+
√
−26 ∈ p2 but also α = 3+ (

√
−26− 1) ∈ p ′3 and α = 2+

√
−26 ∈ p5.

Therefore,
〈α〉 = p2p

′
3p5,
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which gives a relation in the class group

1 = [p2][p3][p5],

so we may eliminate [p5] from our set of generators.
Notice that [p2] has order 2, because we know that p2 is not principal and

moreover 〈2〉 = p22, so [p2]
2 = 1 in the class group.

Similarly, claim that [p3] has order 3. Let α = 1+
√
−26. NK/Q(α) = 27. So

now if we write
〈α〉 = pa3 (p

′
3)
b

the left hand side has norm 27 and the right side has order 3a+b. So a+ b = 3.
If a ≥ 1,b ≥ 1, then α ∈ p3p

′
3 = 〈3〉. This is impossible because α/3 6∈ OK. So

either 〈α〉 = p33 or 〈α〉 = (p ′3)
3. Note that α ∈ p3, so 〈α〉 = p33. The fact that p3

is not principal and this relation gives [p3]3 = 1 in the class group.
So we have found that C`K is generated by [p2] of order 2 and [p3] of order

3. There are no relations between the two, so

C`K ∼= Z/2Z ⊕ Z/3Z
∼= Z/6Z.

In fact, [p5] = [p2][p3] is a generator of this group of order 6; we could have
checked this directly.

Proof of Theorem 4.18. Consider the embedding i : OK ↪→ KR
∼= Rn given by

(aσ)σ 7→ (
aσ1 , . . . ,aσr , Re(aσr+1), . . . , Re(aσr+s), Im(aσr+1), . . . , Im(aσr+s)

)
(4.3)

Recall that the inner product on this space is given by

〈x,y〉 =
n∑
i=1

eixiyi

with ei = 1 for 1 ≤ i ≤ r and ei = 2 for r+ 1 ≤ i ≤ r+ s.
Recall also that i(OK) is a lattice of covolume

√
|discK|. The image of any

nonzero ideal I ⊆ OK under i is also a lattice i(I) ⊆ Rn of covolume N(I) ·√
|discK|.
Take any α ∈ I. We have

|NK/Q(α)| =

∣∣∣∣∣∏
σ

σ(α)

∣∣∣∣∣ =
r∏
i=1

|σi(α)|

r+s∏
i=r+1

|σi(α)|
2 (4.4)

By the AMGM inequality, we have

|NK/Q(α)| =

r∏
i=1

|σi(α)|

r+s∏
i=r+1

|σi(α)|
2 ≤

(
1

n

r∑
i=1

|σi(α)|+
2

n

r+s∑
i=r+1

|σi(α)|

)n
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For t > 0, define

Xt :=

{
x ∈ Rn

∣∣∣∣ r∑
i=1

|xi|+ 2

r+s∑
i=r+1

√
x2i + x

2
i+s ≤ t

}
.

If i(α) ∈ Xt, then |NK/Q(α)| ≤ tn

nn . Note that Xt ⊆ Rn is compact, symmet-
ric, and convex. So we may apply Minkowski’s Theorem (Theorem 4.12). If
vol(Xt) ≥ 2n covol(i(I)), then there is a non-zero α ∈ Iwith

|NK/Q(α)| ≤ t
n
/nn .

The theorem then follows from Exercise 4.33: once we know that

vol(Xt) = 2rπs
tn

n!
,

choose t > 0 such that 2rπs t
n

n! = 2
n
√

|discK| ·N(I). Therefore,

|NK/Q(α)| ≤
tn

nn
=

(
4

π

)s n!
nn

√
|discK|N(I).

Exercise 4.33 (Boring Exercise). Show that vol(Xt) = 2rπs t
n

n! .

Remark 4.34. In the proof above, it would be more straightforward to pick the
region

Yt :=

{
y ∈ Rn

∣∣∣∣ r∏
i=1

|yi|

r+s∏
i=r+1

(y2i + y
2
i+s) ≤ t

}
by analogy to (4.4). But this isn’t convex or necessarily compact! In fact, if s = 0
and r = 2, then Yt = {(x,y) ∈ R2 | |xy| ≤ t} looks like the shaded region below
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4.5 Bounds on the Discriminant

Recall that every class of C`K contains an integral ideal of norm at most Minkowski’s
bound ( 4π )

s n!
nn

√
|discK|. Since the norm of an ideal is always at least 1, this

gives a lower bound on the discriminant: solving the inequality(
4

π

)s n!
nn

√
|discK| ≥ 1

for disc(K), we learn √
|disc(K)| ≥

(π
4

)s nn
n!

.

A slightly weaker inequality is obtained using π/4 < 1 and s ≤ n/2.

|disc(K)|1/2 ≥
(π
4

)n/2 nn

n!

Now consider the sequence

an =
(π
4

)n/2 nn

n!
.

The ratio of terms is
an+1
an

=
(π
4

)1/2
(
1+

1

n

)n
which converges to

√
π
4 · e as n→∞, so an →∞ as n→∞ by the ratio test.

We have proved:

Proposition 4.35. For any integer d, there are only finitely many n ≥ 1 for
which there is a number field K of degree n and discriminant d.

If K 6= Q (and hence n ≥ 2), then in particular√
|disc(K)| ≥

(π
4

)2/2 22

2!
=
π

2
> 1

Hermite used this to show the following:

Theorem 4.36 (Hermite). For any number field K 6= Q, we have disc(K) 6= ±1.
In particular, there is a prime p that ramifies in K.

Let K and L be number fields such that disc(K) and disc(L) are relatively
prime. Then K∩ L = Q.

Proof. Let E = K∩ L. Suppose that p ramifies in E; then pmust ramify in both K
and L. Consider the tower

K q

E p

Q 〈p〉

⊇

⊇

⊇

66



Lecture 15: Bounds on the Discriminant 22 March 2018

The ramification degree of p over pmust be more than 1, so

e(q/p) = e(q/p)e(p/p) > 1

This implies that p | disc(K) and p | disc(L), but this is impossible by the
assumption that disc(K) and disc(L) are coprime. So E, no primes ramify in E.
Then by Theorem 4.36, E = Q.

Remark 4.37. Under the same assumption, if F = KL, then we have

(a) OF = OKOL

(b) If x1, . . . , xn is an integral basis of K and y1, . . . ,ym is an integral basis of
L, then xiyj is an integral basis of F.

(c) disc(F) = disc(K)[L : Q] disc(L)[K : Q]

Theorem 4.38. For any d ∈ Z, there are only finitely many number fields with
discriminant d up to isomorphism.

Proof. It suffices to consider number fields K of a fixed degree n > 1. Let
d = disc(K). Consider i : OK ↪→ Rn and enumerate the embeddings as before:
we have r real embeddings

σ1, . . . ,σr : K ↪→ R

and 2s complex embeddings

σr+1, . . . ,σr+s : K ↪→ C

σr+1, . . . ,σr+s : K ↪→ C

The map i : OK → Rn is given by

i(α) =
(
σ1(α), . . . ,σr(α), Im(σr+1(α)), . . . , Im(σr+s(α)), Re(σr+1(α)), . . . , Re(σr+s(α))

)
Now fix a constanct C > 0. Define

X =
{
x ∈ Rn

∣∣ |x1| ≤ C, |xi| ≤ 1
2 for i ≥ 2

}
This is a compact, symmetric, convex set, with vol(X) ≥ bnC for some constant
bn depending on n. Take C large enough (depending on n and d) such that
vol(X) ≥ 2n covol(i(OK)) = 2n

√
|disc(K)|.

By Minkowski’s theorem there is some nonzero α ∈ OK with i(α) ∈ X. For
i ≥ 2, we have |σi(α)| < 1: for real σi, |σi(α)| ≤ 1

2 < 1, and for complex σi,

|σi(α)| ≤
√

(12 )
2 + (12 )

2 < 1.
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So we must have |σ1(α)| > 1, since

1 ≤ |NK/Q(α)| =
∏

σ : K↪→C

|σ(α)|

Now claim that K = Q(α). Indeed, if pα is the minimal polynomial of α,
then ∏

σ : K↪→C

(x− σ(α)) = pα(x)
[K : Q(α)]

We will show σ1(α) 6= σ(α) for σ 6= σ1. Hence, [K : Q(α)] = 1, so K = Q(α).
To establish the claim, it remains to show that σ1(α) 6= σ(α) for σ 6= σ1. For
σ 6∈ {σ1,σ1}, |σ(α)| < 1. Therefore, σ(α) 6= σ1(α) since |σ1(α)| > 1. And
moreover, σ1(α) 6= σ1(α), since |Re(σ1(α))| < 1

2 =⇒ Im(σ1(α)) 6= 0, the
implication because |σ1(α)| > 1.

Note that |σ(α)| is bounded by a constant depended only on n and d for
all σ : K ↪→ C. So the coefficients of pα(x) are bounded in terms of n and d.
Thus, there are only finitely many possible pα since they must have integer
coefficients. This means that there are only finitely many K = Q(α) up to
isomorphism.

Example 4.39. There are non-isomorphic fields with the same discriminant. Let
α be a root of pα(x) = x4 − 6 and β be a root of pβ(x) = x4 − 24. Let K = Q(α)

and L = Q(β). We have disc(K) = disc(L) = 2 · 33. So how do we tell these
fields apart?

We can look at how primes factor in these fields. In this example, 5 factors
differently in the two fields: 5OK = p1p2p3p4, while 5OL = q1q2.

5 The units of OK
As always, fix a number field K of degree n with r real embeddings and 2s
complex embeddings (s pairs of conjugate embeddings). What are the units of
the number ring OK?

Consider the map

φ : K× IK

α αOK

where IK is the group of fractional ideals of OK, which is the free abelian group
on the prime ideals of OK by the prime factorization theorem. The cokernel of
φ is the class group:

coker(φ) = IK/
im(φ)

=
IK/

P(K)
= C`K .
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What’s the kernel of φ? If αOK = OK as fractional ideals, then 1 ∈ αOK, so
there is some β ∈ OK such that αβ = 1. Hence, ker(φ) = O×K is the group of
units of OK.

Definition 5.1. The group µK of roots of unity of OK is the torsion subgroup
of O×K , i.e. the group of α ∈ O×K such that αm = 1 for some integerm > 0.

Define the homomorphism ψ : O×K → Rr+s by

α 7→ (
log |σ1(α)|, . . . , log |σr(α)|, 2 log |σr+1(α)|, . . . , 2 log |σr+s(α)|

)
Proposition 5.2. The group ψ(O×K) is discrete in Rr+s. The kernel of ψ is the
finite group µK.

Proof. Take any C ≥ 1. Consider the set S of α ∈ O×K such that −C ≤
log |σi(α)| ≤ C for all 1 ≤ i ≤ r+ s.

Claim that S is finite. If α ∈ S , then |σi(α)| ≤ eC for all i. Since i : OK → Rn

has discrete image, there are only finitely many α ∈ OK with |σ(α)| ≤ eC for all
σ : K ↪→ C. Hence, S is finite.

Since C is arbitrary and S is finite, ψ(O×K) is discrete. Moreover, kerψ ⊆ S
for any C. Since S is finite, ker(ψ) is a finite finite subgroup of O×K . Hence,
ker(ψ) ⊆ µK. And finally, let ζ ∈ µK such that ζm = 1. Then for any
embeddingσ : K ↪→ C, |σ(ζ)|m = 1, so |σ(ζ)| = 1 and ζ ∈ kerψ. Hence
µK ⊆ kerψ. This shows µK = kerψ.

5.1 Dirichlet Unit Theorem and Examples

Theorem 5.3 (Dirichlet’s Unit Theorem). Let K be a number field of degree n
with r real embeddings and s conjugate pairs of complex embeddings. Then
the abelian group O×K is isomorphic to µK ×Zr+s−1.

In other words, there are µ1, . . . ,µr+s−1 ∈ O×K such that every α ∈ O×K is of
the form α = ζ · un11 · · ·u

nr+s−1
r+s−1 for unique ζ ∈ µK and ni ∈ Z.

Example 5.4. If K = Q, then r = 1 and s = 0. r+ s− 1 = 0, and O×
Q

= Z× =

{±1}.
Example 5.5. If K = Q(

√
d) for a squarefree integer d < 0, then r = 0, s = 1,

and r+ s− 1 = 0. In this case, O×K = µK.
Indeed, if d 6≡ 1 (mod 4), take α = a+ b

√
d ∈ OK \ {0}. α is a unit if and

only if NK/Q(α) = ±1 if and only if a2 − db2 = ±1. This equation only has
solutions (a,b) = (±1, 0) (or (a,b) = (0,±1) if d = −1). Hence, α = ±1 (or
α = ±iwhen d = −1). So we find that

O×K =


{±1} d 6= −1,−3

{±i} d = −1

{±1, ±1±
√
−3

2 } d = −3
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Example 5.6. If K = Q(
√
d) for a squarefree integer d > 1, then r = 2 and s = 0.

So r+ s− 1 = 1 and O×K ∼= µK ×Z. Since K ⊆ R, and the only real roots of
unity are ±1, µK = {±1}. So under the isomorphism OK ∼= µK ×Z, there is
some ε ∈ O×K such that O×K = {±εn | n ∈ Z}. If we take ε > 1, this is the
fundamental unit of this ring of integers. s

d = 2 ε = 1+
√
2 NK/Q(ε) = −1

d = 10 ε = 3+
√
10 NK/Q(ε) = −1

d = 93 ε = 29+3
√
93

2 NK/Q(ε) = −1

d = 94 ε = 2143295221064
√
94

Example 5.7. If K = Q( 3
√
2, ζ) where ζ = −1+

√
−3

2 is a cube root of unity. The
order of K is [K : Q] = 6. There are no real embeddings (r = 0) , and six complex
embeddings (s = 3), so r+ s− 1 = 2. We have

µK = µ6 = {±1,±ζ,±ζ2}.

Then O×K = µ6〈ε, ε〉. The fundamental unit is,

ε =
−1+ 2 3

√
2+ ( 3

√
2)2

3
+
1− 3
√
2+ ( 3

√
2)2

3
· ζ.

In this case, the ring of integers is OK = Z[ε].

Example 5.8. If K = Q(
√
2,
√
3), then r = 4 and s = 0, so r+ s− 1 = 3. The

roots of unit are µK = {±1}, with fundamental units

u1 = 1+
√
2

u2 =
√
2+
√
3

u3 =

√
2+
√
6

2

Recall that an order of a number field K is a finite index subring of OK. The
Dirichlet unit theorem also applies to these orders in a very similar form. In
fact, this is the statement Dirichlet proved for R = Z[α].

Corollary 5.9. For any order R ⊆ K, we have R× ∼= µR ×Zr+s−1 where µR is
the set of roots of unity in R.

Proof. LetN = [OK : R], and note thatNOK ⊆ R ⊆ OK. Consider the homomor-
phism

R×
φ
−→ (

OK/NOK
)×

.

Take any α ∈ O×K such that α ≡ 1 (mod NOK). We also have α−1 ≡ 1

(mod NOK), so

α− 1,α−1 − 1 ∈ NOK ⊆ R =⇒ α,α−1 ∈ R =⇒ α ∈ R×
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Then
[O×K : R×] ≤ #

(
OK/NOK

)×
.

The right side of this inequality is finite, so [O×K : R×] is finite. Since O×K is a
finitely generated abelian group of rank r+ s− 1, then R× must also be a finitely
generated abelian group of rank r+ s− 1.

5.2 Pell’s Equation

Let’s look at an application of this corollary. Fix a squarefree integer d > 0.
What are the solutions (x,y) ∈ Z2 to

x2 − dy2 = 1?

This equation is called Pell’s Equation.
We can rephrase this as follows: we are looking for elements a+ b

√
d of the

order R = Z[
√
d] with N(a+ b

√
d) = 1. Define

G :=
{
a+ b

√
d ∈ R×

∣∣ N(a+ b
√
d) = 1

}
≤ R×.

This set is in bijection with the set of solutions{
(a,b) ∈ Z2

∣∣ a2 − db2 = 1
}

.

We know that R× ∼= µR ×Z in this case, and G is index 1 or 2 in R×. G =

±〈u〉 ∼= Z/2×Z.

Example 5.10. For example, when d = 10, x2 − 10y2 = 1. The fundamental
unit of OK = Z[

√
10] is ε = 3+

√
10. The norm of this fundamental unit is

NK/Q(ε) = −1. Here are a few solutions:

ε2 = 19+ 6
√
10 solution: (19, 6)

(ε2)2 = 721+ 228
√
10 solution: (721, 228)

(ε2)3 = 27379+ 8658
√
10 solution: (27379, 8658)

In fact, these are all solutions in the positive integers.

Example 5.11 (c.f. Example 2.11). Find a solution (x,y) in positive integers to

x2 − 1141y2 = 1.

Let K = Q(
√
1141) ⊆ R. The ring of integers is OK = Z[α] with α = 1+

√
1141
2

because 1141 ≡ 1 (mod 4).

Z[α] ∼= Z + Z[α] =
{
a+b

√
1141
2

∣∣ a,b ∈ Z,a ≡ b (mod 2)
}
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Problem: describe O×K , R×. Abstractly, Dirichlet’s unit theorem tells us that
O×K = ±〈u〉, for a fundamental unit u > 1 in O×K . So the problem is to find u.

Note that for β ∈ K×,

βOK = OK ⇐⇒ β ∈ O×K .

The idea is to find β,γwith γOK = βOK, so βγ−1 ∈ O×K .
Start by factoring

3OK = p3q3

with p3 = 〈3,α〉 and q3 = 〈3,α− 1〉.

x2 − x− 285 ≡ x2 − x ≡ x(x− 1) (mod 3).

Likewise,
5OK = p5, q5

where p5 = 〈5,α〉 and q5 = 〈5,α− 1〉.

x5 − x− 285 ≡ x(x− 1) (mod 5).

Factor

15−α =
29−

√
1141

2

15+α =
31+

√
1141

2

21−α =
41−

√
1141

2

NK/Q(15−α) = −75 = −3 · 52. We factor 〈15−α〉 into primes in OK. We have
15− α ∈ p3, 15− α ∈ p5, and 15− α 6∈ q5; if it were, 15− α ∈ p5q5 = 〈5〉, yet
15−α
5 6∈ OK. We have therefore factored

〈15−α〉 = p3p
2
5

We may likewise factor

〈15−α〉 = p3p
2
5

〈15+α〉 = p23p5

〈21−α〉 = p23q5

Therefore, multiplying this last equation by p25 on the right and then dividing
by 〈5〉, we have an equation of fractional ideals

〈21−α5 〉 = p23p
−1
5 .
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To make units out of this, write

〈15−α〉a〈15+α〉b
〈
21−α
5

〉c
= (p3p

2
5)
a(p23p5)

b(p33p
−1
5 )c

= pa+2b+3c3 p2a+b−c5

To find a unit, we ask when this ideal is OK. This happens when a = 5
3c and

when b = −73c. So try (a,b, c) = (−5, 7,−3). Then

ε = −(15−α)−5 (15+α)7
(
21−α

2

)−3

is a unit in OK. Now, we have to be careful that this is not just ±1, but when we
expand it out we have

ε = 618715978+ 37751109α

In fact, ε is the fundamental unit of O×K .
However, we were searching for solutions x2 − 1141y2 = 1 and therefore

searching for units in R = Z[
√
1141] 6= OK. In particular, ε 6∈ R. But ε3 ∈ R×

(in fact R× = ±〈ε3〉) so this gives us a solution (x0,y0) with

x0 = 1036782394157223963237125215

y0 = 30693385322765657197397208.

5.3 Proof of the Dirichlet Unit Theorem

Recall the homomorphism

ψ : K× Rr+s

α (ei log |σi(α)|)

where

ei =

{
1 (1 ≤ i ≤ r),
2 (r < i ≤ r+ s).

We already proved the following in Section 5:

• ψ is a homomorphism of groups;

• ψ(O×K) ⊆ Rr+s is discrete;

• ker(ψ|O×K ) = µK;
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Now define

V :=

{
x ∈ Rr+s

∣∣∣∣ r+s∑
i=1

xi = 0

}
.

Note that V is a R-vector space of dimension r+ s− 1. Claim that ψ(O×K) ⊆ V .
Indeed, for α ∈ O×K ,

1 = |NK/Q(α)| =
∏
σ

|σ(α)| =

r∏
i=1

|σi(α)| ·
r+s∏
i=1

|σi(α)|
2

Taking logarithms,

0 =

r∑
i=1

log |σi(α)|+ 2

r+s∑
i=1

log |σi(α)|.

So ψ(α) ∈ V . Then, the discreteness of ψ(O×K) shows that

O×K/µK ∼= ψ(O×K).

Hence, O×K/µK ∼= Zm for somem ≤ r+ s− 1.
In fact, Dirichlet’s unit theorem is equivalent to the statement that ψ(O×K) is

a lattice in V .

Definition 5.12. The number

RegK :=
covol(ψ(O×K))√

r+ s

is called the regulator of K.

Alternatively, consider the (r+ s− 1)× (r+ s) matrix(
ej log |σj(ui)|

)
(5.1)

where u1, . . . ,ur+s−1 are a basis for O×K/µK as an O×K-module.

Fact 5.13. The columns of the matrix (5.1) sum to zero, and the regulator of K is
the determinant of the matrix obtained by removing any column.

It would be nice to know the regulator of a number field K. Indeed, if µK,
α1, . . . ,αr+s−1 generate a subgroup H ≤ O×K of rank r+ s− 1.

covol(ψ(H))
covol(ψ(O×K))

= [O×K : H]

The denominator on the left hand side comes from the regulator, so if we know
the index and the regulator, we can find the covolume of ψ(H) and then try to
figure out what the group H is.
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Proof of Dirichlet’s Unit Theorem (Theorem 5.3). Let’s dispatch with the easy case
r+ s− 1 = 0 first. In this case, ψ(O×K) ⊆ V and dimR V = r+ s− 1 = 0. Hence,
ψ(O×K) = 0.

Now assume that r+ s− 1 > 0. Assume for the sake of contradiction that
ψ(O×K) has rank strictly less than r+ s− 1. Then there is a nonzero R-linear
map f : V → R with f(ψ(O×K)) = 0. There are unique ci ∈ R such that for all
v ∈ V ⊆ Rr+s,

f(v) = c1v1 + . . .+ cr+s−1vr+s−1; (5.2)

note that we do not nee vr+s since
∑
i vi = 0. Using (5.2), we extend f to an

R-linear map f : Rr+s → R.
Define a real number

A :=
√

|disc(K)|
(
2

π

)s
> 0

depending only on the number field K.
Goal: construct a sequence α1,α2, . . . of nonzero numbers in OK such that

|NK/Q(αi)| ≤ A, and the values f(ψ(αi)) are distinct.
Assuming that we can prove this goal, then N(αiOK) = |NK/Q(αi)| ≤ A.

Since there are only finitely many ideals in OK of bounded norm, there are
distinct αn,αm with αnOK = αmOK and f(ψ(αn)) 6= f(ψ(αm)). Define β =

αnα
−1
m ∈ K×. Then βOK = OK =⇒ β ∈ O×K , yet

f(ψ(β)) = f(ψ(αn)) − f(ψ(αm)) 6= 0,

contradicting the choice of f such that f(ψ(O×K)) = 0.
Now it remains to construct this sequence. This is a geometry of numbers

proof, so recall the embedding i : OK ↪→ Rn from (4.3) such that i(OK) is a
lattice in Rn of covolume

√
|discK|. Define

X :=

{
x ∈ Rn

∣∣∣∣ |xi| ≤ bi (1 ≤ i ≤ r),
x2i + x

2
i+s ≤ b2i (r+ 1 ≤ i ≤ r+ s)

}
with bi > 0 fixed real numbers such that

b1 · · · br(br+1 · · · br+s)2 = A.

If α ∈ OK with i(α) ∈ X, then |σi(α)| ≤ bi for 1 ≤ i ≤ r+ s. Therefore,

|NK/Q(α)| =

∣∣∣∣∣
r+s∏
i=1

σi(α) ·
s∏
i=1

σr+i(α)

∣∣∣∣∣ ≤ b1 · · · br(br+1 · · · br+s)2 = A

Note that X is compact, symmetric, and convex, and

vol(X) =
r∏
i=1

(2bi) ·
r+s∏
i=r+1

(πb2i ) · 2s = 2r+sπsA = 2n
√

|disc(K)| = 2n covol(iOK)
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So by Minkowski’s theorem, there is some α ∈ OK \ {0} such that i(α) ∈ X.
Hence, |NK/Q(α)| ≤ A.

We will now prove, by varying the bi, that we can find α as above with
f(ψ(α)) ∈ R arbitrarily large. This will prove the goal.

Claim that for 1 ≤ i ≤ r+ s,
bi/A ≤ |σi(α)| ≤ bi.

The upper bound is from the construction of α, and the lower bound comes
from

1 ≤ |NK/Q(α)| = |σ1(α)| · · · |σr(α)| ·
(
|σr+1(α)| · · · |σr+s(α)|

)2

≤ |σi(α)|
b1 · · · br(br+1 · · · br+s)2

bi
= |σi(α)|

A

bi

The idea is that |σi(α)| is “close” to bi.
Then, plug ψ(α) in to f(v) =

∑r+s−1
i=1 civi for v ∈ Rr+s.

f(ψ(α)) =

r+s−1∑
i=1

ciei log |σi(α)|.

Approximating |σi(α)| by bi, we have∣∣∣∣∣f(ψ(α)) −
r+s−1∑
i=1

ciei logbi

∣∣∣∣∣ ≤ 2
r+s−1∑
i=1

|ci|
∣∣ log |σi(α)|− logbi

∣∣
≤ 2

r+s−1∑
i=1

|ci| log
(
|σi(α)|/bi

)

≤ 2
r+s−1∑
i=1

|ci| logA,

the last inequality by the claim in the previous paragraph. This bound 2
∑r+s−1
i=1 |ci| logA

is some fixed number depending only on the number field K. By rearranging,

f(ψ(α)) ≥
r+s−1∑
i=1

ciei logbi − 2
r+s−1∑
i=1

|ci| logA.

Since not all ci are zero since f 6= 0, then we may choose b1, . . . ,br+s−1 to be
positive real numbers such that

r+s−1∑
i=1

ciei logbi
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is arbitrarily large. Since br+s is absent from the sum, this choice of bi is
compatible with the condition we imposed on the bi, namely the condition that
b1 · · · br(br+1 · · · br+s)2 = A.

Example 5.14. Let K = Q(α), for α a root of x3 − 3x+ 1. Then OK = Z[α] is
exactly what we expect. The cubic has three real roots, so there are three real
embeddings and no complex embeddings. SoO×K has rank r+ s− 1 = 2. In fact,
O×K = ±〈u1,u2〉 where u1 = −α+ 1 and u2 = α2 +α− 1.

Given u = −14+ 32α+ 21α2 ∈ O×K , how do we express it in terms of u1
and u2? We may compute the image of this unit under

ψ : O×K R3

α
(

log |σ1(α)|, log |σ2(α)|, log |σ3(α)|
)

Then we have

ψ(u1) = (−0.4266 . . . ,−0.6309 . . . , 1.0575 . . .)

ψ(u2) = (−0.6309 . . . , 1.0575 . . . ,−0.4266 . . .)

ψ(u) = (−1.0395 . . . , 4.4346 . . . ,−3.3950 . . .)

Since u = ±um1 un2 for unique m,n ∈ Z and ψ is a homomorphism, then we
may write ψ(u) = mψ(u1) +nψ(u2); a numerical calculation shows (m,n) ≈
(−2.0002, 3.0001). So we expect that u = ±u−21 u32. We can then check that
u = u−21 u32.

6 Galois extensions of number fields

Let L/K be an extension of number fields. Let p ⊆ OK be a nonzero prime ideal.
Recall that

pOL =
∏
q|p

qe(q/p)

where the product ranges over all prime ideals q of OL that divide pOL, and
e(q/p) are the ramification degrees. We have

[L : K] =
∑
q|p

e(q/p)f(q/p)

where f(q/p) = [OL/q : OK/p].
The problem we want to answer is: which factorizations occur as p varies?

To study this, we first review some Galois theory.
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6.1 Galois Groups

Let K be a field. For simplicity, we can assume that K has characteristic zero or
is finite (this ensures all finite extensions L/K are separable). Let L/K be a finite
extension, and write Aut(L/K) for the group of field automorphisms of L that
leave K fixed.

Aut(L/K) :=
{
σ : L

∼=
−→ L

∣∣ σ(x) = x ∀x ∈ K}.

For a subgroup H ≤ Aut(L/K), let LH be the field consisting of x ∈ L such that
σ(x) = x for all σ ∈ H:

LH :=
{
x ∈ L

∣∣ σ(x) = x ∀σ ∈ H}.

Then we have
K ⊆ LH ⊆ L.

Example 6.1 (Non-example). An example of a non-separable field extension.
Consider K = Fp(t) and choose a root u of the irreducible polynomial xp + t ∈
K[x]. Let L = K(u) = Fp(u). Then

(x+ u)p = xp + up = xp + t,

so L/K is a splitting field but Aut(L/K) = 1.

Example 6.2. Let K = Q and let L = Q(
√
d) for d 6= 1 a squarefree integer. Then

Aut(L/K) = {id, τ} where τ(a+ b
√
d) = a− b

√
d. We have LAut(L/K) = Q.

Example 6.3. Let L = Q( 3
√
2). Then Aut(L/Q) is trivial, since for any σ ∈

Aut(L/Q), σ( 3
√
2) is a root of x3 − 2; this polynomial x3 − 2 has only one root

in L ⊆ R.

Proposition 6.4. If L/K is a separable field extension, then # Aut(L/K) ≤ [L : K].

Proof. We have L = K(α) by our assumption on K that guarantees L/K is
separable. Let f(x) ∈ K[x] be the minimal polynomial of α. Each σ ∈ Aut(L/K)
is determined by σ(α) and σ(α) is also a root of f(x), since 0 = σ(0) and
σ(f(α)) = f(σ(α)) because the coefficients of f are in K. Hence,

# Aut(L/K) ≤ #(roots of f(x) in L) ≤ deg(f) = [L : K].

Definition 6.5. We say that L/K is Galois if it is a separable extension and one
of the following equivalent conditions hold:

(a) # Aut(L/K) = [L : K]

(b) LAut(L/K) = K
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(c) L is the splitting field of a polynomial f(x) ∈ K[x].

This last condition says that L = K(α1, . . . ,αn) with f(x) =
∏n
i=1(x−αi).

Definition 6.6. If L/K is Galois, then the Galois group of the field extension is

Gal(L/K) := Aut(L/K).

Theorem 6.7 (Fundamental Theorem of Galois Theory). Let L/K be a finite
Galois extension. There is an inclusion reversing bijection

{
subgroups

H ≤ Gal(L/K)

} {
subfields
K ⊆ F ⊆ L

}
H LH

Gal(L/F) = Aut(L/F) F

Remark 6.8. It’s remarkably hard to try to prove that the set of intermediate
fields K ⊆ F ⊆ L is finite without this theorem.

Example 6.9. Let L = Q( 3
√
2, ζ) where ζ is a cube root of unity. Then L is the

splitting field of x3 − 2 ∈ Q[x], which has roots α1 = 3
√
2, α2 = 3

√
2ζ, and

α3 = 3
√
2 ζ2.

There is an injective group homomorphism φ : Gal(L/Q) ↪→ S3 into the
symmetric group S3 such that σαi = αφ(σ)i for all σ ∈ Gal(L/Q) and 1 ≤ i ≤
3. In fact, this is an isomorphism in this case since # Gal(L/Q) = [L : Q] = 6 and
likewise #S3 = 6. The lattice of subgroups of S3 is

1

〈(2 3)〉 〈(1 3)〉 〈(1 2)〉

〈(1 2 3)〉

S3

2
2 2

3

3 3
3

2

The numbers on the lines indicate the degrees of the subgroups. The diagram of
intermediate fields Q ⊆ K ⊆ L looks the same (but upside down), and even the
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degrees of the field extensions are the same!

L

Q( 3
√
2) Q( 3

√
2 ζ) Q( 3

√
2 ζ2)

Q(ζ)

Q

2 2 2

3

3 3
3

2

Example 6.10. Consider the field extension Fqn ≥ Fq. This is a separable
extension because Fqn is the splitting field of xq

n
− x. In fact, this is a Galois

extension and Gal(Fqn/Fq) is a cyclic group of order n generated by the
Frobenius homomorphism

Frobq : Fqn Fqn

x xq

We can see that Frobq is generating because the order of Frobq is the smallest
integer d such that

Frobdq(x) = x
qd = x

for all x ∈ Fqn . Hence, d = n.
Intermediate fields Fq ⊆ F ⊆ Fqn correspond to subgroups of Gal(Fqn/Fq),

which are cyclic groups of order d for d | n.

Example 6.11 (Cyclotomic Extensions). Let L = Q(ζm) where ζm is a primitive
m-th root of unity. This is a Galois extension of Q; the roots of xm − 1 are ζim
with 0 ≤ i < m. The minimal polynomial of ζm is

Φm(x) =

m∏
a=1

gcd(a,m)=1

(x− ζam) ∈ Z[x].

The degree of Φm(x) is the Euler totient function ϕ(m), where ϕ(m) is the
number of positive integers coprime tom.

Take any σ ∈ Gal(L/Q). Then σ is determined by σ(ζm).

σ(ζm) = ζam

with a ∈ Z such that gcd(a,m) = 1. There is an injective homomorphism

Ψ : Gal(L/Q)
(

Z/mZ

)×
80



Lecture 18: Splitting in Galois Number Fields 10 April 2018

given by σ(ζm) = ζ
Ψ(σ)
m for any σ ∈ Gal(L/Q). In fact, this is an isomorphism

since both groups have the same cardinality.

6.2 Splitting in Galois Number Fields

Now consider a finite Galois extension L/K of number fields. LetG = Gal(L/K).
For α ∈ L, recall the trace and norm maps:

TrL/K(α) =
∑
σ∈G

σ(α),

NK/L(α) =
∏
σ∈G

σ(α).

Fact 6.12. For any σ ∈ G, σ(OL) = OL.

Proof. Indeed, for α ∈ L, the minimal polynomial of σ(α) is the same as the
minimal polynomial of α, since σ commutes with the coefficients of this polyno-
mial:

σ(pα(x)) = pα(σ(x)) = pσ(α)(x).

By this fact, we have a well-defined action of G on OL. Indeed, if σ ∈ G and
I ≤ OL is an ideal, then σ(I) ⊆ σ(OL) = OL is also an ideal, and we have an
isomorphism of rings

OL/I OL/σ(I)

x+ I σ(x) + σ(I)

∼=

In particular, if q ⊆ OL is prime, then σ(q) ⊆ OL is also prime.
Take any nonzero prime ideal p ⊆ OK, and write

pOL =
∏
q

qe(q/p).

Given any σ ∈ G, we have

pOL = σ(pOL) =
∏
q

σ(q)e(q/p),

where the first equality holds since σ(OL) = OL and p ⊆ K and σ fixes K.
Then by unique factorization, the Galois group G acts on the set{

q ⊆ OL prime
∣∣∣∣ q | p

}
.

Moreover, e(σ(q)/p) = e(q/p) and f(σ(q)/p) = f(q/p) since we have an iso-
morphism OL/q ∼= OL/σ(q). We have proved:
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Fact 6.13. Let L/K be a Galois extension of number fields with Galois group G.
Then for any σ ∈ G, e(σ(q)/p) = e(q/p) and f(σ(q)/p) = f(q/p).

Proposition 6.14. Let L/K be a Galois extension of number fields with Galois
group G. Let p ⊆ OK be a nonzero prime ideal. Then G acts transitively on the
set of OL-primes q dividing p.

Proof. Suppose not. Then there are two primes q1 and q2 in different G-orbits.
By the Chinese remainder theorem, there is x ∈ OL such that x ∈ q1, x 6∈ σ(q2)
for all σ ∈ G. So

NL/K(x) =
∏
σ∈G

σ(x) = x ·
∏
σ∈G
σ 6=1

σ(x) ∈ q1

since x ∈ q1. Hence,∏
σ∈G

σ(x) = NL/K(x) ∈ q1 ∩OK = p ⊆ q2.

Therefore, σ(x) ∈ q2 for some σ ∈ G. So x ∈ σ−1(q2), which contradicts the
choice of x.

By combining Fact 6.13 and Proposition 6.14, we arrive at the following
theorem.

Theorem 6.15. Let L/K be a Galois extension of number fields with Galois group
G, and let p ⊆ OK be a nonzero prime ideal. Then

(a) pOL = (q1 · · · qg)e for distinct primes qi ⊆ OL and a unique e ≥ 1;

(b) f = f(q/p) is independent of the prime q dividing p.

(c) [L : K] =
∑
q|p

e(q/p)f(q/p) =
∑
q|p

ef = efg.

Definition 6.16. Let L/K be a Galois extension of number fields with Galois
group G. Fix a prime q dividing p. Then the decomposition group of q is the
subgroup Dq of G that fixes q.

Dq := {σ ∈ G | σ(q) = q}

What is the size of the decomposition group? There is a bijection

G/Dq {q ′ | q ′ | p}

σ σ(q)

∼=
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The right-hand-side of this bijection has g-many elements. Hence,

g =
∣∣∣G/Dq

∣∣∣ = |G|/|Dq| =
[L : K]/|Dq| =

efg/|Dq|.

Therefore, |Dq| = ef.
Now take any σ ∈ Dq. Using the isomorphism

Fq := OL/q OL/σ(q) = OL/q = Fq

x+ q σ(x) + σ(q) = σ(x) + q

∼=

Therefore, each σ ∈ G induces an automorphism of Fq that fixes Fp := OK/p.
Hence, there is a group homomorphism

φ : Dq Gal(Fq/Fp)

The group Gal(Fq/Fp) is a cyclic group of order equal to the degree of the
extension Fq/Fp of finite fields, which is f = f(q/p). It is generated by the
Frobenius

x 7→ xN(p),

where N(p) = #Fp = #
(OK/p) is the usual norm.

Lemma 6.17. The homomorphism φ : Dq → Gal(Fq/Fp) is surjective.

Proof. Use the Chinese remainder theorem. Take α ∈ OL such that

(i) Fp(α) = Fq where α = α (mod q).

(ii) α ∈ q ′ for q ′ | p with q ′ 6= q.

For any σ ∈ G \Dq, we have σ(q) 6= q, and hence α ∈ σ(q). Applying σ−1 to
both sides, σ(α) ∈ q for all σ ∈ G \Dq (G \Dq is closed under inverses).

Define
f(x) =

∏
σ∈G

(x− σ(α)) ∈ OK[x].

Reducing mod q,
f(x) ≡ x|G\Dq|h(x) (mod q)

for some h(x) ∈ Fq[x]. Note that α is a root of h(x); all terms in h(x) come from
those σ ∈ Dq, and in particular (x− α) is a root of f(x), so (x− α) is a linear
factor of h(x) not accounted for in the x|G\Dq|.

Now take any τ ∈ Gal(Fq/Fp). Since Fq = Fp(α), τ is determined by τ(α).
But α is a root of h(x) ∈ Fp[x], so τ(α) is a root of h(x), so τ(α) ≡ σ(α) (mod q)

for some σ ∈ Dq.
To establish surjectivity of φ, we now have φ(σ) = τ.
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SinceDq has cardinality ef and Gal(Fq/Fp) has cardinality f, then the kernel
of φ has cardinality e. This is another interesting group to think about.

Definition 6.18. The kernel Iq of φ : Dq → Gal(Fq/Fp) is called the inertia
group of q/p.

There is a short exact sequence of groups

1→ Iq → Dq
φ
−→ Gal(Fq/Fp)→ 1.

This yields a chain of subgroups of G and the associated tower of fields, as
below:

1 L q

Iq LIq qI := q∩OLIq

Dq LDq qD := q∩OLDq

G K = LG p

e e ⊆
f f ⊆
g g ⊆

Definition 6.19. The field LDq is called the decomposition field at q and the
field LIq is called the inertia field at q.

We won’t prove this next proposition, because it is quite tedious. The upshot
is that in Galois extensions L/K, we can break up the splitting of a prime into
cases that are simpler to study.

Proposition 6.20. There are distinct splitting behaviors in these three extensions:

• In the extension LDq/K, the prime p splits into g distinct primes `i such
that e(`i/p) = 1 and f(`i/p) = 1 for all i; indeed one of the `i is qD.

• In LIq/LDq , qDOLIq = qI such that e(qI/qD) = 1 and f(qI/qD) = f.

• In L/LIq , qIOL = qe, where e(q/qI) = e and f(q/qI) = 1.

Fact 6.21. LDq/L is Galois, with Galois group Dq.

6.3 Frobenius elements and quadratic reciprocity

Fix a Galois extension of number fields L/Kwith Galois group G. Fix p ⊆ OK
primes such that p is unramified in L. Choose a prime ideal q ⊆ OL such that
q | p.
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In this situation, Iq = 1 and Iq has order ep = e(q/p) = 1. So we have an
isomorphism

Dq
∼= Gal(Fq/Fp); (6.1)

both are cyclic of order fp.

Definition 6.22. When p is unramified in L, the generator of the cyclic group
Gal(Fq/Fp) is the Frobenius automorphism

Frobq : Fq Fq

x xN(p)

The corresponding element Frobq ∈ Dq under the isomorphism (6.1) is called
the Frobenius element of q in G.

The Frobenius automorphism is the unique automorphism of L such that
Frobq(x) ≡ xN(p) (mod q) for all x ∈ OL.

Lemma 6.23. For τ ∈ G,

Frobτ(q) = τ ◦ Frobq ◦τ−1.

Proof. We have
Frobq(τ

−1x) ≡ τ−1(x)N(p) (mod q).

So applying τ, we see that

τ(Frobq(τ
−1(x))) ≡ xN(p) (mod τ(q)).

Definition 6.24. For p ⊆ OK prime, we define Frobp to be the conjugacy class
in G containing Frobq for any q dividing p. This is well-defined by the previous
lemma.

Example 6.25. Let L = Q(
√
d) for d 6= 1 squarefree. This is a degree 2 extension

of Q with Galois group G ∼= {±1}. Take a prime p not dividing 2d; it is unrami-
fied in L. Hence, Frobp ∈ G has order fp. We ask whether or not it is the trivial
element.

If x2 − d (mod p) splits, then fp = 1, and if x2 − d (mod p) is irreducible,
then fp = 2. Since the group has order 2, this determines Frobp.

Define the Legendre symbol
(
d
p

)
to be the image of Frobp under the iso-

morphism

Gal(L/Q) {±1}

Frobp
(
d
p

)∼=
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Definition 6.26. The Legendre symbol of an integer d relative to a prime p is

(
d

p

)
:=


+1 if d is a non-zero square mod p,

−1 if d is not a square mod p,

0 if d ≡ 0 (mod p).

Fact 6.27.

(a) The Legendre symbol is multiplicative:
(
ab

p

)
=

(
a

p

)(
b

p

)
.

(b) The Legendre symbol
(
a
p

)
only depends on the residue of amod p.

(c) The number of solutions to a2 ≡ d (mod p) with a ∈ Z/pZ is 1+
(
d
p

)
.

We may understand the multiplicative property of the Legendre symbol as
a group homomorphism

F×p
/
(F×p )

2 {±1}

a
(
a
p

)
'

Important cases of the Legendre symbol to understand are
(
−1
p

)
and

(
`
p

)
for ` 6= p prime.

Theorem 6.28 (Quadratic reciprocity). Let p and ` be distinct odd primes. Then(p
`

)( `
p

)
= (−1)

p−1
2 ·

`−1
2 .

Equivalently,

(p
`

)
=


(
`
p

)
if p ≡ 1 or ` ≡ 1 (mod 4),

−
(
`
p

)
if p ≡ ` ≡ 3 (mod 4).

Theorem 6.29.

(a)
(
−1

p

)
= (−1)

p−1
2 =

{
+1 if p ≡ 1 (mod 4),

−1 if p ≡ 3 (mod 4).

(b)
(
2

p

)
= (−1)

p2−1
8 =

{
+1 if p ≡ ±1 (mod 8),

−1 if p ≡ ±3 (mod 8)
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Example 6.30. Is 3 a square modulo p = 144169? We compute the Legendre
symbol using quadratic reciprocity: 144169 ≡ 1 (mod 4), so(

3

144169

)
=

(
144169

3

)
.

Then we reduce 144169 (mod 3), so(
3

144169

)
=

(
144169

3

)
=

(
1

3

)
= 1.

So yes, 3 is a square modulo 144169.

Example 6.31. Is 31 a square modulo 103? Well, 31 ≡ 103 ≡ 3 mod 4, so(
31

103

)
≡ −

(
103

31

)
= −

(
10

31

)
= −

(
2

31

)(
5

31

)
= −(+1)

(
31

5

)
= −

(
1

5

)
= −1.

No, 31 is not a square modulo 103.

We can reformulate questions of splitting in quadratic number fields using
the Legendre symbol. Fix d ∈ Z squarefree, and set L = Q(

√
d). Take any p not

dividing 2d. Then p splits in L if and only if x2 − d (mod p) has 2 distinct roots,
if and only if

(
d
p

)
= +1.

Example 6.32. For which p 6 | 10 does p split in Q(
√
5)? By the above, p splits

when
(
5
p

)
= 1. Using quadratic reciprocity,(

5

p

)
=
(p
5

)
=

{
+1 if p ≡ 1 or 4 (mod 5),

−1 if p ≡ 2 or 3 (mod 5).

So when p ≡ ±1 (mod 5), then p splits in Q(
√
5).

6.4 Proof of Quadratic Reciprocity

To prove Theorem 6.28, recall that for L/K a Galois extension of number fields
with Galois groupG, there is a unique Frobq ∈ G for any nonzero prime p ⊆ OK
unramified in L and prime q ⊆ OL dividing p, such that

• Frobq(q) = q,

• Frobq induces the automorphism x 7→ xN(p) on Fq = OL/q.

Equivalently, there is a unique Frobq ∈ G such that Frobq(x) ≡ xN(p) (mod q)

for all x ∈ OL. This is the Frobenius element of q in G from Definition 6.22.
Note that Frobq ∈ G has order fp := f(q/p). The conjugacy class of Frobq

in G is denoted by Frobp, and does not depend on q | p. If G is abelian, then
Frobp ∈ G is a well-defined element in G (all conjugacy classes are a single
element).
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Example 6.33 (Cyclotomic Fields). Fix an integerm ≥ 2. Let L = Q(ζm) where
ζm is a primitivem-th root of unity. We have an isomorphism

Ψ : Gal(L/Q)
∼=
−→ (

Z/mZ

)×
such that σ(ζm) = ζ

Ψ(σ)
m for any σ ∈ Gal(L/Q).

Take any p 6 |m; it is unramified in L. Choose q | p with q ⊆ OL. We have
Frobq(ζm) ≡ ζpm (mod q). Since p does not dividem, xm − 1 is separable mod
p, and both ζpm and Frobq(ζm) are roots of xm − 1. But they are equivalent mod
q, so in fact Frobq(ζm) = ζpm. Since the Galois group is abelian, there is no harm
in writing Frobp = Frobq. Then the isomorphism Ψ is given by

Gal
(

Q(ζm)/Q

) (
Z/mZ

)×
Frobp p mod m

Ψ
∼=

Example 6.34. Set m = 4 in the previous example. The 4-th root of unity is
typically called i, and the cyclotomic field in question is Q(i). Pick any odd
prime p.

Gal
(

Q(i)/Q

) (
Z/4Z

)×
Frobp p mod 4

Ψ
∼=

Note that fp is the order of Frobp. An odd prime p splits in Q(i) if and only if
fp = 1 if and only if Frobp = 1 ∈ Gal(Q(i)/Q) if and only if p ≡ 1 (mod 4).

Earlier, we saw that p splits in Q(i) = Q(
√
−1) if and only if

(
−1
p

)
= 1.

Combining, we recover Theorem 6.29(a).

The previous example computed the splitting of p in a cyclotomic field in
two different ways, and so proved Theorem 6.29(a). This is the strategy we will
use to prove quadratic reciprocity (Theorem 6.28).

Proof of Theorem 6.28. Fix an odd prime ` and set L = Q(ζ`). Then

Gal(L/Q)
Ψ
∼= (Z/`Z)× = F×` .

Let K/Q be the subfield of L corresponding to (F×` )
2, i.e. the subfield fixed by

Ψ−1((F×` )
2). K is a quadratic extension of Q.

L 1

K (F×` )
2

Q F×`

2 2
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What is K? Claim that K = Q(
√
`∗) where

`∗ = (−1)
`−1
2 ` =

{
` if ` ≡ 1 (mod 4),

−` if ` ≡ 3 (mod 4).

Why do we use `∗ instead of `? Well, L is unramified at all primes p 6= `, and
discL = ±`b for some b. Hence, K is also unramified at p 6= `, so discK = ±`.
Then if K = Q(

√
d) for d squarefree,

disc(K) =

{
d if d ≡ 1 (mod 4),

4d if d 6≡ 1 (mod 4).

So we must choose d such that d = ±` and d ≡ 1 (mod 4). Hence, K = Q(
√
`∗).

Now take a prime p that does not divide 2`. When does p split in K? We will
compute this in two ways.

(i) p splits in K if and only if
(
`∗
p

)
= 1.

(ii) Choose a prime q of OL dividing p; this yields a prime p of OK dividing p.
Consider Frobq ∈ Gal(L/Q). For x ∈ OK, Frobq(x) − x

p ∈ q. Therefore,
Frobq(x) − x

p ∈ q∩OK = p, since Frobq |K ∈ Gal(K/Q). This shows that
Frobq |K = Frobp.

Then p splits in K if and only if fp = f(p/p) = 1, if and only if Frobp =

1 ∈ Gal(K/Q). This is equivalent to the statement that Frobq fixes K, since
Frobq |K = Frobp, which is true if and only if Ψ(Frobq) ∈ (F×` )

2.

In fact, it suffices to show that Ψ(Frobp) ∈ (F×` )
2 because the Galois group

is abelian, so the conjugacy class Frobp is just Frobq. From Example 6.33,
Ψ(Frobp) ∈ (F×` )

2 if and only if p mod ` ∈ (F×` )
2, if and only if

(p
`

)
= 1.

Combining the two approaches,
(
`∗
p

)
= 1 if and only if p splits in K if and

only if
(p
`

)
= 1. Hence, (

`∗

p

)
=
(p
`

)
.

To get the same algebraic formulation of Theorem 6.28,(
`∗

p

)
=

(
(−1)`−12`

p

)
=

(
−1

p

) `−1
2
(
`

p

)
= (−1)

p−1
2 ·

`−1
2

(
`

p

)
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Remark 6.35. It remains to prove Theorem 6.29(b). To do so, notice that
√
2 ∈

Q(ζ8). In fact,
√
2 = ζ8 + ζ

−1
8 . So there is an extension of fields

Q(ζ8)

Q(
√
2)

Q

2

The difficulty here is Gal(Q(ζ8)/Q) ∼= (Z/8Z)× is not a cyclic group; it has
three subgroups if index 2. So you have to figure out that Q(ζ2) corresponds to
the subgroup {±1} ⊆ (Z/8Z)×.

6.5 Chebotarev Density Theorem

Let L/K be a (finite) Galois extension of number fields. Set G = Gal(L/K). Take
a non-zero prime p ⊆ OK unramified in L. Choose a prime q ⊆ OL dividing p.
Then there exists a unique Frobq ∈ G such that

Frobq(x) ≡ xN(p) (mod q)

for all x ∈ OL. Recall that Frobq has order fp = f(q/p). Denote by Frobp the
conjugacy class of Frobq in G.

Fix a separable monic h ∈ OK[x] whose splitting field is L, i.e. L =

K(α1, . . . ,αn) when

h(x) = (x−α1)(x−α2) · · · (x−αn).

Note that the αi are distinct. The Galois group of L/K acts on the set of roots of
h by permutations; there is an injective homomorphism

Ψ : G ↪→ Sn

into the symmetric group on n letters. For σ ∈ G,

σ(αi) = αΨ(σ)i.

Take a prime p not dividing disc(h). We have

h ≡ h1h2 · · ·hr (mod p)

for distinct hi ∈ Fp[x] monic and irreducible. Set fi = deg(hi). Note that∑
i fi = n.
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Theorem 6.36. For a prime q of OL dividing p,

Ψ(Frobq) ∈ Sn

is a permutation of cycle type (f1, f2, . . . , fr).

Remark 6.37. This gives the conjugacy class of Ψ(Frobq) in Sn.

Proof sketch. Define αi = αi (mod q). We have a bijection

{α1, . . . ,αn} {α1, . . . ,αn}

α α (mod q)

∼

since p does not divide disc(h), so h is separable modulo p.
The action of Frobq corresponds to the action of

Frob : Fq Fq

x xN(p)

where Gal(Fq/Fp) = 〈Frob〉. Observe an orbit of Frob on {α1, . . . ,αn} corre-
sponds to the roots of an hi ∈ Fp[x].

Example 6.38. Let L/Q be the splitting field of h(x) = x4 + x+ 5. Note that
disc(h) = 31973 is prime. Let’s factor h (mod p) for some small primes p.

• For p = 2, 3, h is irreducible. Hence, Ψ(Frob2),Ψ(Frob3) ∈ S4 are 4-
cycles.

• h ≡ x(x+ 1)(x2 + 4x+ 1) (mod 5), so Ψ(Frob5) ∈ S4 is a 2-cycle.

• h ≡ (x+ 6)(x3 + x2 + x+ 2) (mod 7), so Ψ(Frob7) ∈ S4 is a 3-cycle.

In fact, Ψ : Gal(L/Q) → S4 must be an isomorphism since S4 has no proper
subgroups containing elements of order 4 and 3.

Example 6.39. Let L/Q be the splitting field of h(x) = x4 + 8x+ 12. The dis-
criminant of h is disc(h) = 21234. We can factor hmodulo p for p not dividing
6. Order the sequence f1, . . . , fr to be increasing.

For 5 ≤ p ≤ 10, 000, 000, the following table shows how many primes have
a given sequence f1, . . . , fr, and the ratio of how many primes in this range
have correspond to the given cycle type f1, . . . , fr.

f1, . . . , fr 1, 1, 1, 1 1, 1, 2 1, 3 2, 2 4

number of p 55338 0 443017 166222 0

ratio 0..083268 . . . 0 0.666615 . . . 0.2501116 . . . 0
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Notice that only odd cycles occur in the table: the cycle type (1, 1, 1, 1) occurs
roughly 1

12 of the time, the cycle type (1, 3) occurs roughly 2
3 of the time, and

the cycle type (2, 2) occurs roughly 14 of the time. This leads us to the conjecture
that Ψ(Gal(L/Q)) ⊆ A4, the alternating group on four letters.

To see this claim, consider

21234 = disc(h) =
∏

1≤i<j≤4
(αi −αj)

2

where h has roots α1, . . . ,α4. We have

δ :=
∏

1≤i<j≤4
(αi −αj) = 2

632 ∈ Q×.

For σ ∈ Gal(L/Q),

δ = σ(δ) =
∏

1≤i<j≤4
(σ(αi) − σ(αj))

=
∏

1≤i<j≤4
(αΨ(σ)i −αΨ(σ)j)

= sgn(Ψ(σ))
∏

1≤i<j≤4
(αi −αj)

where sgn : S4 → {±1} is the usual sign of a permutation; the homomorphism
sgn has kernel A4. Cancelling the δ on both sides of the above equation gives
sgn(Ψ(σ)) = 1. Hence, Ψ(Gal(L/Q)) ⊆ A4.

In fact, since Ψ(Gal(L/Q)) contains elements of order 2 and 3, we must have
Ψ(Gal(L/Q)) = A4. So Gal(L/Q) ∼= A4.

Definition 6.40. For a set S of prime ideals of OK, its density is

δ(S) := lim
x→+∞ #{p ∈ S | N(p) ≤ x}

#{p | N(p) ≤ x}

when this limit exists.

Theorem 6.41 (Chebotarev Density). Let L/K be a Galois extension of number
fields with Galois groupG = Gal(L/K). For anyC ⊆ G stable under conjugation
by G, let SC be the set of p ⊆ OK such that p is unramified in L and Frobp ⊆ C.

SC =
{
p ⊆ OK | p unramified in L and Frobp ⊆ C

}
.

Then the density of SC is the ratio of the size of C to the size of G.

δ(SC) =
#C
#G

.
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Example 6.42. Fixm ≥ 2 and a ∈ Z relatively prime tom.

Φ : Gal
(

Q(ζm)/Q

) (
Z/mZ

)×
Frobp p (mod m)

∼=

Let C = Φ−1([a]) and let SC =
{
p : p 6 |m, Frobp ∈ Φ−1([a])

}
Then by Cheb-

otarev Density (Theorem 6.41),

δ(SC) =
1

#
(

Z/mZ

)× =
1

φ(m)

whereφ(m) is the Euler totient function. Notice SC =
{
p | p ≡ a (mod m)

}
, so

the density of primes p congruent to amodulom is 1/φ(m). This is a theorem
of Dirichlet.

Corollary 6.43 (Dirichlet). Let m ≥ 2. The set of primes p ≡ a (mod m) has
density 1

φ(m)
, where φ is the Euler totient function. In particular there are

infinitely many such p.

Example 6.44. Let L/K be a Galois extension with Galois group G. Let S be
the set of primes p ⊆ OK that split completely in L, i.e. pOL = q1 · · · qr with
e(qi/p) = 1 and f(qi/p) = 1 for all i. In this case, r = [L : K]. By Chebotarev
Density (Theorem 6.41) with C = {1},

δ(S) = 1

#G
=

1

[L : K]
.

Proposition 6.45. Take L and M Galois extensions of K. Write SL/K for the
set of primes of K that split completely in L, and likewise write SM/K for the
set of primes of K that split completely in M. Then L ⊆ M if and only if
SL/K ⊇ SM/K.

Proof sketch. If L ⊆M, then SL/K ⊇ SM/K.
Conversely, consider

Gal(LM/K) Gal(L/K)×Gal(M/K)

σ (σ|L,σ|M)

One can check that Frobp 7→ Frobp× Frobp. So SLM/K = SL/K ∩ SM/K. By
assumption, SL/K ⊇ SM/K, so SLM/K = SM/K. So

1

[LM : K]
= δ(SLM/K) = δ(SM/K) =

1

[M : K]
.

Therefore, [LM : K] = [M : K], so LM =M =⇒ L ⊆M.
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7 Dedekind Zeta Functions

Recall the basics:

• K is a number field;

• n is the degree of K;

• r is the number of real embeddings K ↪→ R, denoted σ1, . . . ,σr;

• s is the number of conjugate pairs of complex embeddings σ : K ↪→ C with
σ(K) 6⊆ R, denoted σr+1, . . . ,σr+s and σr+1, . . . ,σr+s;

• disc(K) is the discriminant of K;

• C`K is the class number of K;

• ωk = #µK with µK the group of roots of unity in K;

• hk = # C`K is the class number of K.

Definition 7.1 (Repeat of Definition 5.12). If O×K is the group of units of OK,
and φ is the function

O×K V :=

{
x ∈ Rr+s

∣∣∣∣ r+s∑
i=1

xi = 0

}
α

(
ei log |σi(α)|

)
φ

where

ei =

{
1 1 ≤ i ≤ r,
2 r+ 1 ≤ i ≤ r+ s,

the regulator of K is the quantity

RegK :=
1√
r+ s

covol(φ(O×K))

Question 7.2. How do you compute C`K and O×K?

Recall the class group is a finite abelian group, and the group of units of OK
is a finitely generated abelian group.

Here is an idea, assuming that we can numerically compute hK · RegK ∈
R>0. By numerically compute, we mean compute an arbitrary number of digits
of this real number.
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(1) Compute the primes p1, . . . , pm with

N(pi) ≤
(
4

π

)s n!
nn

√
|disc(K)|.

By Minkowski’s theorem, these primes generate C`K.

(2) Find many factorizations

αiOK = p
ai,1
1 · · · pai,mm

with 1 ≤ i ≤M and αi ∈ K.

(3) Define a “guess” for C`K

C :=
Zm/
〈(ai,1, . . . ,ai,m) | 1 ≤ i ≤M〉.

There is a surjective group homomorphism C� C`K given by ei 7→ [pi].
This will be an isomorphism if we have found “enough” factorizations.
Note that

(ai,1, . . . ,ai,m) 7→ [p1]
ai,1 · · · [pm]ai,m = [αOK] = 1.

(4) Take any (b1, . . . ,bM) ∈ ZM such that

M∑
i=1

ai,jbi = 0

for all 1 ≤ j ≤M. Then

M∏
i=1

α
bi
i OK = OK.

In that case, we have produced a unit
∏M
i=1 α

bi
i ∈ O

×
K .

Let U ⊆ O×K be the group generated by these units and µK. We will have
U = O×K if we have taken “enough” factorizations in step (2). U is our
guess for O×K .

(5) When are we done? AssumeM is sufficiently large that C is finite and U
has rank r+ s− 1 = rank(O×K). Consider the positive integers #C/# C`K
and

covol(φ(U))
covol(φ(O×K))

= [φ(O×K) : φ(U)] = [O×K : U].

We have

#C · 1√
r+ s

covol(φ(U)) =
#C

# C`K
[O×K : U] · hK RegK .
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Both the quantities hK RegK and #C 1√
r+s

covol(φ(U)) can be computed
numerically. Hence, we approximate the integer

#C
# C`K

[O×K : U]

by a real number. Rounding gets the actual value. We continue to add
more factorizations until this value is 1, in which case C ∼= C`K and
U = O×K .

Note that this process is not yet algorithmic – step (2) is too vague.

7.1 Counting Ideals

The process above is nice, but it assumes we can numerically compute hK RegK.
We will approach hK RegK by counting ideals.

Definition 7.3. Let x ∈ R. Define

A(x) := #{I ⊆ OK | N(I) ≤ x}.

Note thatA(x) is finite, because there are only finitely many ideals of a given
norm, and norms are integers.

How does A(x) grow as x→ +∞?

Theorem 7.4. There is a constant κ > 0 such thatA(x) ∼ κ · x as x→ +∞, where

κ =
2r(2π)shK RegK
ωK
√

|disc(K)|
.

This theorem states that the number of ideals of norm at most x grows
linearly with x. More interestingly, all of the invariants of a number field appear
at the same time in the constant κ.

Example 7.5. Consider K = Q. In this case, A(x) = #{n ∈ Z | n ≤ x}, which
grows approximately as 1 · x. Here, we have r = 1, s = 0, hQ = 1, RegQ = 1,
ωQ = 2 and disc(Q) = 1. Hence, κ = 1.

Remark 7.6. This gives a numerical approach to estimate hK RegK.

Proof sketch of Theorem 7.4. Fix C ∈ C`K and define

A(x,C) = #
{
I ⊆ OK

∣∣∣∣ N(I) ≤ x and [I] = C

}
.

Note that ∑
C∈C`K

A(x,C) = A(x).

96



Lecture 22: Counting Ideals 24 April 2018

It suffices to prove

A(x,C) ∼
2r(2π)s RegK
ωK
√

|disc(K)|
· x.

We will give a proof when K/Q is quadratic. The general case involves a lot
more bookkeeping and is no more enlightening.

Fix an ideal Jwith [J] = C−1.
For Iwith [I] = C andN(I) ≤ x, we have IJ = 〈α〉 for some α ∈ J. Therefore,

|NK/Q(α)| = N(αOK) = N(IJ) = N(I)N(J) ≤ xN(J).

Conversely, take any nonzero α ∈ Jwith |NK/Q(α)| ≤ xN(J). Then 〈α〉 ⊆ J
implies that I := αJ−1 is an ideal with

N(I) =
|NK/Q(α)|

N(J)
≤ xN(J)

N(J)
= x.

Therefore,

A(x,C) = #
{
〈α〉

∣∣∣∣ α ∈ J \ {0} and NK/Q(α) ≤ xN(J)

}
.

We want to count α ∈ J (back to lattices) but 〈uα〉 = 〈α〉 for u ∈ O×K .
Case (1): Let’s assume Q ⊆ K ⊆ C is quadratic imaginary. Here, O×K = µK

and A(x,C) = #(J∩Dx) where

Dx =

{
z ∈ C

∣∣∣∣ 0 ≤ Arg(z) <
2π

ωK
and zz ≤ xN(J)

}
.

Note that any nonzero principal ideal of OK has a unique generator αwith
0 ≤ Arg(α) < 2π

ωK
and NK/Q(α) = αα > 0.

ωK = 2

radius
√
xN(J)

Dx
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ωK = 4

Dx

As x→∞,

A(x,C) ∼
Area(Dx)
covol(J)

=
1

2

π
(√

xN(J)
)2

/ωK

N(J)
√

|disc(K)|
=

2π

ωK
√

|discK|
· x

Case (2): If K ⊆ R is real quadratic, then let τ : K ↪→ R be the non-identity
embedding. We know O×K = ±〈ε〉 with ε > 1 the “fundamental unit.” Consider
the composite

φ : K× R× ×R× R2

(a,b) (log |a|, log |b|)

id×τ

We have
φ(O×K) = Z · (log ε,− log ε).

Note that (1, 1) and (log ε,− log ε) are linearly independent over R.

(log |a|, log |b|) =
log |a|+ log |b|

2
(1, 1) +

log |a|− log |b|

2 log ε
(log ε,− log ε).

For a nonzero α ∈ OK, there is a unique n ∈ Z such that φ(αεn) = c1(1, 1) +
c2(log ε,− log ε) with ci ∈ R and 0 ≤ c2 < 1. So

A(x,C) = #J∩Dx,

where

Dx =

{
(a,b) ∈ R2

∣∣∣∣ |ab| < xN(J) and 0 ≤ log |a|− log |b|

2 log ε
< 1 and a > 0,b 6= 0

}
.

Or equivalently, if we set r = xN(J)

Dx =

{
(a,b) ∈ R2

∣∣∣∣ a > 0,b 6= 0, |ab| ≤ r, 1 ≤ a

|b|
< ε2

}
.
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Dx is the region shaded in blue below, bounded by the indicated curves.

b = a

b = −a

b = 1
ε2
a

b = −1
ε2
a

ab = r

ab = r

a

b

We can integrate this region to find

A(x,C) ∼
Area(Dx)
covol(J)

=
2 log ε√
|discK|

· x,

as desired.

7.2 Dirichlet Series and L-functions

We saw in the last section that for a number field K/Q, the number of ideals
A(x) of norm N(I) ≤ x is asymptotic to κ · x, where

κ =
2r(2π)shK RegK
ωK
√

|discK|
> 0.

This suggests a way to estimate hK RegK. In fact, we will see that

A(x) = κ · x+O
(
x1−

1/[K : Q]

)
. (7.1)

To do that, we need to first talk about Dedekind zeta functions and Dirichlet
series.
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Define:

Dx =
{
(a,b) ∈ R2

∣∣ √a2 + b2 ≤ x},

Nx = #
(

Z2 ∩Dx
)

.

Notice that

π(x− 1)2 = Area(Dx−1) ≤ Nx ≤ Area(Dx+1) = π(x+ 1)2,

and therefore Nx = πx2 +O(x).

Definition 7.7. The Dedekind zeta function of K is

ζK(x) =

∞∑
n=1

an

ns
,

where an = #{I ⊆ OK | N(I) = n}.

Lemma 7.8 (Partial Summation). Let a1,a2, . . . be a sequence of complex num-
bers, and let z : [1,∞)→ C be a C1-function. Define

A(x) :=
∑
n≤x

an.

Then ∑
n≤x

anz(n) = A(x)z(x) −

∫x
1
A(t)z ′(t)dt.

Proof sketch. Take x ≥ 1 to be an integer. Then∫x
1
A(t)z ′(t)dt =

∑
n≤x−1

∫n+1
n

A(t)z ′(t)dt

=
∑

n≤x−1
A(n)

∫n+1
n

z ′(t)dt

=
∑

n≤x−1
A(n)(z(n+ 1) − z(n))

Lemma 7.9. Fix a formal Dirichlet series∞∑
n=1

an

ns

with an ∈ C. Set
A(x) =

∑
n≤x

an
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and suppose that A(x) = O(xδ) for some δ > 0. Then

∞∑
n=1

an

ns

converges absolutely for Re(s) > δ and equals

s

∫∞
1

A(t)

ts+1
dt.

In particular, it is holomorphic for Re(s) > δ.

Proof. Take z(n) = n−s with z(x) = x−s = e−s log(x); z ′(x) = e−s log(x) (−s
x

)
=

−s
xs+1

. Then by partial summation,

∑
n≤x

ann
−s =

A(x)

xs
+ s

∫x
1

A(t)

ts+1

The first term goes to zero as x→ +∞, and the second term has order

O

(∫x
1

1

tRe(s)−δ+1 dt

)
= O(1)

if Re(s) > δ.

Example 7.10. Consider the Riemann zeta function

ζ(s) = ζQ(s) =

∞∑
n=1

1

ns
.

We have

ζ(s) =

∞∑
n=1

1

ns

= s

∫∞
1

btc
ts+1

dt

= s

∫∞
1

t

ts+1
dt+ s

∫∞
1

btc− t
ts+1

dt

The right hand integral converges for Re(s) > 0, since |btc− t| ≤ 1. Hence, we
arrive at

ζ(s) =
1

s− 1
+ 1+ s

∫∞
1

btb−t
ts+1

dt.

Therefore, ζ(s) has a unique analytic continuation to Re(s) > 0 except with a
simple pole at s = 1with residue 1.
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Remark 7.11. In fact, ζ(s) (and ζK(s)) extends to a holomorphic function on
C \ {1}.

Example 7.12. Consider

ζK(s) =

∞∑
n=1

an

n−s
.

Since
A(x) =

∑
n≤x

an ∼ κ · x,

this implies that ζK(s) converges absolutely when Re(s) > 1.
Now consider

ζK(s) − κζ(s) =

∞∑
n=1

bn

ns

with bn = an − κ. Taking partial sums of the bn,

B(x) :=
∑
n≤x

bn =
∑
n≤x

an − κbxc = A(x) − κx+O(1) = O
(
x1−

1/[K : Q]

)
.

This proves Eq. (7.1). Moreover, it shows that

∞∑
n=1

bn

ns

converges for Re(s) > 1− 1
[K : Q]

, and therefore ζK(s) has an analytic continua-

tion to Re(s) > 1− 1
[K : Q]

except at s = 1. Finally, the function

ζK(s) −
κ

s− 1

has analytic continuation to Re(s) > 0.

Theorem 7.13 (Analytic class number formula).

Ress=1 ζK(s) = lim
s→1(s− 1)ζK(s) = κ

This gives us a way to find the number κ, which in turn allows us to find the
value of hK RegK to compute C`K and O×K .

Theorem 7.14 (Euler Product). For Re(s) > 1, we have

ζK(s) =
∏

p⊆OK
prime

(
1−

1

N(p)s

)−1

.
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Proof. Fix a nonzero prime p ⊆ OK. Then(
1−

1

N(p)s

)−1

=

∞∑
i=0

1

N(p)is
=

∞∑
i=0

1

N(pi)s

So ∏
p,N(p)≤x

(
1−

1

N(p)s

)−1

=
∏

p,N(p)≤x

∞∑
i=0

1

N(pi)s

=
∑
I∈I

1

N(I)s

where I is the set of ideals I ⊆ OK whose prime factors p satisfy N(p) ≤ x; the
equality uses unique factorization of ideals of OK.

Now∣∣∣∣∣∣ζK(s) −
∏

p,N(p)≤x

∞∑
i=0

1

N(pi)s

∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
I 6∈I

1

N(I)s

∣∣∣∣∣∣ ≤
∑

N(I)>x

1

N(I)Re(s) .

This right-hand term converges to zero since ζK(Re(s)) converges. Hence, the
Euler product formula holds.

Now let’s focus on K/Q quadratic. Take a prime p

∏
p|p

(
1−

1

N(p)s

)−1

=



(
1− 1

ps

)−1
if pOK = p2,(

1− 1
ps

)−2
if pOK = p1p2,(

1− 1
p2s

)−1
=
(
1− 1

ps

)−1 (
1+ 1

ps

)−1
if pOK = p.

Definition 7.15. Define

L(s, x) :=
ζK(s)

ζ(s)
=
∏
p

(
1−

χ(p)

ps

)−1

where

χ(p) =


0 if p ramifies in K,

1 if p splits in K,

−1 if p is inert in K.

Extending χ to a function χ : N → {−1, 0,+1} multiplicatively, we have the
L-series

L(s, x) =
∏
p

(
1−

χ(p)

ps

)−1

=

∞∑
n=1

χ(n)

ns
.
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Note that

L(1, x) =
2r1(2π)r2hK RegK
ωK
√

|disc(K)|
,

where r1 is the number of real embeddings K ↪→ R and r2 is the number of
conjugate pairs of complex embeddings K ↪→ C. In particular, we have

hK RegK =
ωK
√

|disc(K)|
2r1(2π)r2

L(1, x).

Dirichlet gives some closed forms for hK = # C`K:

Theorem 7.16 (Dirichlet). Let ε be the fundamental unit of O×K .

hk =



ωK
2|disc(K)|

∣∣∣∣∣∣∣∣∣
∑

1≤j≤|disc(K)|/2
(j,disc(K))=1

χ(j)j

∣∣∣∣∣∣∣∣∣ if disc(K) < 0,

1

log ε

∣∣∣∣∣∣∣∣∣
∑

1≤j≤|disc(K)|/2
(j,disc(K))=1

χ(j) log
∣∣∣sin

(
πj

|disc(K)|

)∣∣∣
∣∣∣∣∣∣∣∣∣ if disc(K) > 0.

Example 7.17. Let K = Q(
√
5). We have disc(K) = 5 and hK = 1. Then

log ε = | log(sin(π5 )) − log(sin(2π5 ))| = log
(

sin(π/5)
sin(2π/5)

)
.

Therefore, the fundamental unit is

ε =
sin(π/5)
sin(2π/5)

.

Example 7.18. Let K = Q(
√
−5). We may check that the formula gives hK = 2.

There are also useful non-closed forms.

Theorem 7.19. Set d = disc(K). If d < 0, then

hK =

∞∑
n=1

χ(n)

(
erfc

(
n
√
π

|d|

)
+

√
d

πn
e−πn

2/|d|

)
.

If d > 0, then

hK log ε =
1

2

∞∑
n=1

χ(n)

(√
|d|

n
erfc

(
n
√
π

|d|

)
+ E1

(
πn2

|d|

))
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where

erfc(x) =
2√
π

∫∞
x
e−t

2
dt

E1(x) =

∫∞
x
e−t

dt

t

Example 7.20. K = Q(
√
94). Then disc(K) = 4 · 94. One can check that hK = 1.

We find that
log ε = hK log ε = 15.271002103 . . .

Therefore, ε = 4286589.9999997667 . . .. What is the minimal polynomial of ε?
If NK/Q(ε) = 1, then it’s

(x− ε)(x− ε−1) = x2 − (4286590.000 . . .)x+ 1.

If NK/Q(ε) = −1, then

(x− ε)(x+ ε−1) = x2 − (4286589.9999953 . . .)x+ 1.

Note that the latter is not in Z[x], so it must be the former.

8 Local Fields

Definition 8.1. A topological field is a field K with a topology such that
+,−,× : K→ K and (−)−1 : K× → K× are continuous functions.

Example 8.2. The real numbers R and the complex numbers C are topological
fields with the usual topology.

Definition 8.3. A local field is a topological field with a non-discrete topology
that is locally compact, i.e. every point has a neighborhood whose closure is
compact.

8.1 p-adic fields

Let K be a number field. The fractional ideal generated by any x ∈ K× factors
uniquely:

xOK =
∏

0 6=p⊆OK

pνp(x)

with νp(x) ∈ Z.
Fix p. Set νp(0) = +∞. Define

|− |p : K→ R≥0 ∪ {+∞}

by |x|p = N(p)−νp(x). This is an absolute value function:
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• |x|p = 0 ⇐⇒ x = 0,

• |xy|p = |x|p|y|p,

• |x+ y|p ≤ |x|p + |y|p.

In fact, we have a strong triangle inequality:

|x+ y|p ≤ max{|x|p, |y|p}.

This norm |− |p gives a topology on K via the metric d(x,y) = |x− y|p.

Definition 8.4. Given a number field K and a nonzero prime p ⊆ OK, the
topology induced by the norm |− |p is called the p-adic topology.

Remark 8.5. For K = Q, this topology is very different from the usual one, and
very weird at first. For example:

• all “triangles” are isosceles;

• if the intersection of two open balls B(a, ε) = {x ∈ K | |x− a|p < ε} is
nonempty then one contains the other.

Given the topological field K under the metric topology given by the norm
|− |p, we may complete: let K̂ be the completion of K, i.e. the set of Cauchy
sequences {an}n∈N in K up to equivalence. If α ∈ K̂ is the equivalence class of
the Cauchy sequence {an}n∈N, then

|α|p = lim
n→∞ |an|p.

Definition 8.6. Given a number field K and a nonzero prime p ⊆ OK, we denote
by Kp the completion of K with respect to |− |p. This is the p-adic completion
of K.

Fact 8.7.
∞∑
n=1

an converges if and only if an → 0 as n→∞.

Proof idea. ∣∣∣∣∣
N∑
n=m

an

∣∣∣∣∣ ≤ max
{
|an|

∣∣∣∣m ≤ n ≤ N}.

Example 8.8. Consider the 2-adic topology on Q. In the field Q2, the sequence

an = 1+ 2+ 22 + . . .+ 2n =
2n+1 − 1

2− 1
= 2n+1 − 1

converges to −1 as n→∞.
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Example 8.9. For n ≥ 0, consider the rational number(
1/2
n

)
=
1/2
(
1/2 − 1

) (
1/2 − 2

)
· · ·
(
1/2 −n+ 1

)
n!

.

Claim that the denominator of this is a power of 2. To see this, take any odd
prime p. It suffices to show that∣∣∣∣(1/2n

)∣∣∣∣
p

≤ 1 ⇐⇒ νp

((
1/2
n

))
≥ 0.

To that end, define f : Qp → Qp by

f(x) =

(
x

n

)
=
x(x− 1)(x− 2) · · · (x−n+ 1)

n!
,

and note that it is continuous. Now consider(pm+1
2

n

)
= f

(
pm + 1

2

)
−−−−→
m→∞ f(

0+ 1

2
) =

(
1/2
n

)

On the left hand side, we have
( pm+1

2
n

)
∈ Z. Therefore,∣∣∣∣(1/2n
)∣∣∣∣
p

≤ 1

since ∣∣∣∣(pm + 1

2

)∣∣∣∣
p

≤ 1

for allm ≥ 1.

Example 8.10. Consider Q5. Let

α =
1

2

∞∑
n=0

(−1)n
(
1/2
n

)
5n.

To check that this is well-defined, we only need to know that each term individ-
ually goes to zero, which happens because∣∣∣∣(−1)n(1/2n

)∣∣∣∣
5

≤ 1

as in the previous example and |5n|5 = 5−n → 0 as n→∞.
For real |x| < 1,

√
1+ x =

∞∑
n=0

(
1/2
n

)
xn.

107



Lecture 24: p-adic fields 03 May 2018

Hence, there is an equality of formal power series:

1+ x =

( ∞∑
n=0

(
1/2
n

)
xn

)2
.

Now set x = −5.

−4 =

( ∞∑
n=0

(
1/2
n

)
(−5)n

)2
∈ Q5.

Therefore, α2 = −1. In particular, Q5 has a fourth root of unity!

Definition 8.11. The subring of Kp

Op :=
{
x ∈ Kp

∣∣ |xp| ≤ 1}
is called the ring of p-adic integers.

If K = Q, we write Zp instead.

Proposition 8.12. Op is a discrete valuation ring.

Proof sketch. νp : K× → Z ⊆ R is continuous with respect to |− |p, and extends
uniquely to a continuous map

νp : K
×
p → Z ⊆ R.

Choose π ∈ p \ p2. Then νp(π) = 1.
Let O×p =

{
x ∈ Kp

∣∣ |xp| = 1
}

. Note that for x ∈ O×p , |x−1|p = |x|−1p . For
a ∈ Op \ {0},

νp(aπ
−νp(a)) = 0.

Therefore, |aπ−νp(a)|p = 1, and it follows that aπ−νp(a) ∈ O×p .
The nonzero ideals of Op are πnOp with n ≥ 0. Hence, Op is a PID with a

unique maximal ideal.

Remark 8.13. We may related this to the discrete valuation ring OK via an
isomorphism

OK/
p

∼
−→ Op

/
pOp

=
Op
/
πOp

.

Notice that the left hand side is a finite field, and therefore Op/pOp is a finite
field as well.
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8.2 How do you write down elements of Kp or Op?

Remark 8.14. We will really concentrate on Op, because given any element
of Kp, we may multiply by a sufficiently large power of π ∈ p \ p2 to get an
element of Op.

Fix a finite set S ⊆ OK representing the cosets of OK/p. Fix π ∈ p \ p2, i.e.
π ∈ OK and νp(π) = 1.

Example 8.15. For K = Q, and an integral prime p, π = p and S = {0, 1, . . . ,p−
1}.

Theorem 8.16. Any x ∈ Op is of the form

∞∑
n=0

anπ
n

for unique a0,a1, . . . ∈ S. Conversely, any such series converges to an element
of Op.

This gives us a way to represent elements of Op on a computer, for instance.

Proof idea. Let x ∈ Op.

• x ≡ a0 (mod pOp) for a unique a0 ∈ S.

x− a0
π

∈ Op

• x−a0
π ≡ a1 (mod pOp) for a unique a1 ∈ S.

x− (a0 + a1π)

π2
∈ Op

• Repeat.
x− (a0 + a1π+ . . .+ anπ

n) ∈ πn+1Op

with ai ∈ S.

Finally, ∣∣∣∣∣x−
n∑
i=0

aiπ
i

∣∣∣∣∣
p

≤ |π|n+1p =

(
1

N(p)

)n+1
−−−−→
n→∞ 0.

Proposition 8.17. Op is compact.
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Proof idea. Suffices to prove sequential compactness since Kp is a metric space.
Consider any sequence {xn} in Op. Write each xi as

xi =

∞∑
n=0

aniπ
n

for a0,a1, . . . ∈ S.
Of this sequence, there are infinitely many xn with the same a0i because

S is finite. Of those, there are infinitely many xn with the same a1i ∈ S again,
since S is finite. Repeat. This yields a convergent subsequence in Op.

Remark 8.18. For any a ∈ K, a +Op is an open neighborhood of a that is
compact. Hence, Kp is a local field.

8.3 Extensions of Qp

Fix a prime p, and let K/Qp be a finite extension of fields. Let B be the integral
closure of Zp in K.

K B

Qp Zp

⊇

⊇

By a theorem we stated but didn’t prove, B is a Dedekind domain, so pB factors
uniquely as

pB = pe11 · · · p
er
r .

Fact 8.19. There is only one prime of K such that pB = pe.

Moreover, we have [K : Qp] = ef, where f = [B/p : Zp/〈p〉]. There are
valuations

νp : K
× → Z

νp : Q×p → Z

such that νp|Q×p = eνp.

Proposition 8.20. The p-adic absolute value |− |p extends uniquely to K.

Corollary 8.21. The p-adic absolute value extends uniquely to Qp = K.

Lemma 8.22 (Krasner’s Lemma). Take α,β ∈ K. Let pα(x) ∈ K[x] be the min-
imal polynomial of α for K/K. Suppose that if α ′ ∈ K \ {α} is a root of pα(x),
then

|β−α|p < |α−α ′|p.

Then K(α) ⊆ K(β).
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The assumption of this lemma says that β is closer to α than any of α ′s
conjugates.

Proof. Take any σ : K(α,β) ↪→ K that fixes K(β). It suffices to show that σ(α) = α.
We have

|σ(α) −β|p = |σ(α) − σ(β)|p = |σ(α−β)|p

Note that |σ(−)|p is an absolute value on K(α,β) that extends |− |p on Qp. But
by Corollary 8.21, such an extension is unique and therefore |σ(−)|p = |− |p.
Hence,

|σ(α) −β|p = |σ(α) − σ(β)|p = |σ(α−β)|p = |α−β|p.

Finally,

|σ(α) −α|p = |σ(α) −β+β−α|p

≤ max{|σ(α) −β|p, |β−α|p}

= |σ(α) −β|p.

But |σ(α) −β| < |σ(α) −α| if σ(α) 6= α by assumption. Hence, σ(α) = α.

Krasner’s Lemma is the key idea in the proof of the following proposition.

Proposition 8.23. Fix f(x) ∈ K[x] monic irreducible of degree n. Then for any
g(x) ∈ K[x] of degree n that is “sufficiently close with respect to |− |p” to f(x),
g(x) is irreducible and for any root α ∈ K of f, there is some root β ∈ K of g
such that K(α) = K(β).

Proposition 8.24. There is a number field L and a prime p ⊆ OL dividing p such
that K = Lp.

Proof idea. Write K = Qp(α) by the primitive element theorem. Let f(x) ∈ Qp[x]

be the minimal polynomial of α over Qp. Then take g(x) ∈ Q[x] sufficiently
close to f(x) by Proposition 8.23 since Q is dense in Qp. Then there is a root
β ∈ Q ⊆ Qp of g(x) such that Qp(α) = Qp(β). Then take L = Q(β).

Theorem 8.25. The local fields K of characteristic zero are (up to isomorphism)

• finite field extensions K/Qp, or

• the real numbers R or the complex numbers C.

Remark 8.26. The local fields K of characteristic p > 0 are (up to isomorphism)
Fq((x)) for q a power of a prime.

Recall that B is the integral closure of Zp inside K/Qp. A consequence of
the previous lemma is that B = Op for a prime ideal p of OL, where K = Lp.
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Lemma 8.27 (Hensel’s Lemma). Let f(x) ∈ B[x] = Op[x] be monic, and let
f(x) ∈ Fp[x] be its reduction mod p. Assume a ∈ Fp is a simple root of f. Then
there is a unique α ∈ Op with α ≡ a (mod p) such that α is a root of f(x).

Proof sketch. Suppose we have an αn ∈ Op such that αn ≡ a (mod p) and
f(αn) ≡ 0 (mod pn). (This is true if n = 0.) Then take π ∈ Op with νp(π) = 1.
We want to solve

0
?≡ f(αn + bπn) ≡ f(αn) + f ′(αn)bπn (mod pn+1),

or equivalently, solve

f ′(αn)b ≡ −
f(αn)

πn
(mod p).

But we know that f ′(αn)b ≡ f ′(a)b (mod p), and f ′(a)b 6≡ 0 (mod p) since
a is a simple root. So we may solve the previous equation for b ∈ Op. Then
αn+1 = αn + bπn. The sequence {αn} will converge to a root.

Remark 8.28. In fact, the proof of Hensel’s lemma gives an algorithm for finding
α.

Let K/Qp be a finite field extension, with ring of p-adic integers Op ⊆ K.
Consider the field extension

Op/p

Zp/〈p〉 ∼= Fp

f

where f = [Op/p : Zp/〈p〉]. Then Op/p is the splitting field of xp
f
− x ∈ Fp[x].

Since this polynomial is separable in Fp[x], then Hensel’s lemma tells us that it
is separable in Op[x] as well; it factors into linear terms in Op[x]. So K contains
pf − 1 roots of unity!

We essentially get roots of unity for free from Hensel’s lemma in the local
field case, whereas before we had to work really hard to find roots of unity in
number fields.

Let µpf−1 ⊆ K denote the roots of unity in K. We have an intermediate field
Qp(µpf−1) fitting into the tower

K

Qp(µpf−1)

Qp

e

f
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The extensionK/Qp(µpf−1) is totally ramified, whereas the extension Qp(µpf−1)

is unramified.

Proposition 8.29. Fix a prime p and integer n ≥ 1. There are only finitely many
extensions K/Qp of degree n.

Proof sketch. Any such extension K/Qp is also a totally ramified extension of the
intermediate field Qp(µpf−1) of degree e, for f dividing n. Set F := Qp(µpf−1).
We need only show there are only finitely many totally ramified extensions K/F
of degree e.

Take any uniformizer π ∈ K with νK(π) = 1. The minimal polynomial of π
over F is Eisenstein at p ⊆ Op. A slight change in coefficients of this minimal
polynomial does not change the extension field by Proposition 8.23, which
describes an open cover of the compact set p×(e−1) × (p − p2). There is a finite
subcover of this open cover, so K can be obtained from one of these finitely
many Eisenstein polynomials.

We can use this proposition to prove something about number fields.

Theorem 8.30. Let K be a number field. Let S be a finite set of primes of OK and
n ≥ 1 an integer. Then there are only finitely many extensions L/K of degree n
and unramified at all primes p 6∈ OK.

Proof idea. Let’s just consider the case K = Q. We know that there are finitely
many extensions L/Q of degree n with a given discriminant disc(L). The prime
divisors of disc(L) are the ramified primes of the extension L/Q. Then we may
bound the powers of disc(L) that arise using the finiteness of extensions of Qp

with Proposition 8.29.

8.4 Global and Local class field theory

The two theorems in this section are the beginning of the subjects of local class
field theory and global class field theory.

Definition 8.31. A field extension L/K is abelian if it is Galois with an abelian
Galois group.

Theorem 8.32. Let K/Qp be a finite field extension. There is an inclusion-
reversing bijection between finite abelian extensions L/K in K and open finite
index subgroups of K× given by L 7→ NL/K(L

×).

Definition 8.33. The group of ideles of K is

A×K =

{
(aν) ∈

∏
ν

K×ν

∣∣∣∣ aν ∈ Oν for most ν
}

,

where ν runs over all valuations of K.
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K× includes into A×K via a 7→ (a)ν

Definition 8.34. Define CK := A×K/K×.

Theorem 8.35. Let K be a number field. There is an inclusion reversing bijection
between finite abelian extensions of K in K and open finite index subgroups of
CK.
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