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Statistical mediation analysis has become the technique of choice in consumer re-
search to make causal inferences about the influence of a treatment on an outcome
via one or more mediators. This tutorial aims to strengthen two weak links that im-
pede statistical mediation analysis from reaching its full potential. The first weak link
is the path from mediator to outcome, which is a correlation. Six conditions are
described that this correlation needs to meet in order to make plausible causal infer-
ences: directionality, reliability, unconfoundedness, distinctiveness, power, and
mediation. Recommendations are made to increase the plausibility of causal infer-
ences based on statistical mediation analysis. Sweetspot analysis is proposed to
establish whether an observed mediator-outcome correlation falls within the region
of statistically meaningful correlations. The second weak link is the communication
of mediation results. Four components of informative communication of mediation
analysis are described: effect decomposition, effect size, difference testing, and
data sharing. Recommendations are made to improve the communication of media-
tion analysis. A review of 166 recently published mediation analyses in the Journal
of Consumer Research, a reanalysis of two published datasets, and Monte Carlo
simulations support the conclusions and recommendations.

Keywords: mediation analysis, causal inference, experiment, bias, knowledge

accumulation

INTRODUCTION

Mediation analysis is done to make causal inferences

about the influence of a treatment on an outcome via

one or more mediators. It holds the promise of contributing

to improved theories about the causal processes that ac-

count for treatment effects, and thereby to more effective

and efficient treatments. Seminal publications on its foun-

dations, and the availability of tailored statistical proce-

dures, have made mediation analysis an indispensable

technique in the researcher’s toolbox (Baron and Kenny

1986; Hayes 2012; MacKinnon 2008; Preacher, Rucker,

and Hayes 2007; Shrout and Bolger 2002; Zhao, Lynch,

and Chen 2010; Rucker, Preacher, Tormala, and Petty

2011). Mediation analysis is considered: “almost mandatory

for new social-psychology manuscripts” (Bullock, Green,

and Ha 2010, 550). This holds for consumer research as

well. Of the 121 articles based on experiments in volumes

41 and 42 (2014–2016) of the Journal of Consumer
Research, 71% contained at least one mediation analysis.
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Mediation analysis is not a prerequisite for each and ev-

ery empirical research report, however. Establishing repli-

cable effects of treatments on outcomes may be important

by itself, and there are alternative, sometimes superior

approaches to providing process evidence. Yet, if research

relies on mediation analysis to make inferences about

causal processes, its findings need to be meaningful and

meaningfully reported. This tutorial aims to contribute to

such meaningful mediation analysis, by strengthening two

weak links in the foundation and application of mediation

analysis. The first weak link concerns the plausibility of

causal inferences from mediation analysis. Mediation anal-

ysis rests on the path between the mediator and outcome,

which is a correlation. The path needs to meet six condi-

tions to permit plausible causal inferences. Failure to meet

the conditions can lead to large and largely intractable

biases that can render causal inferences from mediation

analysis meaningless. As yet, applications of mediation

analysis in the consumer behavior literature mostly con-

sider the final condition only, as shown later. The second

weak link concerns the contribution of mediation analysis

results to theory and practice. Insight into the causal pro-

cesses of interest, and knowledge accumulation across me-

diation analyses, critically rests on comprehensive

communication of the results of mediation analysis. As yet,

such comprehensive communication is rare in the con-

sumer behavior literature, as shown later. This tutorial

aims to strengthen these two weak links in mediation anal-

ysis. Throughout, it provides examples of best practices in

the consumer behavior literature.
The first section describes three common mediation

models: basic, multiple, and moderated mediation. The

second section describes six conditions that the path be-

tween mediator and outcome needs to meet. It identifies

potential biases when conditions are not met and offers rec-

ommendations for improvement. The second section also

introduces Sweetspot analysis, which explores the region

of statistically meaningful correlations between mediator

and outcome. The third section describes four components

of comprehensive communication of mediation analysis,

and offers recommendations for improvement. The final

section draws conclusions. The tutorial builds on a review

of 166 mediation analyses published in the Journal of
Consumer Research (2014–2016), a reanalysis of two pub-

lished mediation analyses (Kim and McGill 2011; Kupor

and Tormala 2015), and Monte Carlo simulations.

Supplementary material on the review, reanalyses, and

simulations is available online.

MEDIATION ANALYSIS

Mediation analysis decomposes the total effect that an

input variable (X) has on an outcome variable (Y) into an

indirect effect that is transferred via a mediator (M) and a

conditional direct effect. The focus here is on natural or

controlled experiments with random assignment of partici-

pants to one or more treatment and control conditions. The

terms treatment (X), mediator (M), and outcome (Y) de-

note the three key variables. The diamond in figure 1 indi-

cates that X is an experimental variable, from now on

called “treatment.” Boxes indicate that M and Y are obser-

vational variables. Figure 1 summarizes three mediation

models: basic mediation, multiple mediation, and moder-

ated mediation.
In volumes 41 and 42 of the Journal of Consumer

Research (2014–2016), 121 of the 138 articles included

experiments (88%), and from these 86 (71%) contained at

least one mediation analysis, with an average of 1.93. Of

the 166 relevant cases, 55 (33%) examined basic media-

tion, 29 (17%) multiple mediation, and 82 (49%) moder-

ated mediation. Combined multiple and moderated

mediation analyses were coded as moderated mediation in,

from now on, the “mediation review.” Table 1 has a

summary.
In the context of path analysis, Wright (1921) was the

first to propose that the indirect effect of one variable on

another is captured by the product of the path weights con-

necting the two variables. Mediation analysis relies on this

idea. It decomposes the total treatment effect into an indi-

rect effect, which is the product of coefficients of the paths

leading from the treatment to the outcome, and the condi-

tional direct effect, which is the remaining treatment effect.

The three mediation models differ in how the total treat-

ment effect is decomposed.
Model 1 in figure 1 is the basic mediation model. It has

a single X, M, and Y. The total treatment effect (c) is

decomposed into an indirect effect (a � b, or ab) and a con-

ditional direct effect (c0). Thus, c ¼ a � bþ c0.
Model 2 in figure 1 is a multiple mediation model, here

with two mediators. The total treatment effect is decom-

posed into a conditional direct effect and several indirect

effects. In multiple mediation models all paths between

treatment, mediators, and outcomes are estimated to appro-

priately decompose the total treatment effect (Preacher and

Hayes 2008). Parallel mediation and serial (or sequential)

mediation are different versions of multiple mediation. It is

rarely appreciated that the difference between various mul-

tiple mediation models critically hinges on the hypothe-

sized direction of a single path only, namely between the

two mediators (M1 and M2), which is called the d-link

here. Figure 1 shows three specifications of the direction of

the d-link (d1 to d3). Each d-link (1 to 3) is included in

only one of the three multiple mediation models: d1 in

model 2.1, d2 in model 2.2, and d3 in model 2.3, as shown

next. Although each specification of the d-link produces a

theoretically distinct model, the models are statistically

equivalent. A later section examines its implications for

causal inference.
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Model 2.1 is a parallel mediation model. The treatment
effect runs via two separate, but correlated, pathways to
the outcome, namely from X via M1 to Y, and from X via
M2 to Y. This model has the d1-link, which is the covari-
ance between the residuals of the two mediators (M1 and
M2). Thus, the d-link is undirected in this model. The total
indirect treatment effect in this model is then the sum of
the two parallel paths (a1 � b1 þ a2 � b2).

Model 2.2 is a serial mediation model. The treatment ef-
fect runs from X via M1 to M2 and then to Y. This model
has the d2-link from M1 to M2. The hypothesized serial in-
direct effect is the product of the respective paths, namely
a1 � d2 � b2. The total indirect treatment effect is the
sum of the serial indirect and the two other indirect effects:
a1 � d2 � b2 þ a1 � b1 þ a2 � b2.

Model 2.3 is an alternative serial mediation model. The
treatment effect now runs from X via M2 to M1 and then
to Y. This model estimates the d3-link from M2 to M1.
The hypothesized serial indirect effect is the product of the
respective paths: a2 � d3 � b1. The total indirect

treatment effect is the sum of the serial indirect and the
two other indirect effects: a2 � d3 � b1 þ a1 � b1 þ a2 �
b2. Of the 29 multiple mediation models in the mediation
review, 13 (45%) were parallel and 16 (55%) were serial,
with blends between the two model types coded as serial.

Model 3 in figure 1 is a moderated mediation model. In
moderated mediation, the indirect treatment effect is condi-
tional on a moderating variable (W). The moderator can in-
fluence the treatment effect on the mediator (first-stage
moderation), the correlation between mediator and out-
come (second-stage moderation), or both. Another type of
moderation occurs when the treatment influences the medi-
ator, and also moderates the relationship between mediator
and outcome (Judd and Kenny 1981; Preacher et al. 2007;
Valeri and VanderWeele 2013). None of the analyses in
the mediation review examined it. The moderator can be
experimental (diamond) or observational (box). Model 3 in
figure 1 shows first-stage moderation: 96% of the 82 cases
in the mediation review with a moderated mediation exam-
ined it. The conditional direct effects of the treatment (X)

FIGURE 1

THREE MEDIATION MODELS

NOTE.—Diamond denotes treatment with random assignment to experimental conditions (X). Boxes are observed measures of mediator (M) and outcome (Y), as-

sumed to be continuous. Moderators (W) are experimental conditions (diamond) or measured differences between participants (square). Single-headed arrows indi-

cate causal direction. Double-headed arrow is a covariance. cov[e2,e4] is the covariance between residuals of M1 and M2. Each d-link (1 to 3) is included in only one

multiple mediation model: d1 in model 2.1, d2 in model 2.2, and d3 in model 2.3.

694 JOURNAL OF CONSUMER RESEARCH

Downloaded from https://academic.oup.com/jcr/article-abstract/44/3/692/3978091/Meaningful-Mediation-Analysis-Plausible-Causal
by Pennsylvania State University user
on 19 September 2017



and moderator (W) on the outcome (Y) are accounted for

as well. The critical test is then whether the interaction be-

tween X and W has an effect via the mediator (a3-path) on

the outcome (b-path): a3 � b. There is evidence for moder-

ated mediation when this conditional indirect effect is sta-

tistically significant.
Bollen and Stine (1990) first proposed to use bootstrap-

ping, and Yuan and MacKinnon (2009) and Zhang, Wedel,

and Pieters (2009) later proposed to use Bayesian estima-

tion to establish the significance of the indirect effect.

These techniques provide a confidence or credible interval

(typically 95%), which need not be symmetric around the

mean estimate of the indirect effect (Kisbu-Sakarya,

MacKinnon, and Mio�cevi�c 2014; Shrout and Bolger 2002).

The indirect effect is deemed statistically significant if its

confidence or credible interval does not contain zero.

Assessing the significance of the indirect effect is facili-

tated by routines in statistical programs for bootstrapping

(Hayes 2012; Preacher et al. 2007; Shrout and Bolger

2002) and Bayesian estimation (Muthén, Muthén, and

Asparouhov 2016). In the mediation review 94% of the

analyses used the confidence interval from bootstrapping

to determine whether the indirect effect was significantly

different from zero (table 1). The others reported p-values

or verbally summarized results. All three mediation models

described here are forms of statistical mediation analysis

because they rely on estimating the indirect treatment ef-

fect through an observed mediator.

MEANINGFUL MEDIATION ANALYSIS

Using statistical mediation analysis to make causal infer-

ences about indirect treatment effects rests on the heroic

assumption that it transforms correlation into causation.

That is, because of experimental manipulation and random

assignment of participants to conditions, the statistical as-

sociation between X and M (a-path), and between X and Y

(c-path) can be interpreted causally. These are the strongest

links. Yet the b-path between the mediator and outcome is

a (partial) correlation. It is the weakest link, and prone to

various biases. What is more, bias in the b-path between

mediator and outcome propagates to bias the conditional

direct effect (c0-path), because the total treatment effect is

the fixed sum of the indirect and conditional direct effects.

TABLE 1

MEDIATION ANALYSIS IN JOURNAL OF CONSUMER RESEARCH VOL. 41 AND 42

Category Results

Number of articles 138
Number of articles with experiment 121 (88%)
Number of articles with experiment and mediation 86 (71%)
Number of mediation analyses 166 (M ¼ 1.93, range 1–7)

Mediation Model (n ¼ 166):
Basic mediation 33%
Multiple mediation 17%
Moderated mediation 49%

Samples and Measures:
Sample from MTurk 73 (44%)
Sample size in mediation analysis M ¼ 183 (SD¼124, range 35–1214)

Mediator and Outcome Measures:
Number of items for mediator (n ¼ 151) M ¼ 2.94 (SD¼3.09, range 1–25)

Single item for mediator 43%
Reliability (alpha) of multi-item mediator (for n ¼ 69) M ¼ .84 (SD ¼ .11, range .51–.97)
Number of items for outcome (n ¼ 141) M ¼ 2.28 (SD¼3.39, range 1–30)

Single item for outcome 64%
Reliability (alpha) of multi-item outcome (for n ¼ 45) M ¼ .85 (SD ¼ .10, range .53–.99)

Single item for mediator and outcome (n ¼ 143) 34%
Conditions Considered (n ¼ 166):

Directionality: Equivalent models acknowledged 8
Reliability: Measurement error accounted 0
Unconfoundedness: Omitted variables examined 2
Distinctiveness: Discriminant validity established 3
Power: Statistical power of testing reported 0

Communication of Results (n ¼ 166):
Indirect effect (a � b): estimate, and confidence interval 61%, and 94%
Conditional direct effect (c0) 37%
Indirect effect (a � b) and conditional direct effect (c0) 25%
b-path (between M and Y) 34%
Test of moderated mediation (a3 � b) (for n ¼ 82) 63%

NOTE.—n items and reliability of mediator and outcome could not always be determined from study descriptions. Analyses with combination of multiple and

moderated mediation were coded as moderated mediation.
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FIGURE 2

SIX CONDITIONS FOR MEANINGFUL MEDIATION ANALYSIS

START

1
Direc�onality

Is the path from M to Y 
most plausible?

NO

YES

If ignored Bias 3
Over- or underes�mate indirect 

effect and condi�onal direct 
effect 

NO

If ignored Bias 1
Falsely assume causal direc�on 

from M to Y

2
Reliability

Is measurement error in 
M and Y ignorable?

3
Unconfoundedness
Are effects of omi�ed 
variables on M and Y 

ignorable?

4
Dis�nc�veness

Are M and Y conceptually 
and empirically 
dis�nguishable?

6
Media�on

Is the indirect associa�on 
between X and Y via M 

non-null?

5
Power

Is the sta�s�cal power 
sufficient to iden�fy true 

non-null effects?

YES

YES

YES

YES

If ignored Bias 4
Falsely infer presence of indirect 

effect and absence of 
condi�onal direct effect

NO

NO

YES

NO

NO

If ignored Bias 2
Underes�mate indirect effect, 

and under- or overes�mate 
condi�onal direct effect 

If ignored Bias 5
Falsely infer absence of indirect 
effect and/or condi�onal direct 

effect
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Causal inferences from statistical mediation analysis be-

come more plausible when the mediator-outcome correla-

tion meets six conditions. Figure 2 and table 2 summarize

the conditions, potential biases, and recommendations.

The Directionality Condition

The directionality condition specifies that the most plau-

sible direction of influence is from the mediator to the out-

come. Although it is crucial, this condition is seldom

considered in the mediation literature. When it is not met,

the wrong direction of the causal chain is inferred or a

causal chain is inferred where none exists.
By design, causal influence starts at the treatment and

runs from there, respectively, to the mediator and to the

outcome. However, the causal direction between the medi-

ator and outcome is undetermined. That is, on statistical

grounds it is equally likely that (1) the mediator influences

the outcome, (2) the outcome influences the mediator, or

(3) the mediator and outcome are two correlated conse-

quences of the treatment. The correlation between mediator

and outcome might even result from a process where

mediator and outcome simultaneously influence each
other, and ignoring this would lead to simultaneity bias.
The three ways to specify the correlation between mediator
and outcome (1 to 3) produce three statistically equivalent
models (MacCallum and Austin 2000; Williams 2012).
Statistically equivalent models have the same implied co-
variance matrix, and thus the same global fit in terms of
BIC and similar criteria. Therefore, the causal direction be-
tween mediator and outcome cannot be established on sta-
tistical grounds when only information about treatment,
mediator, and outcome is available. With a single mediator
and outcome there are (at least) three equivalent models.
With two mediators and one outcome there are already 27
equivalent models (25 recursive and 2 nonrecursive), and
all these models are statistically equally likely. The multi-
ple mediation model in figure 1 shows this. Not only are
the links between the two mediators and the outcome cor-
relational, but the d-link between the two mediators is as
well, and all these links are causally undetermined.

Although equivalent models have the same global statis-
tical fit, they may differ in the size and significance of the
indirect effect, and in local fit criteria such as the R2 for a

TABLE 2

MEANINGFUL MEDIATION ANALYSIS

Condition Description Recommendation

1. Directionality Most plausible causal direction
is from mediator to outcome,
and as specified between
mediators.

1a. Provide strong evidence from logic, theory, and prior research that the
hypothesized causal direction is more plausible than indicated alternatives.

1b. If 1a fails: refrain from statistical mediation analysis, and consider Ms and
Y as separate, correlated effects of X.

1c. Do longitudinal mediation analysis by measuring Ms and Ys, and poten-
tially manipulating X, repeatedly over time.

1d. Do experimental mediation analysis by (also) manipulating Ms.

2. Reliability Measurement error in media-
tor(s) and outcome is
ignorable.

2a. Improve reliability of measures of Ms and Y.
2b. Account for unreliability of measures of Ms and Y, by using a structural

equation model.

3. Unconfoundedness Effect of unobserved variables
on the association between
mediator (s) and outcome is
ignorable.

3a. Reduce common-method bias by using diverse methods to measure Ms
and Y, and by increasing their temporal and spatial distance.

3b. Account for potential theory-based confounders of correlation between Ms
and Y.

3c. Do a sensitivity analysis of potential omitted variable bias on the correla-
tion between Ms and Y.

3d. Do 1c or 1d.

4. Distinctiveness Mediator(s) and outcome are
theoretically and empirically
distinct variables.

4a. Examine conceptually distant Ms and Ys.
4b. Do 2a, 3a, and 3b.
4c. Increase the sample size.
4d. Provide evidence for discriminant validity of Ms and Y.
4e. If 4d fails: refrain from statistical mediation analysis, and consider Ms and

Y as indicators of a single effect of X.

5. Power Statistical power is sufficient to
identify true non-null direct
and indirect effects.

5a. Do 2a. and 2b.
5b. Do 4c.
5c. Provide evidence of sufficient statistical power to identify hypothesized

effects.

6. Mediation The treatment has an indirect
effect on the outcome via
the mediator(s).

Draw conclusions about size, sign, and significance of indirect and conditional
direct treatment effects, after the first five conditions are met.
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specific presumed mediator or outcome. It is thus tempting
to use such local criteria as evidence that the hypothesized
mediation model is superior to a “reverse mediation mod-
el” in which the causal direction is assumed to run from
the outcome to the mediator. It is even tempting to “let the
data speak” by inspecting several equivalent models, and
then selecting the model with the largest indirect effect as
evidence that the “true” causal chain has been identified.
These are not good ideas. The path between mediator and
outcome is a (partial) correlation. It does not imply causa-
tion, and local fit criteria cannot serve as evidence for the
plausibility of one causal process over others (Preacher and
Kelley 2011, 100–2; Roberts and Pashler 2000). As a case
in point, Thoemmes (2015) found in a large simulation
study that an inspect-and-select strategy in mediation anal-
ysis identified the known, true model in less than 30% of
the cases for a basic mediation model where influence in
each of the three paths could have two directions. An
inspect-and-select strategy also invites data-driven rather
than theory-driven analyses (Ioannidis 2005), and hypothe-
sizing after the results are known (HARKing: Kerr 1998),
which renders statistical testing meaningless.

To further illustrate the issue, let a treatment (X) have a
correlation of .50 with some outcome A, a correlation of
.25 with another outcome B, and let outcomes A and B be
correlated .50. Under the hypothesis that outcome A is the
mediator and outcome B is the final outcome (model 1),
the indirect effect (a � b) is .50 � .50 ¼ .25, the condi-
tional direct effect (c0) is .00, and the total treatment effect
(c ¼ a � bþ c0) is .25. However, under the hypothesis that
outcome B is the mediator and outcome A is the final out-
come (model 2), the indirect effect (a � b) is .25 � .40 ¼
.10, the conditional direct effect (c0) is .40, and the total
treatment effect is (c ¼ a � bþ c0) is .50. And under the
hypothesis that outcomes A and B are the final, correlated
outcomes (model 3), there is no indirect effect. Then, the
total treatment effect is the sum of the two direct effects,
which is .50 þ .25 ¼ .75. Thus, model 1 has the largest in-
direct effect (.25), model 2 has the largest conditional di-
rect effect (.40), and model 3 has the largest total effect
(.75). Yet the three models are statistically equally likely,
and a theoretical case for each might be made.

In fact, frequently “the substantive theory has a host of
alternatives, some of which are interesting theoretically,
some of which are not, and most of which nobody has
thought of but could in a morning’s free-wheeling spec-
ulation” (Meehl 1990, 229). It is good advice to explicitly
consider equivalent models and to provide evidence, other
than statistical fit, for the superiority of the hypothesized
model. In spite of this, 67 out of 68 relevant studies pub-
lished in top management journals focused on a single
model without considering the presence of theoretically
distinct but statistically equivalent models (Shook et al.
2004; see also MacCallum and Austin 2000). In the media-
tion review, statistically equivalent models were

considered in only eight cases (5% of 166). None of these
pointed out the statistical equivalence of the models, and
all used the statistical significance of the indirect effect to
claim the superiority of the hypothesized model over the
alternatives.

Kupor and Tormala (2015, study 3) reported a serial me-
diation analysis with two mediators, and provided the data
for reanalysis. Based on attitude and persuasion theory, the
authors tested the hypothesis that interruption of a persua-
sive message (X) increases people’s curiosity (M1), which
increases their favorable thoughts (M2), which improves
behavioral intentions with respect to the topic of the mes-
sage (Y). The reanalysis here examined statistically equiv-
alent alternative models. Details are in appendix A. To
keep the number of models manageable, only the causal di-
rection between the two mediators was varied, as in figure
1. Model 1 is the serial mediation model hypothesized by
the authors. Model 2 is an alternative serial mediation
model. It specifies that the causal flow is from favorable
thoughts (M2) to curiosity (M1). This model is consistent
with the idea that subjective experience has a valence and
arousal component, and that more favorable thoughts (va-
lence) increase curiosity (arousal) (Kuppens et al. 2013),
which drives behavioral intentions. Model 3 is a parallel
mediation model, which specifies two separate, but poten-
tially correlated, pathways of the treatment effect respec-
tively via curiosity (arousal; M1) and via favorable
thoughts (valence; M2). In both serial mediation models,
the serial indirect effect is significantly different from zero.
In all three models, the two parallel indirect effects are also
significantly different from zero. The serial mediation
model that the authors proposed is firmly rooted in persua-
sion and attitude theory. Yet plausible alternative but sta-
tistically equivalent models were not considered. The
reanalysis examined two of these.

A strong case that the proposed mediation model is more
plausible than statistically equivalent models rests on logic,
theory, and prior research findings (Meehl 1967, 1990). A
strong case indicates explicitly why alternative models are
less plausible. This may be straightforward to do in case,
say, a treatment influences visual attention to various
brands on a comparison website, which is followed by a
choice for one of the brands. Then, it is more likely that at-
tention predicts subsequent choice, rather than the other
way around. However, making a strong case for the supe-
rior plausibility of the hypothesized mediation model vis-
�a-vis statistically equivalent alternatives is often more chal-
lenging. This is particularly so when all mediator and out-
come measures are collected in a single experimental
session, which is common. To illustrate, not only do peo-
ple’s appraisals of events influence their emotions, which
then influence their choices, but the emotions also activate
the appraisals, which influence choices, and the choices
themselves can impact both the appraisals and the emo-
tions (Lerner et al. 2015). Such dynamics make it hard to
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establish, at a single point in time, the causal pathways be-
tween observed appraisals, emotions, and choices. The di-
rectionality condition is even more critical in multiple
mediation models. Then, the task to build a strong case for
the superior plausibility of the hypothesized mediation
model grows with the increasing numbers of statistically
equivalent alternative models.

If a strong case for a specific causal direction between
mediator and outcome, or between mediators, cannot be
made it is good advice to refrain from statistical mediation
analysis and treat the presumed mediators and outcome as
separate, correlated outcomes of the treatment (Bullock
and Ha 2011, 517). This may be sufficiently interesting by
itself.

Longitudinal mediation analysis is a promising approach
to move closer to establishing causal direction (Cheong,
MacKinnon, and Khoo 2003; Preacher 2015). Then, the
mediator(s) and outcome(s) are measured repeatedly at dif-
ferent points in time after or while the treatment is admin-
istered. This makes it possible to examine the growth
trajectories of mediators and outcomes, and how these po-
tentially influence each other over time. There do not seem
to be published examples in the consumer behavior litera-
ture yet.

Experimental mediation analysis can establish causal di-
rection between mediator and outcome. Then, a sequence
of studies examines the influence of, respectively, the treat-
ment on the observed mediator and outcome, the manipu-
lated mediator on the outcome, and sometimes the
manipulated outcome on the mediator (Smith 1982;
Spencer, Zanna, and Fong 2005). Thus, each step in the
causal chain following the treatment is manipulated and
observed, which enables unbiased tracing of causal effects
along the chain. Experimental mediation analysis requires
valid and strong manipulation of the targeted mediator, and
results in a loss of efficiency and systematic bias when
such manipulations are unavailable (Bullock et al. 2010).
Tailored designs to implement experimental mediation
analysis have been proposed (Imai, Tingley, and
Yamamoto 2013). Lisjak et al. (2015) effectively used an
experimental mediation analysis to test the theory that
compensatory consumption activates rumination, and that
rumination in turn influences self-regulation activity.

The Reliability Condition

The reliability condition specifies that measurement er-
ror in mediator and outcome is ignorable. When the condi-
tion is not met, the indirect treatment effect is attenuated
toward zero. This attenuation bias increases the probability
of failing to identify a true nonzero indirect effect (Type II
error). Attenuation of the indirect effect also biases the
conditional direct effect, but in various possible ways.
When the true indirect (a � b) and conditional direct effect
(c0) have the same sign (complementary mediation; Zhao

et al. 2010), attenuation of the indirect effect leads to exag-
geration of the conditional direct effect. Yet, when the true
indirect and conditional direct effect have opposite signs
(competitive mediation), attenuation of the indirect effect
leads to attenuation of the conditional direct effect as well.

Cronbach’s coefficient alpha is a reliability estimate for
multi-item measures. It is considered satisfactory at .70,
good at .80, and excellent at .90. An early meta-analysis of
832 studies in marketing and psychology found average
reliabilities ranging from .70 for values and beliefs to .82
for job satisfaction, with an overall mean of .77 (Peterson
1994).

In the mediation review, reliability coefficients for
multi-item measures were on average good, with a large
range: average .84 for the mediator (range .51 to .97; aver-
age k items ¼ 2.94) and .85 for the outcome (range .53 to
.99; k items ¼ 2.28). Still, even when reliability is good,
just using the average scores of items for the mediator and
outcome can lead to noticeably biased estimates of the
indirect effect. That is, the observed correlation between
mediator and outcome is a function of the true correlation
and the reliabilities (Spearman 1904, 90):
robserved

YM ¼ rtrue
YM

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðrMMrYYÞ

p
, where rtrue

YM is the “true” corre-
lation, robserved

YM is the “observed” correlation between me-
diator and outcome when the unreliability of their
measures is not accounted for, and rMM and rYY are their
reliabilities. If the true mediator-outcome correlation is .30
and the reliability of both measures is .80, the observed
correlation is attenuated to .24. The biasing effects of mea-
surement error exacerbate and rapidly become intractable
in multiple mediation and other complex models (Cole and
Preacher 2014).

One can meet the reliability condition by improving the
reliability of construct measures, and by estimating a struc-
tural equation model (SEM) to account for the remaining
measurement error (Bagozzi 1977; Cole and Preacher
2014; Iacobucci, Saldanhi, and Deng 2007; VanderWeele,
Valeri, and Ogburn 2012). Single-item measures of the me-
diator (43%), the outcome (64%), or both (34%) are com-
mon in consumer research, as the mediation review
indicates. Single-item measures typically have lower reli-
ability than multi-item measures. Importantly, structural
equation modeling can also account for measurement error
when mediator and/or outcome are measured with single
items, if estimates of their reliability are available from
previous studies, meta-analyses, or other sources
(Anderson and Gerbing 1988; Westfall and Yarkoni 2016).
For example, if a single-item measure of, say, the mediator
has been part of a multi-item measure with known reliabil-
ity, its reliability can be estimated by the Spearman-Brown
prophecy formula r single

MM ¼ rMM

rMMþk 1�rMMð Þ, with r single
MM the es-

timated single-item reliability, rMM the known multi-item
reliability, and k the number of items in the multi-item
measure, assuming all items are equally good. Using the
results from the mediation review illustrates the approach.
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The average multi-item reliability was .84 for the mediator
(average k ¼ 4.00 items, across 68 analyses reporting reli-
ability of multi-item measures) and .86 for the outcome
(average k ¼ 4.88 items, across 42 analyses reporting reli-
ability of multi-item measures). Estimated average single-
item reliabilities in the mediation review are then, respec-
tively, .57 for the mediator and .56 for the outcome (overall
average .56). If no other information is available, these val-
ues might be useful as rough estimates of single-item reli-
ability of mediator and outcomes measures. Other
approaches to estimating single-item reliability are avail-
able (Bergkvist 2015; Wanous and Hudy 2001). Some
analyses in the mediation review used a SEM program to
estimate a traditional mediation model. None estimated a
structural equation model to account for measurement
error.

Kim and McGill (2011, study 2) reported a moderated
mediation analysis, measured the mediator and outcome
with multiple items, and provided the raw data for reanaly-
sis here. Details are in appendix B. The authors examined
the effect of the interaction between perceived power (X1:
high or low) and anthropomorphism (X2: low or high) on
control perceptions (M; four items, alpha .69) and via those
on risk perceptions about contracting skin cancer (Y; three
items, alpha .91). The reanalysis compared a traditional
model, with average scores and without control for mea-
surement error, with a model that accounts for measure-
ment error using SEM. Both analyses find evidence for the
hypothesized moderated mediation effect (a3 � b). Yet,
when a structural equation model was used the indirect ef-
fect was larger (–.20 vs. –.11) and the conditional direct ef-
fect was smaller (–.13 vs. –.17). Also 60% of the total
effect was then mediated, as compared to 38% in the tradi-
tional model. One might thus argue that the traditional
model is conservative and that accounting for measurement
error will only result in larger indirect effects. However,
the traditional model also overestimated the conditional di-
rect effect. Moreover, obtaining unbiased estimates of indi-
rect and direct effects may be more meaningful for theory
and practice than establishing that estimates pass a statisti-
cal significance criterion (Gelman and Carlin 2014). A
later section on reporting of effect sizes returns to this.

It is good practice to strive for high reliability of the me-
diator and outcome measures, and to account for the
remaining unreliability by using a structural equation
model (table 2).

The Unconfoundedness Condition

The unconfoundedness condition specifies that variables
that are omitted from the mediation model have ignorable
effects on the association between mediator and outcome.
Not meeting this condition leads to omitted variable bias
(Imai, Keele, and Yamamoto 2010; Judd and Kenny 1981;
VanderWeele et al. 2012). Its implications depend on

whether the omitted variables are pre-treatment or post-
treatment, and on their correlations with the included
variables.

Pre-treatment omitted variables are not influenced by
the treatment themselves, and due to random assignment
do not differ between conditions, but they influence both
the mediator and outcome (Bullock et al. 2010). For in-
stance, age (U) may influence participants’ desire for con-
sistency (M1) and brand loyalty (Y), independent of a
treatment (X) to stimulate the latter via the former. When
such variables are omitted from the mediation model, the
indirect effect of the treatment is biased, and because bias
propagates, the conditional direct effect is biased as well,
and in the opposite direction. Specifically, the indirect ef-
fect (a � b) derived from the correlations between varia-
bles (Mauro 1990), with U denoting the omitted variable
is: a � b ¼ rMX

rYM�rYXrMX�rMUrYU

1�r2
MX�r2

MU

. Omitted variable bias can

exaggerate and attenuate the estimated indirect treatment
effect. To illustrate this, let a treatment (X) have a correla-
tion of .50 with the mediator (M), a correlation of .25 with
the outcome (Y), and let mediator and outcome be corre-
lated .50. In scenario 1, omitted variable U has an actual
correlation of .50 with both mediator (M) and outcome
(Y). Yet, because U is left out of the model, both correla-
tions are assumed to be zero. Then, the estimated indirect
effect is .25 (a � b ¼ .50 � .50), while the actual indirect
effect is only .125 (a � b ¼ .50 � .25). Omitted variable
bias then exaggerates the indirect effect by a factor of 2.
Moreover, because bias propagates, the conditional direct
effect is then falsely estimated to be zero (c ¼ .25, and a �
b ¼ .25), although it is actually 50% of the total treatment
effect (a � bþ c0 ¼ .125 þ .125). In scenario 2, the omit-
ted variable U has an actual correlation of .50 with the me-
diator (M) and of .10 with the outcome (Y), which are not
accounted for. Omitted variable bias then attenuates the in-
direct effect by 23% from the actual .325 (.50 � .625) to
the estimated .25 (a � b ¼ .50 � .50). Such exaggeration
and attenuation of indirect and conditional direct effects
also increase the probability of Type I and Type II errors.

Post-treatment omitted variables are influenced by the
treatment, and correlated with the outcome, and thus are
omitted mediators (Bullock and Ha 2011; Imai et al. 2010;
Shrout and Bolger 2002). For instance, a treatment (X) to
encourage brand loyalty (Y) via desire for consistency
(M1; included) may also stimulate satisfaction with the
current brand (M2; omitted), which can impact brand loy-
alty as well. Bias from omitted mediators might be large
but is hard to predict, because it depends on the signs and
sizes of the correlations between the treatment, the in-
cluded and omitted mediators, and the outcome (Mauro
1990, 316, equation 2).

Confounding from omitted variables can be due to meth-
odological similarities, such as when mediator and out-
come are both measured with self-reports with similar item
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formats or response scales (number of responses, labels,
fonts, and colors) or measured in close spatial or temporal
proximity. This results in “common method bias.” For ex-
ample, the correlation between two items was over two
times larger when the items were measured consecutively
rather than separated by six other items (reported in
Podsakoff, MacKenzie, and Podsakoff 2012).

Confounding from omitted variables can also be due to
substantive similarities between mediator and outcome.
Conceptually related mediators and outcomes are more
likely to share the same omitted causes. For instance, atti-
tudes toward the ad and toward the advertised brand are
probably associated with similar personality traits and cur-
rent moods. More generally, the “crud factor” is likely to
confound the mediator-outcome correlation, because in so-
cial science “everything correlates to some extent with
everything” (Meehl 1990, 204). Such correlations arise be-
cause any measured psychological state or trait is some
function of other states and traits. As a consequence, it is
unlikely that correlations between measured variables,
such as mediators and outcomes, are exactly zero (Lykken
1991). In the mediation review, only two analyses, both in
Valsesia, Nunes, and Ordanini (2016), considered the pos-
sibility of omitted variable bias.

The unconfoundedness condition is in the limit untesta-
ble, because one can never be completely certain that the
mediator-outcome correlation is unconfounded by omitted
variables. But there are various prevention and coping
strategies.

First, one can reduce omitted variable bias by measuring
the mediator and outcome with different instruments, item
types, or response scales, and by increasing the space and
time interval between measurement of mediator and out-
come (Podsakoff et al. 2012). For example, Kim and
McGill (2011) and Kupor and Tormala (2015) used a vari-
ety of measures and response scales for the mediators and
outcomes, which should reduce common method bias.
Statistical procedures to correct for remaining bias are
available (Bagozzi 2011; Richardson, Simmering, and
Sturman 2009).

Second, adding potential confounders to the mediation
model, based on the theory of their potential influence on
the mediator and outcome independent of the treatment,
can make the unconfoundedness condition more plausible
(Fiedler, Schott, and Meiser 2011; Pearl 2009; Westfall
and Yarkoni 2016). For instance, the reanalysis of Kim and
McGill (2011) tested but found no evidence for potential
confounding due to participants’ gender and age
(appendix B).

Third, sensitivity analyses can establish at which level
of omitted variable bias the indirect effect would become
indistinguishable from zero (Mauro 1990). Causal infer-
ences are more plausible when the indirect treatment effect
remains statistically significant even if mediator-outcome
correlations due to potential omitted variables would be

large. According to Imai, Keele, and Tingley (2010, 315):
“a mediation analysis is not complete without a sensitivity
analysis.” Routines for such analyses are available (Hicks
and Tingley 2011; Muthén et al. 2016). The reanalysis of
Kim and McGill (2011) here included a sensitivity analy-
sis. It showed that if omitted variables account for a
mediator-outcome correlation of –.13 from the original
correlation of –.38 (remaining correlation –.25), the indi-
rect treatment effect would cease to be statistically signifi-
cant. Although there are no guidelines yet, the obtained
indirect effect in the original study appears rather sensitive
to omitted variable bias.

Fourth, experimental mediation analysis with random
assignment to manipulated mediators can ensure uncon-
foundedness of the path from mediator to outcome; see
also the directionality condition. Other techniques to meet-
ing the unconfoundedness condition, such as instrumental
variable (IV) estimation and related techniques (Preacher
2015; Zhang et al. 2009), do not seem to have been applied
yet in consumer research.

The first three conditions aim to obtain unbiased esti-
mates of the indirect treatment effect, by preventing endo-
geneity bias (Bullock and Ha 2011; Zhang et al. 2009).
Then, the most plausible direction of influence is from me-
diator to outcome (directionality condition), and bias due
to errors in variables (reliability condition) and to omitted
variables (unconfoundedness condition) are ignorable. The
next three conditions aim to obtain meaningfully sized esti-
mates of indirect treatment effect.

The Distinctiveness Condition

The distinctiveness condition specifies that mediator and
outcome are distinct constructs. When measures of two
constructs are empirically distinct, they express discrimi-
nant validity. Without discriminant validity, mediator and
outcome are not empirically distinguishable, even though
they might be conceptually. Then, the mediator and out-
come measures are more properly treated as substitute
measures of a single outcome. In view of its importance, it
is surprising how rarely discriminant validity is treated in
the mediation literature, as noted by Zhao et al. (2010), and
in causal inference more generally (Shook et al. 2004).

There are several criteria for discriminant validity
(Voorhees et al. 2016). A lenient criterion is that the “true”
correlation between mediator and outcome—that is, after
correction for measurement error—is less than one (Fornell
and Larcker 1981) (rtrue

MY < 1). This criterion is met when a
measurement model that fixes the true correlation between
mediator and outcome to be one fits worse than a model
that estimates the correlation freely. A strict criterion is
that the true variance in the measures of, respectively, me-
diator and outcome is larger than the true variance that me-
diator and outcome share (Fornell and Larcker 1981)
(rMM; rYY > rtrue

MY
2). This criterion is met when the
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reliability of the measures of mediator and outcome is
larger than their squared true correlation. The average vari-
ance extracted (AVE) by mediator and outcome is a reli-
ability estimate for multi-item measures of mediator and
outcome.

The probability of establishing discriminant validity is
higher when reliabilities of the mediator and outcome
measures are higher, when true correlations between them
are smaller, and when sample sizes are larger. All analyses
in the mediation review reported the sample size. But only
42% of all cases reported reliability estimates for the medi-
ator measures, and only 27% did for the outcome meas-
ures. Merely 34% reported some estimate of the b-path
between mediator and outcome. Together this makes it
hard to judge overall discriminant validity between media-
tor and outcome measures in the mediation review. Three
of the 166 cases did provide evidence of discriminant va-
lidity. As an example of such good practice, Valsesia et al.
(2016, study 4, n ¼ 280) first established discriminant va-
lidity. They found that the average variance extracted by
mediator (perceived creative authenticity of a new product:
.58) and by outcome (product evaluation: .63) were higher
than their shared variance (.39). Then the authors tested
and found support for the hypothesis that the interaction
between creative control (low-high) and investor trustwor-
thiness (low-high) influenced the outcome via the
mediator.

Developing and testing theories with precise definitions
of mediator and outcome, and large conceptual leaps be-
tween them, increases the probability that their measures
express discriminant validity (Podsakoff, MacKenzie, and
Podsakoff 2016). Measuring constructs with high reliabil-
ity, using large sample sizes, does so as well. Meaningful
mediation analysis rests on discriminant validity between
mediator and outcome. Recommendations are in table 2.
The following sections return to the issue.

The Power Condition

The power condition specifies that there is sufficient sta-
tistical power to identify the true relationships between
treatment, mediator, and outcome, and their differences.
Not meeting the power condition can have various biasing
effects, including that indirect or conditional direct treat-
ment effects are deemed not different from zero although
they are (Type II error).

Statistical power is the probability of identifying a true
non-null effect, with 80% as a common benchmark (Cohen
1962; Sawyer and Ball 1981). Then, in 80% of an infinitely
large sequence of rerunning a study on independent ran-
dom samples from the population, the null hypothesis is
correctly rejected at the chosen significance level, usually
5%. The statistical power of hypothesis testing in behav-
ioral and health sciences is often low (Ioannides 2005;
Maxwell 2004; Sedlmeier and Gigerenzer 1989). To

illustrate, Button et al. (2013) found a median power of

21% across 730 neuroscience studies. Likewise, Cashen

and Geiger (2004, 160) found that only four out of 53

articles they examined in management had sufficient statis-

tical power to draw valid conclusions about their null-

hypothesis tests. Statistically significant effects obtained in

underpowered studies might be false positives due to ran-

dom fluctuations or to exercising one’s researcher degrees

of freedom (Simmons, Nelson, and Simonsohn 2011).
Larger effect sizes and larger sample sizes, at the chosen

significance level, increase the statistical power of finding

true non-null effects. The commonly small-to-moderate ef-

fect and sample sizes in psychology and marketing contrib-

ute to low statistical power.
Correlations of .10, .30, and .50 are deemed small, mod-

erate, and large effect sizes, respectively (Sawyer and Ball

1981). A meta-analysis of 322 earlier meta-analyses in so-

cial psychology found an average correlation of .21

(Richard, Bond, and Stokes-Zoota 2003). A replication ex-

ercise of 100 studies published in psychology (Open

Science Collaboration 2015) found an average correlation

of .20. A meta-analysis of effect sizes in 94 meta-analyses

in marketing found an average correlation of .27 (Eisend

and Tarrahi 2014).
A review of psychology journals reported a 30-year sta-

ble average sample size of around 100 (Marszalek et al.

2011). The average sample size across 177 mediation anal-

yses in psychology and marketing journals between 2011

and early 2014 was 151 (Pieters 2017). At n ¼ 183, the av-

erage sample size in the mediation review here is higher.

This is partly due to the increased use of MTurk samples

(73 cases: n ¼ 215, SD¼ 148) rather than other, mostly

student, samples (93 cases: n ¼ 158, SD¼ 93; difference

test p ¼ .003).
None of the analyses in the mediation review reported

the statistical power of testing the hypothesized indirect

treatment effect, or reported the sample size estimation

procedure. Despite this, a high 99% of all 166 analyses

reported having obtained evidence for the hypothesized in-

direct effect. Statistical power concerns the probability of

finding a statistically significant indirect treatment effect,

conditional on the mediator and outcome measures

expressing discriminant validity. The reanalysis of Kim

and McGill (2011) indicates that a sample size of about

500 is needed for the mediator to pass the strict discrimi-

nant validity criterion at 80% power, which is about six

times larger than used. At that sample size, the conditional

direct effect of the interaction variable on the outcome

would also be significant at 80% power. The reanalysis of

Kupor and Tormala (2015) indicates that the hypothesized

serial mediation effect requires a sample size of about 450

to be significant at 80% power, which is about twice as

large as used. Statistical power is a particularly important

condition in mediation analysis, because it differs
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markedly between the indirect, the conditional direct, and
the total effect.

Power Advantage of the Indirect Effect. Using Monte
Carlo simulations, Kenny and Judd (2014) found that tests
of the indirect effect (a � b) tend to have more power than
tests of the total (c) and conditional direct effect (c0). This
power advantage increases the probability that at a particu-
lar sample size the indirect effect is statistically significant,
but the conditional direct and total effect are not. This may
upward bias conclusions about the importance of the indi-
rect effect, and prevent search for other or better mediators.
To illustrate, when the indirect and total effect were both
.09 (a ¼ b ¼ .30; c ¼ .09), the required sample size for
80% power was 114 for the indirect effect and 966 for the
total effect. Likewise, when the sample size was sufficient
to identify a significant indirect effect of .09 at 80% power,
the power of the same-sized conditional direct effect of .09
was five times smaller at 16%. The power advantage of the
indirect effect comes from splitting up the total effect in
several steps, each with a larger effect and power than the
total. The advantage is larger when the correlation between
mediator and outcome is large (Kenny and Judd 2014;
Pieters 2017). It increases in serial mediation models, in
particular when the total treatment effect is small
(O’Rourke and MacKinnon 2015, table 9).

It is good practice to use prospective power analysis
when estimating the required sample size for the next me-
diation study, and to consider the hypothesized indirect
and direct effects, as well as discriminant validity, in such
an analysis. Retrospective power analysis after data collec-
tion helps to assess the potential meaningfulness of the
obtained effects. Retrospective power analysis “often
seems to be used as an alibi to explain away nonsignificant
findings” (Gelman and Carlin 2014, 2). More productively
it can be used to establish the power of studies with statisti-
cally significant findings, for meta-analyses (Button et al.
2013) or reanalyses of specific studies, as done here.
Various resources for such analyses are available (Fritz
and MacKinnon 2007; Gelman and Carlin 2014; Muthén
et al. 2016). It remains good advice that “investigators use
larger samples than they customarily do” (Cohen 1962,
153), certainly for mediation analysis. The section on
Sweetspot analysis returns to this.

The Mediation Condition

The mediation condition is the final condition. It speci-
fies that the treatment effect on the outcome is transmitted
via one or more mediators. It is plausible that the mediation
condition is met when the first five conditions are met, and
the hypothesized indirect treatment effect is statistically

FIGURE 3

THE SWEETSPOT: REGION OF STATISTICALLY MEANINGFUL MEDIATOR-OUTCOME CORRELATIONS

•
a

•
b

.1
.2

.3
.4

.5
.6

.7
.8

S
iz

e 
of

 o
bs

er
ve

d 
co

rr
el

at
io

n

50 100 150 200 250 300 400 500 1000

Sample size

upper limit at:
reliability .50

.60

.70

.80

.90

lower limit:

Lenient criterion

•
a

•
b

.1
.2

.3
.4

.5
.6

.7
.8

S
iz

e 
of

 o
bs

er
ve

d 
co

rr
el

at
io

n

50 100 150 200 250 300 400 500 1000

Sample size

upper limit at:
reliability .50

.60

.70

.80

.90

lower limit:

Strict criterion

NOTE.—Horizontal axis is sample size, on a log-scale. Vertical axis is observed mediator-outcome correlation, when not accounting for measurement error. Lower

curve is minimum correlation significantly different from zero (p < .05) at 80% power. Upper curves are maximum observed correlations meeting the respective dis-

criminant validity criterion, for a specific reliability. Lenient criterion (left plot) is met when the mediator-outcome correlation is less than one. Strict criterion (right

plot) is met when smallest reliability of mediator and outcome is larger than squared true mediator-outcome correlation. Reliability for lenient criterion is geometric

mean of the two reliabilities (
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðrMM rYY Þ

p
). Reliability for strict criterion is size of the smallest reliability. The Sweetspot for reliabilities of .70 starts to the right of the ver-

tical line. Bullet (a) is correlation .38, sample size 84. Bullet (b) is correlation .50, sample size 200.
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significant. The flowchart in figure 2 illustrates this. Most

cases in the mediation review emphasized the last part of

the mediation condition only, that the indirect effect be sta-

tistically significant.
Meeting the first five conditions contributes to the

validity of the inferred mediation effect. The first three

conditions—directionality, reliability, and unconfounded-

ness—contribute to nomological validity. They increase

the probability that the true direction, size, sign, and signif-

icance of the link between mediator and outcome are iden-

tified, and thereby the true indirect and conditional direct

effects. The fourth condition, distinctiveness, provides evi-

dence for discriminant validity, which relies on the reliabil-

ity and unconfoundedness conditions. The fifth condition,

statistical power, adds statistical conclusion validity.

THE SWEETSPOT

Inferences about indirect treatment effects rely on the

size of the mediator-outcome correlation. The correlation

needs to be large enough to be significantly different from

zero, at 80% power, as a lower limit. The correlation needs

to be small enough to express discriminant validity at 80%

power, as an upper limit. The “Sweetspot” is the region of

statistically meaningful correlations between these lower

and upper limits. Correlations outside the region provide

insufficient statistical evidence for meaningful mediation.
Conditions 2–5 jointly define the Sweetspot. It requires

a non-null mediation effect (condition 6), and discriminant

validity of the measures of mediator and outcome (condi-

tion 4), and both of these at sufficient statistical power

(condition 5). Discriminant validity relies on the reliability

of measures of mediator and outcome (condition 2).

Finally, the mediator-outcome correlation should be unbi-

ased by omitted variables (condition 3).
I propose Sweetspot analysis, to follow up on Zhao

et al.’s (2010) call for more attention to discriminant valid-

ity in mediation analysis, and Edwards and Berry’s (2010)

recommendation in management to examine permissible

ranges of correlations between constructs. Simulations

were used to explore the size of the Sweetspot under vari-

ous scenarios. The simulations systematically varied the

“true” correlation between mediator and outcome, the reli-

ability of their measures to assess discriminant validity,

and the sample size. True mediator-outcome correlation

was varied in steps of .01 from .10 to .95. Average reliabil-

ity of the mediator and outcome measures was varied in

five levels (.50, .60, .70, .80, and .90) assuming a single- or

multiple-item measure with known reliability. Sample size

was varied in nine levels (50, 100, 150, 200, 250, 300, 400,

500, and 1,000). The resulting 3,870 scenarios were each

estimated with 1,000 replications, using the Mplus program

(Muthén and Muthén 2015) and MplusAutomation

(Hallquist 2016). Statistical power was deemed sufficient

when 80% out of the 1,000 estimates of a parameter were
significant at p ¼ .05. The analysis assumes that the uncon-
foundedness condition is met.

Figure 3 summarizes the results for the “observed”
mediator-outcome correlations, because all cases in the
mediation review relied on these. Such correlations are not
corrected for measurement error. They result from correlat-
ing the raw score of single-item or the average of multi-
item measures of the mediator and outcome. Figure 3 helps
to gauge whether an observed correlation between media-
tor and outcome is likely to express discriminant validity,
for a particular sample size and measurement reliability.
The horizontal axis in the plots represents the sample size
of a study. The vertical axis represents the size of the ob-
served correlation between mediator and outcome.

The curves at the top of figure 3 indicate the upper limit
for each of the reliability levels, at 80% statistical power.
The curve at the bottom indicates the lower limit of the ob-
served correlation. The Sweetspot starts to the right of the
point where the upper and lower limits cross, and becomes
wider when sample sizes increase. A wider Sweetspot indi-
cates a larger region in which an observed mediator-
outcome correlation is likely to be statistically meaningful.
Observed correlations inside the Sweetspot for the strict
criterion (right plot) are most likely to be meaningful.
Correlations outside the Sweetspot for the lenient criterion
(left plot) are least likely to be meaningful. The vertical
line in the plot indicates the starting point of the Sweetspot
for a reliability of .70, as a reference. Correlations to the
left of this starting point are statistically not meaningful:
they are too small to be different from zero, and too large
for discriminant validity of mediator and outcome. Bullet
points (a) and (b) in the plots are introduced later.

Before inspecting the Sweetspot, one might suppose that
only very large correlations, say around .90 and larger, fail
the discriminant validity criteria. Actually, remarkably
small mediator-outcome correlations already fall outside
the Sweetspot, in particular for modest sample sizes and
reliabilities. To illustrate, at a sample size of 100 or less
and with reliabilities of .70 or less, there is essentially no
Sweetspot for the strict criterion. At this sample size, a cor-
relation cannot be simultaneously significantly different
from zero and meet the strict criterion for discriminant va-
lidity, at 80% power. And only correlations between .27
and .38 (see left plot in figure 3) are inside the narrow
Sweetspot for the lenient criterion.

At a sample size of 200, which is larger than 66% of the
samples in the mediation review (average n ¼ 183), and re-
liability of .80 for mediator and outcome, observed correla-
tions larger than .56 and .40 already fail, respectively, the
lenient and strict criterion. The maximum statistically
meaningful correlation drops further when reliabilities are
lower. This is pertinent given the large proportion of cases
in the mediation review that relied on single-item meas-
ures, with average estimated reliabilities of around .56.
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Even at reliabilities of .70, mediator-outcome correlations
of .50 with a sample size of 200 are outside the Sweetspot
for both discriminant validity criteria. Bullet point (b) indi-
cates this. Moving a bullet point horizontally to the right in
the plots until it falls inside the Sweetspot for a particular
reliability level indicates the required sample size to sup-
port discriminant validity. For an observed correlation of
.50 with reliabilities of .80, a sample size of about 150 suf-
fices to meet the lenient criterion, but a sample size of over
500 is required to meet the strict criterion, at 80% power.

The observed mediator-outcome correlation in Kim and
McGill (2011) was –.38, with an average reliability of .79,
and sample size of 84. Bullet point (a) in figure 3 repre-
sents this. It is just inside the narrow Sweetspot for the le-
nient but not for the strict criterion. With a sample size of
223 and reliabilities of over .83, the mediator-outcome cor-
relations in Kupor and Tormala (2015) were mostly inside
the Sweetspot for both criteria.

The Sweetspot analysis here is the first to explore the re-
gion of statistically meaningful mediator-outcome correla-
tions, using common criteria for reliability, discriminant
validity, statistical significance, and power. It is not
intended as an automatic tool to make pass-fail decisions
based on fixed cutoffs for the meaningfulness of observed
mediator-outcome correlations. It provides regions of

meaningful correlations to plan for and to assess, under

various reasonable scenarios. Figure 3 illustrates its appli-

cation. Future work can explore other discriminant validity

and reliability measures and statistical criteria, nonlinear

mediation relationships, discrete and count mediators and

outcomes, and within-subjects data.
Prospectively, Sweetspot analysis can help to estimate

the required sample sizes and reliabilities for meaningful

regions of correlations in future studies, building on infor-

mation from past studies. Retrospectively, Sweetspot anal-

ysis can help to assess the meaningfulness of observed

correlations in past mediation studies for meta-analysis and

literature review. The summary of simulations here pro-

vides a start. Table 2 has recommendations.

MEANINGFUL COMMUNICATION OF

MEDIATION

Comprehensive communication of mediation analysis

results contributes to insight into the causal process of key

interest, and to knowledge accumulation across analyses

and studies. Four components of such communication are

examined (table 3).

TABLE 3

MEANINGFUL COMMUNICATION OF MEDIATION ANALYSIS

Component Description Recommendation

1. Effect
Decomposition

Mediation analysis decom-
poses the total treatment ef-
fect into indirect and
conditional direct effects.

Report point estimates and their uncertainty (standard error, 95% CI, and/or
p-value) for all paths, for the indirect, conditional direct, and total treat-
ment effect, preferably in one or a few tables and/or in boxes-and-arrows
format.

2. Effect
Size

Standardized effect sizes indi-
cate meaningfulness of
effects, and facilitate within-
and between-study
comparisons.

a. Report standardized effect sizes (e.g., by standardizing all variables
except X).

b. Report unstandardized effect sizes if mediator and outcome measures
are on nonarbitrary, meaningful response scales.

c. Consider reporting the percentage mediated.
d. Declare what is being reported (standardized, unstandardized, both).

3. Difference
Testing

Tests of differences between
hypothesized effects sup-
port accurate inferences
about the differences.

For basic mediation:
If a difference between indirect and conditional direct effect is hypothesized,
report a test of it.
For multiple mediation:
If differences between indirect effects are hypothesized, report tests of
these.
For moderated mediation:
Report tests of the hypothesized moderated mediation effect and/or report
tests of differences between indirect effects for levels of the moderator.

4. Data
Sharing

Raw and summary statistics
data enable secondary and
meta-analysis, and knowl-
edge accumulation more
generally.

a. Report summary statistics data (SSD) in the manuscript: sample size,
means, SD, correlations, reliabilities of multi-item measures, and coding
of all variables.

b. Provide access to the raw data.
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Effect Decomposition

Mediation analysis decomposes the total treatment effect

in conditional direct and indirect effects. It is thus informa-

tive to report estimates of all indirect and conditional direct

treatment effects and separate paths, rather than of the indi-

rect effect only. Doing so makes it possible to compare the

indirect to the total and direct effects, and to gauge how

much of the total effect is transferred by the mediator. That

also indicates whether the mediator is empirically closer to

the treatment, to the outcome, or midway between these

(Shrout and Bolger 2002), and it is needed to establish dis-

criminant validity. Furthermore, it helps to assess the accu-

racy of the analysis and reporting (Petrocelli et al. 2013).
Information about the uncertainty around point estimates

of the effects and specific paths adds further insight.

Uncertainty is reflected in standard errors, confidence

intervals, and p-values. Because p-values are continuous

measures of fit between data and model, with 0 as com-

plete misfit and 1 as complete fit, reporting exact p-values

is more informative than reporting stars and 5% or other

cutoffs (Greenland et al. 2016). It is good practice to pro-

vide point estimates of all effects and paths, and the uncer-

tainty around these.
In the mediation review, 94% of the cases reported the

95% confidence interval of the indirect effect. However,

only 60% also reported a point estimate of the indirect ef-

fect. Merely 37% reported the conditional direct effect, and

25% reported the indirect effect and conditional direct ef-

fect. Estimates of the b-path were reported in only 34% of

the cases. Such reporting practices make it hard to gain in-

sight into the causal processes of interest.
It is good practice to report all model estimates. And pre-

senting these in a few tables or in a boxes-and-arrows dia-

gram, rather than dispersed in the text, facilitates their

interpretation and comparison. Schrift and Amar (2015) illus-

trate such good practice in reporting on a multiple mediation

analysis. Soster, Gershoff, and Bearden (2014) do so on a

moderated mediation analysis. See also tables A1.2 and A2.2

in the appendixes. Table 3 provides recommendations.

Effect Size

Both standardized and unstandardized coefficients of the

various effects and paths in a mediation analysis are infor-

mative. Standardized coefficients facilitate comparisons of

direct and indirect effects, and specific paths within and

between analyses (MacKinnon 2008; Preacher and Kelley

2011). This is useful for later meta-analyses and for sample

size estimation during the design of new studies, and it

contributes to theoretical precision (Edwards and Berry

2010; Meehl 1967). Although not without their issues,

standardized coefficients are “often the most useful coeffi-

cient for answering questions about the influence of one

variable on another, with or without other variables in the

equation” (Cohen et al. 2002, 157). It is useful to report the
partially standardized effects sizes in mediation analysis.
One way to obtain these is by standardizing the measures
of mediator(s) and outcome, and then interpreting the
unstandardized coefficients from the analysis (Gelman
2008; Kim and Ferree 1981; Muthén et al. 2016). When
the treatment (X) is binary and dummy-coded (1,0), the in-
direct treatment effect can be interpreted as the mediated
change in standard deviation units of the outcome. This
can be compared between analyses and studies
(MacKinnon 2008; Mio�cevi�c et al. 2017).

Unstandardized coefficients on raw data retain the origi-
nal scaling of measures, which can be useful. To illustrate,
in research on the influence that limited time budgets have
on the efficiency of shopping as mediated by planning
practices, it is informative to retain the original scaling of
mediator and outcome in minutes and time spent planning
and shopping (Fernbach, Kan, and Lynch 2015). Such
meaningful, nonarbitrary metrics are rare in consumer re-
search. Constructs like values, perceptions, desires, atti-
tudes, and intentions are typically measured on arbitrary
scales (Blanton and Jaccard 2006). Semantic differential or
Likert items to assess such constructs can be on five-,
seven-, or nine-point response scales, and the meaning of
scores depends on the scales and their coding. Even when
scales are meaningful, such as response time in millisec-
onds, these may become arbitrary when applied to measure
something else, such as social preferences or normative
conflict. Interpretational difficulty increases when media-
tor and outcome are measured on different arbitrary scales.
For example, in Kim and McGill (2011, study 2) mediator
and outcome were measured on, respectively, seven-point
and nine-point scales. In Kupor and Tormala (2015, study
3), the first mediator was measured on nine-point scales,
the second (thought favorability) was measured on a scale
from –1 toþ 1, and the outcome was standardized. The
choice of metrics stems from various theoretical, methodo-
logical, and practical considerations beyond the current
scope. Yet leaving arbitrary and varying metrics of media-
tors and outcomes in their raw form hinders interpretation,
comparison, and accumulation of effect sizes.

There are other effect size measures in mediation analy-
sis, none without its issues (Preacher and Kelly 2011). The
percentage or proportion mediated (PM) is a simple mea-
sure of the extent to which the mediator transfers the total
treatment effect: (100 � ab) / (abþ c0) (MacKinnon 2008;
Shrout and Bolger 2002). It is also known as the “ratio of
the indirect to the total effect.” The percentage mediated
provides graded conclusions about the extent of mediation.
It prevents dichotomous and potentially ill-founded conclu-
sions that mediation is “full,” “complete,” “indirect-only,”
or not. To illustrate, five articles in the mediation review
(six analyses) concluded that mediation was full, complete,
or indirect-only, and had information to calculate the per-
centage mediated. The percentage mediated in these cases
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was on average 48% (range 27 to 96), which is less than
half-full. The percentage mediated also comes with limita-
tions (Mio�cevi�c et al. 2017). First, it is a relative measure,
and can refer to a very small mediated effect if the total
treatment effect is small. Second, it requires fairly large
sample sizes for stable estimates (500 and up). Third, it can
be negative or larger than one in case of competitive medi-
ation, when the conditional direct effect and the indirect ef-
fect, and/or several indirect effects have different signs.
Using the absolute values of the effects (ab and c0) in such
cases, and declaring this, might alleviate some of the con-
cerns. Keeping these caveats in mind, reporting the per-
centage mediated together with the total treatment effect is
often informative. In Kim and McGill (2011), using SEM,
the total effect of the hypothesized interaction on perceived
risk was –.33, and 60% of it was mediated by perceived
control. In Kupor and Tormala (2015), the total effect of
the interruption on behavioral intentions was .43, and 5%
of it was due to the hypothesized serial mediation process.

Few cases in the mediation review reported estimates of
all effects and paths. Cases that reported point estimates
typically did not report whether these were standardized or
unstandardized, and provided little information to calculate
standardized estimates. Only a single analysis reported the
percentage mediated, and it did not report other informa-
tion. Other overall indirect effect sizes were not reported.
The reanalyses of Kim and McGill (2011) and Kupor and
Tormala (2011) report partially standardized coefficients,
and the percentage mediated. It is good practice to report
(partially or fully) standardized coefficients and overall ef-
fect sizes, to add unstandardized coefficients when media-
tor and outcome measures are on meaningful scales, and to
declare what is being reported; see table 3.

Difference Testing

In addition to knowing whether various indirect and con-
ditional direct effects each differ from zero, it can be theo-
retically or managerially relevant to know whether effects
differ from each other. In multiple mediation analysis, the-
ory might suggest the hypothesis that indirect treatment
effects transferred via various mediators differ from each
other. In moderated mediation analysis, the hypothesis is
that the indirect effects of groups defined by the moderator
differ from each other. In mediation analysis, more gener-
ally, theory might suggest that the indirect effect captures
more of the total treatment effect than the conditional indi-
rect effect does.

Such hypotheses about differences between effects can
be tested. Yet, rather than using explicit difference tests,
there is a tendency to conclude that two effects differ sig-
nificantly from each other, when one effect is significant
(p < .05) and the other is not (p > .05). Recall the tendency
to conclude that mediation is complete, full, or indirect-
only if the indirect effect is significantly differently from

zero and the conditional direct effect is not. Such conclu-
sions might not be justified, because “the difference be-
tween significant and insignificant is not itself necessarily
significant” (Nieuwenhuis, Forstmann, and Wagenmakers
2011, 1107). Consider, for example (from Gelman and
Stern 2006), the following two estimates and standard
errors of .25 6 .10 and .10 6 .10. The first estimate is sig-
nificant at 1% (z¼ 2.5, p ¼ .01), while the second estimate
is not (z¼ 1.0, p ¼ .32). However, the difference between
the two estimates is not statistically significant: z¼ 1.07,
p ¼ .28. Therefore, “one should look at the statistical sig-
nificance of the difference rather than the difference be-
tween their significance levels” (Gelman and Stern 2006,
329). Despite this, about half of 157 articles published in
neuroscience claimed evidence for an interaction effect
without reporting an explicit test for it (Nieuwenhuis et al.
2011).

Without evidence from an explicit difference test, con-
clusions about significant differences might still be justi-
fied when the available 95% confidence intervals are
correctly interpreted. Yet a common slip lurks here. When
two 95% confidence intervals do not overlap each other,
their difference is significant at the 5% level. However,
when two 95% confidence intervals do overlap each other,
their difference may still be significant at the 5% level,
which is commonly missed (Belia et al. 2005). Non-
overlap of confidence intervals is thus a conservative
difference test (Schenker and Gentleman 2001).
Explicit difference tests avoid the ambiguities in compar-
ing confidence intervals. To prevent statistical testing rit-
uals, such difference tests require hypotheses derived from
theory.

Still, the analyses in the mediation review typically did
not test differences between indirect effects in multiple me-
diation, and between the indirect effect(s) and the condi-
tional direct effect. Also 38% (31 of 82) of the relevant
analyses did not directly test for moderated mediation, de-
spite it being the central hypothesis. Then, support for
moderated mediation was reported when the confidence in-
terval of one group or condition did not overlap zero while
the other did. In 14 of these cases, the two confidence
intervals did not overlap each other, indicating a significant
difference. However, in the remaining 17 cases, the aver-
age proportion overlap of the confidence intervals was a
sizeable 20%. Table 3 summarizes the recommendations.

Data Sharing

Sharing data from mediation analyses is a form of com-
munication. It enables replication of findings, new analyses
by others, quantitative literature reviews, and meta-
analyses. It may promote a culture of openness and ac-
countability, inspire knowledge synthesis, and encourage
generalizability testing. Data can be shared in raw or sum-
mary form.
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Authors who submit to the Journal of Consumer
Research commit to making the raw data and material
available upon request. Among the 86 articles in the medi-
ation review, two author teams already did so upfront.
Smith, Newman, and Dhar (2016) made their raw data
available via the second author’s faculty page at the univer-
sity website. Jhang and Lynch (2015) provided open access
to their raw data via a public, open-access repository (data-
dryad.org). Various public, open-access repositories offer
permanent URLs, such as datadryad, Open Science
Framework, Figshare, and GitHub, which is desirable.1

Summary statistics data (SSD) are a compact, aggregate
form of the raw data that can be readily included in reports.
Because such data do not reveal individual responses, par-
ticipant confidentiality is not violated, and proprietary data
issues may play a lesser role. Summary statistic data typi-
cally include sample size, means, standard deviations, cor-
relations or covariances of all variables, and reliabilities of
multi-item measures. Path models or SEM can use such
data for mediation analysis. They do not allow procedures
that require raw data, like bootstrapping and Bayesian esti-
mation, or data splits not conceived in the original study.

The reanalyses of Kim and McGill (2011) and Kupor
and Tormala (2015) used the raw data shared by the
authors, and report summary statistics data (tables A1.1
and A2.1). Further summary statistics data and input files
are available online (https://github.com/RikPieters/
Meaningful-Mediation). Reporting summary statistics data
is common in strategic marketing research (Kirca,
Jayachandran, and Bearden 2005). None of the analyses in
the mediation review did. The informativeness and com-
pactness of summary statistics data makes reporting them
in manuscripts a desired default.

CONCLUSION

This tutorial described six conditions to permit plausible
causal inferences from statistical mediation analysis: direc-
tionality, reliability, unconfoundedness, distinctiveness,
power, and mediation. Failure to meet the conditions leads
to biases that rapidly become intractable, in particular in
multiple mediation and other complex models, and when
multiple conditions are not met. I proposed a framework
that integrates these conditions, summarized in figure 2,
and offered recommendations to meet and cope with them,
summarized in table 2. Sweetspot analysis was proposed to
explore the region of statistically meaningful mediator-
outcome correlations. When all conditions are met, a statis-
tically significant indirect treatment effect can be plausibly
interpreted causally. Although all six conditions are impor-
tant, the directionality and distinctiveness conditions in
particular deserve more attention. Without discriminant

validity between mediator(s) and outcome, there can be no

mediation. Without strong evidence for the hypothesized

direction of influence from mediator to outcome, causal

inferences from mediation analysis are compromised.

Then, Occam’s razor favors a parsimonious model that

estimates the direct treatment effect on two alternative

measures of a single outcome.
To improve knowledge accumulation about mediation

processes, I also described four components of comprehen-

sive communication of mediation analysis results, and of-

fered recommendations to improve current reporting

practice, summarized in table 3. Jointly this can guide

researchers when they are planning future mediation stud-

ies, and when they are analyzing and appraising their own
studies, as well as those of others, before and after

publication.

Conditions and Communication

Meeting all conditions is challenging, and following the

recommendations is likely to increase the length of reports.

The decision to place some additional material in an ap-

pendix depends on the importance of the mediation analy-

sis to the central questions that the research seeks to

answer, the importance of the specific conditions, the

results, and editorial policies.
It is not very useful for model selection to report the

overall fit and parameter estimates of various statistically

equivalent models (as I did in appendix A). These results

were reported here only to point out that statistically equiv-

alent models can lead to very different conclusions.

Instead, it is paramount to make a strong case that the hy-

pothesized model is more plausible than statistically equiv-

alent models, using logical and theoretical arguments, and
findings from prior research. This might add to the size of

the theory section.
Further, stating in the main report that “the reliability,

unconfoundedness, distinctiveness, and power conditions

were met; see supporting materials (appendix X)” with the

appropriate evidence may often suffice. Following the rec-

ommendations about comprehensive communication will

add one or two tables and some explanation in the main

text. A table with summary statistics data can be provided

in an appendix.

Future Work

Other conditions for causal inference from mediation

analysis (Pearl 2009) could have received more attention.

For instance, the homogeneity condition specifies that the

average treatment effect holds similarly for all participants,

which may be more an exception than the rule (Imai et al.

2010; Valeri and VanderWeele 2013). Moderated media-
tion models, used by 49% of the cases in the mediation re-

view, go a long way to meeting this condition for
1 http://www.psychologicalscience.org/observer/finding-a-home-for-

your-science#.WT_l-IeweAw, last accessed July 2017.
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subgroups defined by manipulated or measured modera-
tors, though it is hard to rule out all sources of heterogene-
ity. The homogeneity condition could have been treated
more extensively.

The Stable Unit Treatment Value Assumption (SUTVA)
could have been treated in detail. It specifies that knowl-
edge of the treatment status of others does not influence
participants’ responses to their assigned condition (Ten
Have and Joffe 2010). This condition may be hard to sat-
isfy in field experiments or with crowdsourced samples
where assignment conditions may be or become known
over time (Paolacci and Chandler 2014). Further research
on the implications of data collection methods on the valid-
ity of theory testing is warranted.

The consumer behavior literature can benefit from an in-
creased focus on effect size measures, rather than on
whether or not effects are significantly different from zero
at the 5% level. Meta-analyses rely on effect sizes.
Prospective power analysis and sample size estimation also
rely on them, and these are progressively called for by
granting organizations and journals. Without a store of rea-
sonable domain-specific effect sizes, sample size estima-
tion has to fall back on published “T-shirt” effect sizes
(small, medium, and large), which may fit all except the
needs of any specific study at hand.

A focus on effect size estimates can also contribute to
more precise, quantitative theories and predictions, and
move the discipline beyond the lamented null-hypothesis
significance testing (Gelman and Carlin 2014; Meehl
1990). Correlations between observables in the social sci-
ences are rarely exactly zero (Lykken 1991; Meehl 1967,
1990). The operation of the “crud factor” virtually ensures
that with increased sample size and measurement reliabil-
ity, the probability of rejecting a null hypothesis of a zero
effect and of accepting any alternative hypothesis, even if
it is false, increases. One way forward is to formulate hy-
potheses about reasonable effect sizes to expect (Edwards
and Berry 2010). With increasing sample sizes and mea-
surement reliabilities, the probability of accepting quantita-
tive hypotheses increases, if these are correct. Such
hypotheses will commonly be ranges rather than point esti-
mates (Edwards and Berry 2010). In the words of the psy-
chologist Lykken (1991, 33): “we ought to be able to
squeeze out of our theories something more than merely
the prediction that A and B are positively correlated. If we
took our theories seriously and made the effort, we should
be able to make rough estimates of parameters sufficient to
say, e.g., that the correlation ought to be greater than .40
but not higher than .80.” This is a worthy ambition for con-
sumer research too.

Consumer researchers are encouraged to meet all six
conditions when conducting statistical mediation analysis,
and to communicate the results comprehensively. This
might result in fewer published mediation studies, and
fewer mediation studies that support the hypothesized

process. Meeting all six conditions is challenging, but try-

ing hard to meet them is likely to make causal inferences

from statistical mediation analysis more plausible. A first

step is to communicate the results of mediation analyses

comprehensively.

APPENDIX A

REANALYSIS OF KUPOR AND TORMALA
(2015, STUDY 3)

Kupor and Tormala (2015, study 3) conducted a serial
mediation analysis on the influence that interruption of a

persuasive message (X) has on behavioral intentions with

respect to the topic of the message, as mediated first by cu-

riosity (M1) and then by favorable thoughts (M2). A sam-

ple of 250 MTurk workers was randomly assigned to a

treatment or control condition, and then responded to a set

of questions. All participants saw a brief video on the

health benefits of drinking coffee. In the treatment, and not

in the control condition, the video was briefly interrupted

for loading. Immediately after the video (X), participants

indicated their curiosity (M1) on four nine-point items,

from “not at all” to “completely” (alpha ¼ .93). Then, they

indicated their behavioral intentions (Y) to drink coffee
and recommend it to others on three seven-point items,

from “extremely unlikely” to “extremely likely,” and indi-

cated the amount they were willing to pay for one cup of

coffee. These four items were standardized and then aver-

aged into the behavioral intention measure (alpha ¼ .83).

After that, participants indicated the favorability of each of

their thoughts while watching the video. This was con-

verted into a thought favorability index, which ranges from

–1 in case all thoughts are unfavorable to 1 in case all

thoughts are favorable. The 223 participants who reported

at least one thought were included in the mediation analy-

sis. A serial mediation analysis supports the theory that in-
terruption of the video (X) raised curiosity (M1), which

TABLE A1.1

SUMMARY STATISTICS DATA (SSD): KUPOR AND TORMALA
(2015, STUDY 3)

Label Variables Mean

Correlations

SD X M1 M2 Y

X Interruption .510 .501 —
M1 Curiosity 6.583 2.181 .161 (.93)
M2 Thought favorability .594 .357 .159 .207 —
Y Behavioral intentions .025 .796 .213 .356 .415 (.83)

NOTE.—n ¼ 223. Interruption (X) coded as 1 ¼ yes (n ¼ 114), 0 ¼ no

(n ¼ 109). Curiosity is average of four nine-point items (1 to 9). Thought

favorability is from –1 (all negative) to 1 (all positive). Behavioral intentions is

the average of four standardized items. Cronbach’s alpha of multi-item meas-

ures on the diagonal.
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raised thought favorability (M2), which raised behavioral
intentions (Y). Summary statistics data (SSD) are in
table A1.1.

The reanalysis focuses on the distinctiveness, direction-
ality, and statistical power conditions. Prior to the reanaly-
sis, measures for curiosity (nine-point, ranging from 1 to
9), and thought favorability (ranging from –1 to 1) were
standardized to place them on the same response scale; be-
havioral intentions had already been standardized by the
authors. Treatment and control conditions were dummy-
coded, respectively, as 1 and 0.

Reanalysis

Distinctiveness. The reanalysis supports discriminant va-
lidity for the two mediators and the outcome vis-�a-vis each
other. Averaged data were available for the mediator and
outcome measures, and the reliability of the measures of
M1 and Y. Reliability of thought favorability (M2) is
unavailable, since it is the net valence of the thoughts that
participants generated. Discriminant validity for this
single-item measure of M2 was assessed under four scenar-
ios, namely that its reliability was .93 (the same as M1),
.83 (as Y), .60, or .50. The two scenarios with single-item
reliabilities of .50 or .60 are realistic. If each separate item
in a multi-item scale has a reliability of .50, the overall reli-
ability would be .75 for a three-item scale and .80 for a
four-item scale. Two criteria for discriminant validity were
used. Lenient discriminant validity tested whether each of
the three corrected (“true”) correlations between mediators
and outcome was less than one (unity). Strict discriminant
validity tested whether each of the three corrected (“true”)
squared correlations (R2) between mediators and outcome
was less than the reliability of the respective measures.
Reliability is the true variance extracted by a construct
from its measures, and strict discriminant validity requires
that it is higher than the variance it shares with each of the
other constructs (Fornell and Larcker 1981). For most sce-
narios, the two mediators and the outcome met both dis-
criminant validity criteria. Only if the reliability of thought
favorability (M2) would be .50 would this mediator fail the
strict criterion vis-�a-vis the outcome.

Directionality. Three equivalent multiple mediation
models were estimated. In the first serial mediation model,
which was hypothesized by Kupor and Tormala (2015), X
first influences M1, which then leads to M2 and then to Y
(d2-path in model 2 of figure 1). An alternative serial me-
diation model specifies that X first influences M2, which
then leads to M1 and then to Y (d3-path). Finally, a parallel
mediation model specifies that X influences M1 and M2,
which then lead to Y. In this model, the residuals of the
two mediators are allowed to correlate (undirected path,
d1). All three models contain the two parallel mediation
pathways from X via M1 to Y, and from X via M2 to Y as
defaults. Recall that the mediators and outcome were

standardized prior to analysis. Table A1.2 gives unstandar-
dized estimates, p-values, and 95% confidence intervals,
based on 15,000 bootstrapped samples.

All three models have the same global fit (BIC is 1876;
model v2 (0) ¼ 0). Also, all three models show parallel me-
diation from X to M1 and to Y (a1 � b1), and from X to
M2 and Y (a2 � b2), with the CI95 not including zero. The
two parallel mediation paths are equally strong in all three
models. In addition, model 1 finds serial mediation from
M1 to M2, and model 2 from M2 to M1. In all three mod-
els about 46% of the total treatment effect is mediated, and
about 54% is direct (c0). About 4–5% of the total treatment
effect is mediated by a serial mediation pathway (model 1:
.048, CI95 [.009, .160], and model 2: .037, CI95 [.005,
.138]). In all three models, the total indirect treatment ef-
fect (.194) is smaller than the conditional direct effect
(.233), which suggests that other mediators yet to be dis-
covered may play a role.

Statistical Power. Monte Carlo analyses (1,000 replica-
tions) were performed to examine the statistical power of
obtaining the serial mediation effect. At the study’s sample
of 223, the hypothesized serial mediation effect (a1 � d2 �
b2) is statistically significantly different from zero (estimate
.020, CI95 [.004, .055]). The statistical power of obtaining
this effect at n ¼ 223 is 23%, which is lower than the recom-
mended 80% power. To obtain such a statistical power, a
sample size of about 450 would be needed in this study,
which is about twice the current size. At that size, the condi-
tional direct effect of the treatment (X) is also significant at
80% power.

Taken together, the results of the reanalysis provide evi-
dence for discriminant validity of the mediators and out-
come on the lenient and strict criteria. The hypothesized
serial mediation effect accounts for about 5% of the total
treatment effect that interruption has on behavioral inten-
tions, which is .426 (CI95 [.165, .685]). A sample twice the
current size is required to have 80% power of this hypothe-
sized effect. All indirect effects together account for about
46% of the total treatment effect. This total indirect effect
propagates mostly via two parallel pathways—curiosity
(M1: 20% of total) and favorable thoughts (M2: 21% of to-
tal). The reanalysis also indicates that a (statistically equiv-
alent) alternative serial mediation model and a parallel
mediation model lead to different inferences about the
causal process. Theoretical evidence provided by Kupor
and Tormala (2015) favors the hypothesized serial media-
tion model.

APPENDIX B

REANALYSIS OF KIM AND MCGILL (2011,
STUDY 2)

Kim and McGill (2011, study 2) examined whether con-
trol perception (M) mediates the effect that the interaction
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(X1X2) between power (X1: high or low) and anthropo-
morphism (X2: low or high) has on risk perception about
contracting skin cancer (Y). A sample of 84 students par-
ticipated. The researchers manipulated power perception
by having participants describe a personal experience in
which they felt powerful (or powerless). For the anthropo-
morphism manipulation participants read a message about
skin cancer that portrayed it as having humanlike inten-
tions to hurt people (yes) or not (no). Control perception
was measured with four seven-point “disagree” to “agree”
items, and risk perception was measured with three nine-
point “not at all” to “very much” items. The authors hy-
pothesized that high power and low anthropomorphism,
and low power and high anthropomorphism (the

interaction: X1X2), would lead to the highest risk percep-
tions due to promoting the lowest control perceptions, and
that the two main effects would have no effect on the out-
come and mediator. This implies a mediated moderation
model.

The original moderated mediation analysis used the av-
erage scores of four mediator items and three outcome
items. Our reanalysis examines the reliability, unconfound-
edness, distinctiveness, and statistical power conditions. It
differs slightly from the original, because the (nonsignifi-
cant) interaction between X1 and M on the outcome Y is
not included here. Prior to the reanalysis, measures of the
mediator (seven-point scale) and outcome (nine-point
scale) were standardized to place them on the same

TABLE A2.2

MEDIATION ANALYSIS: KIM AND MCGILL (2011, STUDY 2)

Predictors

Model 1 Observed mediator
and outcome (path)

Model 2 Latent mediator
and outcome (SEM)

CI95 CI95

Criterion Path Est. SE p LL UL Est. SE p LL UL

X1: Power M: Control a1 –.034 .104 .745 –.237 .171 –.063 .139 .650 –.319 .225
X2: Anthropo. a2 –.051 .103 .617 –.257 .146 –.093 .139 .501 –.378 .167
X1X2 a3 .330 .103 .001 .129 .532 .465 .169 .006 .139 .817
R2 — .108 .062 .081 .015 .212 .177 .095 .062 .018 .359

X1: Power Y: Risk c01 .138 .107 .197 –.070 .350 .142 .146 .329 –.141 .433
X2: Anthropo. c02 –.007 .107 .949 –.219 .200 –.019 .145 .897 –.328 .242
X1X2 c03 –.169 .120 .129 –.384 .051 –.132 .186 .477 –.438 .293
M: Control b –.318 .111 .008 –.576 –.109 –.432 .205 .035 –.900 –.109
R2 — .186 .074 .012 .048 .304 .244 .104 .018 .068 .423

Indirect effects:
X1 to M to Y a1 � b .011 .035 .759 –.059 .083 .027 .071 .700 –.096 .186
X2 to M to Y a2 � b .016 .034 .634 –.047 .095 .040 .069 .581 –.060 .236
X1X2 to M to Y a3 � b –.105 .060 .080 –.263 –.023 –.201 .157 .200 –.616 –.029

Total effect of X1X2: a3 � b þ c03 –.274 .109 .012 –.488 –.063 –.334 .144 .021 –.611 –.053
Difference indirect and direct effect: a3 � b – c03 .064 .142 .653 –.240 .315 –.069 .313 .826 –.870 .343

NOTE.—n ¼ 84, with 15,000 bootstrapped samples. Measures of mediator (M) and outcome (Y) were standardized prior to analysis. Power (X1) coded as –1 ¼
high, þ1 ¼ low, anthropomorphism (X2) as –1 ¼ high, þ1 ¼ low, and X1X2 as –1 and þ1. Unstandardized coefficients (est.) and their standard error (SE) are

shown. In model 2, the variances of latent mediator and outcome were fixed to 1 and loadings freely estimated for identification. R2 is variance accounted for in

the criterion. LL is lower level, and UL is upper level of 95% confidence interval.

TABLE A2.1

SUMMARY STATISTICS DATA (SSD): KIM AND MCGILL (2011, STUDY 2)

Correlations (reliability)

Label Variable Mean SD X1 X2 X1X2 M Y

X1 Power .143 .996 —
X2 Anthropomorphism .000 1.006 –.048 —
X1X2 Interaction X1 and X2 –.048 1.005 .007 .143 —
M Control perception 4.074 1.117 –.029 –.003 .322 (.69)
Y Risk 6.837 1.634 .145 –.037 –.271 –.377 (.91)

NOTE.—n ¼ 84. X1, X2, X1X2 are coded –1 (high) and þ1 (low). Cell sizes: X1 high and X2 high ¼ 17, X1 high and X2 low ¼ 19, X1 low and X2 high ¼ 25, X1

low and X2 low ¼ 23. Control (M) is average of four seven-point items (range 1–7). Risk (M) is average of three nine-point items (range 1–9). Composite reliabil-

ities in the diagonal.
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response scale. Main and interaction effects were effect-
coded as, respectively, power (X1) coded –1 ¼ high, þ1 ¼
low; anthropomorphism (X2) coded –1 ¼ high, þ1 ¼ low;
and X1X2 as –1 and þ1. Table A2.1 has summary statis-
tics. The Mplus program was used in all analyses (Muthén
and Muthén 2015).

Reanalysis

Reliability. Two models examined the effect of measure-
ment error. Model 1 is a traditional mediation analysis with
average scores of mediator and outcome as in Kim and
McGill (2011). Model 2 accounts for measurement error in
mediator and outcome by using SEM. For both models
bootstrapping (15,000 samples) was used. Table A2.2 sum-
marizes the results.

Both models provide evidence for mediated moderation,
with some notable differences. As Kim and McGill (2011)
hypothesized, only the interaction variable (X1X2) has an
indirect treatment effect and its conditional direct effect is
not statistically significant. The mediated moderation ef-
fect is not statistically significant when assuming a normal,
symmetric distribution (a3 � b ¼ –.105, p ¼ .080 in
model 1, and –.201, p ¼ .205 in model 2), but it is when us-
ing bootstrapping (CI95 [–.263, –.023] in model 1 and CI95

[–.616, –.029] in model 2). When accounting for measure-
ment error (model 2), the variance accounted for increases
from 11% to 18% in the mediator, and from 19% to 24% in
the outcome. Using a path model (model 1), the total treat-
ment effect of the interaction variable is –.274, of
which 38% is mediated, whereas these results are, respec-
tively, –.334 and 60% when accounting for measurement
error (model 2).

Also, the percentage mediated due to the interaction var-
iable increases from 38% in model 1 to 60% in model 2.
Model 2 estimates the indirect effect more accurately, with
stronger evidence for mediation. Still, in both models the
indirect effect of the interaction variable (a3 � b) is not
significantly different from its conditional direct effect
(c03) (table A2.2).

Unconfoundedness. Two analyses examined potential
omitted variable bias. First, model 2 was re-estimated with
participants’ age and gender as covariates of control (M)
and risk perception (Y). Covariate selection is based on re-
search that females perceive higher health risks (Harris,
Jenkins, and Glaser 2006), and that risk perceptions about
health-related behaviors increase and potentially control
perceptions decrease with age (Bonem, Ellsworth, and
Gonzalez 2015). Such effects might confound the relation-
ship between control (M) and risk perceptions (Y). The
covariates were insignificant (ps > .27), and the mediated
moderation effect remained essentially the same (a3 � b ¼
–.218, p ¼ .254, CI95 [–.739, –.021]), which is reassuring.
Second, a sensitivity analysis (Imai et al. 2010; Muthén
et al. 2016) examined at which level of confounding the

moderated mediation effect would become indistinguish-
able from zero. This would occur when omitted variables
account for a correlation of –.13 between M and Y (a3 �
b ¼ –.180, p ¼ .204, CI95 [–.473, .008]), which is only
one-third of the observed correlation (–.38). The mediation
effect appears fairly sensitive to omitted variable bias.

Distinctiveness. Discriminant validity was assessed
without the age and gender covariates based on their insig-
nificant effect. Mediator and outcome meet the lenient dis-
criminant validity criterion: a one-factor model (all seven
measures on a single factor) fitted worse than a two-factor
model (with the respective measures on separate factors):
difference v2(1) ¼ 38.04, p < .001. The mediator did not
pass a strict test (Fornell and Larcker 1981). At the sample
size of 84, its average variance extracted (AVE) did not
differ significantly from the variance it shares with the out-
come: 37% versus 22% (p ¼ .45, for the difference). The
outcome passed the strict criterion: AVE versus variance
shared was 76% versus 22% (p < .001, for the difference).

Statistical Power. A Monte Carlo analysis examined the
statistical power of the mediation results, using 80% as cut-
off criterion. For the analysis, 1,000 replication samples were
generated, using the sample estimates of the SEM as popula-
tion estimates. The percentage of parameters significant at
p ¼ .05 across replications indicates their statistical power. At
the sample size of 84, the statistical power of the mediated
moderation effect is 73%. Statistical power for strong dis-
criminant validity is 99% for the outcome, but only 33% for
the mediator. A sample size of about 500 is needed to obtain
strong discriminant validity for the mediator. At that sample
size, the conditional direct effect of power (X1) and its inter-
action with anthropomorphism (X1X2) on risk perception (Y)
are also significant at 80% power.

Taken together, the results of this reanalysis indicate
that control perceptions (M) mediate the effect that the in-
teraction between power (X1) and anthropomorphism (X2)
has on risk perception about skin cancer (Y), and at suffi-
cient statistical power in this sample. It further demon-
strates that an about six times larger sample size (about n
¼ 500) is required for the mediator to pass a strict criterion
of discriminant validity. At that sample size, the condi-
tional direct effect of the interaction variable is also statis-
tically significant at 80% power. The mediated effect is
fairly sensitive to potential omitted variable bias. After
controlling for measurement error, about 60% of the total
treatment effect is mediated.
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