RWM NVRWM ROM
Random Non-Random
EPROM Mask-Programmed
Access Access 2
E'PROM | programmable (PROM)
SRAM FIFO FLASH
DRAM LIFO
Shift Register
CAM

Memory Decoders

Storage
— Word2 y Cell 9

N Words
AL
|
L4

S
N-2 I Word N-3
= Word N-1

Input-Output
(M bits)

N words => N select signals
Too many select signals

M bits
—_—

Word 0
Word 1
Word 2

Aq

Storage
, Cell

LY
Word N-2]
Word N-1i

Ll 1l

Ak

Input-Output
(M bits)

Decoder reduces # of sele
K =logoN

ct signalg




Problem: ASPECT RATIO or HEIGHT >>WIDTH

oLK Bit Line

Storage Cell
L —

\

Word Line

/ Row Decoder

TITTTTT w

. Sense Amplifiers / Drivers .
Column Decoder / - Selects appropriate
Ak » word

Input-Output
FEM bitssJ .

Amplify swing to
rail-to-rail amplitudg

Array Decoding

* Typically want an aspect ratio that is not too far
from square

* How to divide up the row, column address
decoding?
Use an 8K x 32 SRAM = 256 Kb =2'®
218 = 2%rows x 2° columns

Row decoder is 9 to 512 decoder

. Every 32 (2°) columns is a ‘word’, and we only
need to decode words. So, column decoder needs
to decode 2* words, so need a 4 to 16 column
decoder.




Hierarchical Memory Arrays

Row
Address

Column \|

Address
Block o =l — ‘—AW
Address y y
| /3 ,
/ I Global Data Bus
Control Block Selector Global
. Circuitry Amplifier/Driver

I I/0

Advantages:
1. Shorter wires within blocks
2. Block address activates only 1 block => power savings .

Memory Timing Definitions

Read Cycle
READ
Read Access Read Access . WriteCycle
A———p — - >
WRITE
Write Access
Data Valid ——>
A/ \)
DATA |
4
Data Written




Memory Timing Approaches

M|SB LS|B
\J \J
Agdress Row Address Column Address
us
RAS ﬂ Address Address
Bus
| Address transition
CAS ~ initiates memory operation
-
“—»
RAS-CAS timing
DRAM Timing SRAM Timing
Multiplexed Adressing Self-timed

Example: HM6264 8kx8 SRAM

A1
ﬁg —o Voo
AT Row Mol Memory array v
A12 decoder | 256 x 256 —t Vss
A5 Il
A6
Ad
1101 l l
|/ o1 I
L Column /O H
Input Column decoder
data
control
/_—\-___4,-
1/08
A1 A2 AD A10 A3

Timing pulse generator

Read, Write control

Wo—‘
o— |




HM6264 Interface

M6264BLP/BLSP/BLFP Series
NC O1 ™~ 280 Vee
A12 2 27 0 WE
A7 O3 26 [1 Cs2
A6 [ 4 25 A8
A5 5 2410 pg
A4 O 6 23 0 A1
A3 O7 221 OE
Az 8 2103 A10
A1 9 201 CS1
A0 [ 10 19 0 o8
o1 O 1 18 4 11O7
1102 12 17 3 1106
yoz 013 16 0 1105
Vg O] 14 15 0 1104
(Top view)
. Pin Description
Pin name Function Pin name Function
A0 to A12 Address input WE Write enable
1101 to 1108 Data input/output OE Output enable
Cs1 Chip select 1 NC No connection
Ccs2 Chip select 2 Voo Power supply
Ves Ground .

Function Table

Function Table

WE CS1 Cs2 E Mode V.. current /O pin Ref. cycle
X H X X Not selected (power down) g, lag High-Z —
x x L X Not selected (power down)  lgg, lap High-Z —
H L H H Qutput disable lec High-Z —
H L H L Read lee Dout Read cycle (1)—(3)
L L H H Write lee Din Write cycle (1)
L H L Write lec Din Write cycle (2)
MNote: »x: HorL




(ﬁ: Vi)

‘ loH

HM6264B-8L HM6264B-10L
Parameter Symbol Min Max  Min Max Unit Notes
Read cycle time tre 85 — 100 — ns
Address access time tas — a5 — 100 ns
Chip select access time CS1 oy — 85 — 100 ns
CS2 tm — a5 — 100 ns
QOutput enable to output valid toe — 45 — 50 ns
Chip selection to output in low-Z CS1 10 — 10 — ns 2
Cs2 i 10 — 10 — ns 2
Output enable to output in low-Z toz 5 — 5 — ns 2
Chip deselection in to output in high-Z CS1  t, 0 30 0 35 ns 1.2
CS2 iy 0 30 0 35 ns 1,2
Qutput disable to output in high-Z touz 0 30 0 35 ns 1.2
Output hold from address change ton 10 — 10 — ns
Read Cycle 1
- Lt -
Address :>< Valid address -
- tan -
. — - tcot -
Cs1 \ I\ 7‘
. tLzy .
; tcoz ~ - - thz1 __k}
cs2 / 3 tso N N
- log . thze ‘
o \ Lt oz -
OE \ N T
- | touz
Dout High Impedance Valid data |




Read Cycle 1

tre 85NS MIN

Address >

A T A

Valid address

taa 8505 Max

tc0:85NS May

&

30ns min
tHz1 -

—
Bl

F‘Mﬂ”ﬂln

+

- l tonz 30@5 min

cs1

- tzl0ns myr

- 10:85NS Max
cs2 - tz210ns i

. toe 45Ns|Max

— .tz o
°F \ 5ns mif]
Dout High Impedance

Valid data |

(W: Vi)

{oH

10ns min -

Read Cycle 2

Address

Valid address

tan |

tom

T-OH

Dout

XX

Walid data

(ﬁ =V, OE= Vi)




Read Cycle 2

Address Valid address

tas 8ONS Max
to 1LONS MIN

Dout ><>< Valid data

(ﬁ =V, OE= Vi)

' to,10NS Min

Write Timino

HM6264B-8L HM6264B-10L
Parameter Symbol  Min Max Min Max Unit Notes
Write cycle time tuwe 85 — 100 — ns
Chip selection to end of write tow 75 — 80 — ns 2
Address setup time tas 0 — 0 — ns 3
Address valid to end of write [ 75 — 80 — ns
Write pulse width typ 55 — 60 — ns 1,6
Write recovery time tyr 0 — 0 — ns 4
WE to output in high-Z tyz 0 30 0 35 ns 5
Data to write time overlap tow 40 — 40 — ns
Data hold from write time ton 0 — 0 — ns
Qutput active from end of write tow 5 — 5 — ns
Qutput disable to output in high-Z tonr 0 30 0 35 ns 5
Notes: 1. A write occurs during the overlap of a low CS1, and high CS2, and a high WE. A write begins
at the latest transition among CS1 going low,CS2 going high and WE going low. A write ends
at the earliest transition among CS1 going high CS2 going low and WE going high. Time t,, is
measured from the beginning of write to the end of write.




Address

Ccs2

Dout

Din

Note: 1.

e

Valid address

| A‘ tow twr
I
o |
- -
tas - typ
 lonz
High Impedance
=T
High Impedance Valid data

If CS1 goes low or CS2 goes high simultaneously with WE going low or after WE going

low, the outputs remain in the high impedance state.

Address

cs2

Dout

Din

Note: 1.

- by nsmin
Valid address
75ns min Ons I‘i\li‘\
| 1 _ tow LR

/ tw 75ns min P

ol
-

tas

-
twp

Y

Ons min

b5ns min

torz_ONS Min, 30ns max

A

40ns min High Impedance

High Impedance

!

oy
el

tor ONng mMin

If CS1 goes low or CS2 goes high simultaneously with WE going low or after WE going

Valid data

low, the outputs remain in the high impedance state.




What Does All This Mean

» For a read:

» If you assert CS1, CS2, address, and OE all
at the same time, it will be max 85ns before
valid data are available at chip outputs

» For a write:
» You can assert CS1, CS2, address, data,
and WE all at the same time if you want to
. » You need to wait 55ns from WE edge, or
75ns from CS1/CS2 edge for write to have
happened

R/W Memories In General
« STATIC (SRAM)

Data stored as long as supply is applied
Large (6 transistors/cell)

Fast

Differential

« DYNAMIC (DRAM)

Periodic refresh required
Small (1-3 transistors/cell)
Slower

Single Ended .

10



6-transistor SRAM Cell

Wordline

.41%_%%
—o<]_|

B (bitline) BB (bitline| bar)

SRAM Cell, Transistors
6-transistor SRAM Cell

l Wordline J

B (bitline) BB

- Sense Amp - [
v

11



SRAM, Resistive Pullups
6-transistor SRAM Cell

Wordline

BB

Sense Amp

v

Problem: ASPECT RATIO or HEIGHT >> WIDTH

2L-K

Bit Line

Storage Cell

|

\

Word Line

/ Row Decoder

I

M.2K

Sense Amplifiers / Drivers

Amplify swing to

-

rail-to-rail amplitudg

TTTT7T77]

Ag
Ak

i,\ Column Decoder

p

Input-Output
FEM bitsg]

Selects appropriate

word

-

12



» Each column has
all the support
circuits

e |
/H.A.Mnal
Row Decoder
2 |
n-1:k
Column Decoder
2. ™ Sense Amp
+ write
rk-1:0 |/ m clocks
Address write-data  read-data

I 1

th

—

precharge

iy

i

bit —

data

e Bit

T

» Single-ended read using an inverter

» Dynamic pre-charge on the bit lines
» P-types pull bit lines high

13



] -

» Single-ended read using an inverter
» Dynamic pre-charge on the bit lines

» Note the N-types used as pull-ups .

the Bit 3
T-L-—I‘j‘ —— g

» Differential read using sense amp
» Static N-type pullup on the bit lines

14



Read Waveforms

V(volts)

/ Sense Common

Current-mirror SA
Y
B BB
H |_

Want Sense Amplifier turned
on for short amount of time in
order to save power.

Only one bit line will swing.
SE

Job of SA is to sense bit line
swing, amplify to full swing
output.

— —

15



Sense Amp Transistors

Memory Array

Differential 16/2 b C{ 6/2

Amplifier B Read
Data

Long-channel
FET used as

L‘ i current “source”
Write |
Data .

A, Pt

Worite

1L Vdd?
1

Ph2

Sell-Phl

Sel2-Phl

Differential

Phl Amplifier

and Latch

Data Out .

16



(b)

17



Sim, Circuit

M2 M4

<
[T
<
w

BL BL

Vop
M4
—— Q=0 Mo Lo
M5 Q=1
M1 |_
L Vop
L=1 BL=0
'—._L
MG((VDD Vrn) SD_\‘/%) =ky, MA((VDD VoD Yoo VgD) (W/L)n,M6 >0.33 (W/L)p,l\/l4
5V, Vv V&
(w5 = km{(voo- e - B2) (W/L)o,ms > 10 (W/L)o M1




Analog Analysis, Read

kn. M5V Vppyy? Vob V3
=5 52-vr( 7)) = ko wn((Voo- V13- 52)
(W/L)n,M5 <10 (W/L)n,Ml . ’ ’ C .

19



Another 6T SRAM L out

20



SRAM bit from makemem (v2

Problem: ASPECT RATIO or HEIGHT >> WIDTH

oLK Bit Line

Storage Cell
N / |~
AEZ % Word Line

_] &
AL | 2
14

\ K

y 3 v 4443 M

Amplify swing to
rail-to-rail amplitudg

. Sense Amplifiers / Drivers -
R s 3y 1y
0 4\, Column Decoder / < Selects appropriate

Ak » word

Input-Output
FEM bitssJ .

21



Row Decoders

word<3: D word<0>
5
] )—wena D

I B

a<i> a<0> a<l> a<0>

» Select exactly one of the memory rows
» Simple versions are just gates

» Standard gates

» Or, pseudo-nmos gates with static pull up
» Easier to make large fan-in NOR

22



Pre-decode Row Decoder

» Multiple = Sy
), D—m
levels of )
decoding =) =
can be , 1L
more E =i =5
efficient Il T
layout 11 )=

Pre-decode Row Decoder
28 Y

» -ad> —ok
e 2 e

» Other circuit tricks for building row
decoders...

23



Problem: ASPECT RATIO or HEIGHT >> WIDTH

oLK Bit Line

Storage Cell
L —

\

Word Line

/ Row Decoder

TITTTTT w

. Sense Amplifiers/ Drivers | - AMPlify swing to

N S rail-to-rail amplitudg
J 3313y

Column Decoder / - Selects appropriate
Ak word

Input-Output
FEM bitssJ .

24



Sharing Sense Amps

Sharing Sense Ampliers
Limited
swing
bit lines
R o 5 0 o A S A A A A AR P
-‘ Pass Transistor Column Decode
(Tree decode)
AV S S N S N SO
swing SA SA SA SA
signals T T T shared
Additional Column Decode (gate-based amons
‘ multiple
Col Addr l Data out columns

4 to 1 Tree Decoder (pg. 595, Rabaey)

BLO

BLO BL1

A0’ IH

BLI
|
A0 J
1

C

Al ?j
—

Al

A

Need to use pass
transistors because
of limited swing.

Number of pass
transistors in series
1s a concern, but
limited swing helps
speed.




X
S
=
S
<
o)
0
-
)
0p)

Decoded Column Decode

o sense amp and write ckis

3o o

26



Improving Speed, Power

Critical path runs through row decode, word line assertion

* Need smaller decoding, less word line capacitance in order
to improve speed.

* Break a large array into smaller sub-arrays, and use
hierarchical decoding to select a sub array
— PowerPC 32K x 8 cache broken into 32 blocks, cach 1K x 8
— Cypress IMb Dual Port broken into 32 blocks, each 32 K bits
(2° x 2° x 219 =229 Each blocks is 512 rows x 64 columns
— Mitsubishi SRAM (Rabaey text). 32 blocks of 128K bits (1024
rows X 128 columns)

* Only one sub-array will be activated, saves power!!!!

Multi-Port Memor

write
read0
read1

. ~rbit1 —fbit0 —wr_data wr_data 1hiO  rbitt

» Very common to require multiple read
ports

» Think about a register file, for example .

27



Multi-Port Reqister

w1 g
Rel T
Re0 v y
| % oo Dl
Write Data Resd Data

» Slightly larger cell, but with single-ended
read — makes a great register file .

Reqgister File

| e

i

read-data0 read-datal

» Slightly larger cell, but with single-ended
read — makes a great register file .

28



Dvnamic RAM

 PEA

(a)

» Get rid of the pull-ups!
» Store info on capacitors
» Means that stored information leaks away .

Dvnamic RAM...

..
Vg OF Y, :
write o , Voo bol2.

read
write-data read-data bit
(b) (e

» Once you agree to
. use a capacitor for
charge storage E |
there are other P _
ways to build |

his...
this : - o

g
!

29



3T DRAM Circuit

BL1 BL2
WWL
RWL J_

1 x M3

._'I_I'__l M2
M1
Cq=
-

e
i SN\
X / Vpp-Vr

V

BLL / \ PP
BL2 Vop-Vr S/ ] AV

No constraints on device ratios
Reads are non-destructive o
Value stored at node X when writing a “1” = ViywL-V1n

RWL

WWL

3T DRAM Layout

BL2

BL1 GND

30



1 T DRAM Circuit

Row

select g
line ||_I
|

Vdd

2 Transistor DRAM Cell

“storage “drain

Row
select
line ||—I

| 1
Storage

Capacitor

Vdd Column
bit line

Equivalent Circuit

+C

oale saurce

—
=k

(4

2-T (1-T) DRAM layout

» Note the increased gate size of the

[ ] storage transistor

» Increases the capacitance

31



1T DRAM Observations

DRAM requires a sense amplifier for each bit line, due to
charge redistribution read-out.

DRAM memory cells are single ended in contrast to SRAM cells.

The read-out of the 1T DRAM cell is destructive; read and
refresh operations are necessary for correct operation.

Unlike 3T cell, 1T cell requires presence of an extra capacitance
that must be explicitly included in the design.

When writing a “1” into a DRAM cell, a threshold voltage is lost.
This charge loss can be circumvented by bootstrapping the
word lines to a higher value than Vpp.

1T DRAM Read/Write

BL
WL Write "1" Read "1"
1= WL
M7 ¢ X
S oD / Vpp-W
1 |
= BL VDD ‘
__ /T 4
« - Vppl2
CBLIr Vool2 ﬂsensir:g bo

Write: Cs is charged or discharged by asserting WL and BL.
Read: Charge redistribution takes places between bit line and storage capacitance

Cs
AV = VeL=Vere = (Vair-Vere)o v ¢,

Voltage swing is small; typically around 250 mV.

32



1T DRAM Cell
—

Vdd

Row salectd

Vdd

select 1

Vdd

. Vdd I

“Folded bit line”

I::| Row
| | select 0
Row salect | Ij R ow

[Column
bit line N N E—

Column
bit line

A C U .-A =
B
=)
Il 7 %

:

e e O e e

“Folded
Bit
Line”

33



Reading a 1T DRAM Cell

SV

2
Precharge _|H

Row select line I|J_
C.\'lurngc = 75fF _|_

Precharge / \

Charge Sharing

4V

Vdd

Cop = 500 fF

Column
bit line

/\

Row select line / \
Column bit line /—’_—_—T_J‘L

AV

DRAM Sense Amp

SelBo
SelB1

SelAl
SelA2

SelB2

g j ColB

=]

=l 2™

Column bit lines are
precharged to Vdd /2.

Near proximity of

i

column lines gives
excellent common

_r_l.!

Y

Ot

TPl

noise rejection from
coupled signals.

Sense amp must
discriminate less
than 100 mV voltage
difference in the
column lines

34



Photo of 1T DRM |

Advanced DRAM Cells

Poly Storage Node

ONO dielectric Tl’y o get
more capacﬂance

per unit area...

heavily doped substrate 7

Trench Capacitor
ONO = Oxide Nitrate Oxide
Special IC process for making DRAM

Smaller than 2 transistor cell . . . higher density memory

35



Examples of Advanced DRAMSs

Word line
r

Insulati Capacitor dielectric layer

Cell plate

Cell Plate Si FJ\ I
- .;.’
M//»T
Transfer gate Isolation
Refilling Poly Storage electrode

Capacitor Insulator

Storage Node Po

Si Substrate

Lol

E

2nd Field Oxide

Trench Cell Stacked-capacitor Cell

Memory Timing Approaches

CAS

——»
RAS-CAS timing

DRAM Timing
Multiplexed Adressing

M|SB LSlB
A\ A\
Address
BUS Row Address Column Address
RAS ﬂ Address Address
Bus

| Address transition
- initiates memory operation
-

SRAM Timing
Self-timed

36



DRAM Interface

Multiplexed Address bus (Row, Column). RAS# (Row Addresg
Strobe), CAS#(Column Address Strobe) used to latch in address
READ CYCLE
‘L:zﬁ ‘RP
s v J
i 'CRP ‘RCD %; LeLeH =
castucase yH T F '[\
soae Y K SN 7 — A i
WE# 3:.—1: | }-_
‘ ::C NOTE1
fcac toFe
o xgt E OPEN | VALID DATA OPEN
| toE ‘ oo
oE# ¥:E: ,0)[ f

Extended Data Out Page Mode

Ipagp "D

iy = —4
RS n:[‘ - [
I sy
| Yoar 'Ron 'cns_'cu:._n_ e Ioas loicr 'op toas, tolcn 'op |
]
CASLA/CASHE Wy — \: A r L
L i L
[
A
TACH 'acH acH
IRAD
lnsR TRAH tasc fcan tasC can, fasc tCaH,
"
/. ST/, ST {1/ ST 11/ ST 1 K
t
‘ |- ACS, |/ /’ /) IRcH
wer Wiy V4 - ;
WL / taa RIKH
lan A i topa
yd [T CPA [
S Icac g z—=| e
rd C0H IDEHC -E';
'c7 -— .—..l
WALID r WALID OPEN

I

ba Yor = o ALID

oL DATA DATA o DATA

! toe o
ton ] LR
'oes: [

Vil -~ 0ES

oy T AT ‘ b
oER
PP == S—

Block trapsAer” Access different bits on same row, change column

address. !
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Comments on Timing

» Typical times are Tras = 60 ns (RAS pulse width),

Trc =100 ns

— Extra time on Read cycle (RAS high) is needed to
recharge bitlines

* Block mode transfers (Page mode transfers) read
bits from same row

— Only change column address

— Time to first bit on row = 50ns, time to successive bits

=25 ns (we have access to all bits on this row, just
need to mux them out).

Architectural Issues

* Need to support block transfers efficiently since

DRAM used as main memory and reads/writes
due to cache fills

* Add a clock to DRAM interface (SDRAM, DDR-

SDRAM) to support burst mode operations for
cache fills

— Pentium burst mode is 2-1-1-1 (two clocks for first
data, 1 clock for each sucessive data, address only

provided for first data, internal counter on RAM used

for address generation).

— Pentium Pipelined burst mode is:
2-1-1-1; I*-1-1-1; 1*=-1-1-1; ...

Sucessive cycles pick up where the last cycle left off.

38



SDRAM - Use CAS for Bursts

Burst Read Operation (Burst Langth = 4, CAS latency =1, 2, 3)

T0 ™ T2 T2 T4 15 T6 T7 T8
CLK
CGMMAND«{: READ A H HOP H HOF H HOP }—{ NOP }—{: HOF H HOF H HOP H HOF :}7

h
oouT DOUT A DOouUT A DOUT A
ten, DQIS | “”X 1 X ?){ 1/

| |
TREwmeney=2 | | I;__‘u_r x ! }( ' X ' |
fexcs, D8 —tl I ho f pouta § poutas ¥ poutas )
I
|
I

|
I - L |
TAE lakenzy = 1
I
|

1 ".l: DOUT &g X DOUT Ay X DOUT Az :( DHOUT Ay }I—

I
TAElaency=31 |
toxa, DOs |

wﬁ\)@( @( @( >@< )@( @
ADDRESS "g’;‘“\i@@’ W W W W /Q@

CL=2 '
s | : ‘ : . ; . . |
S p—— S S S
Two clock Data transferred on
latency each clock crossing

» Double Data Rate .

39



DRAM Timing

* Clock Frequency — 133 Mhz, 100 Mhz

* Two clock latency to first data (20 ns for 100
Mhz clock)
— SDRAM - 10 ns per location afterwards. For byte-

wide, 100 MB/sec transfer rate. 400 MB/sec on 32-bit
bus

— DDR-SDRAM - 5 ns per location afterwards. For byte-
wide, 200 MB/sec transfer rate. On 32-bit bus, 800
MB/sec transfer rate.

RAMBUS DRAM (RDRAM

* DRAM with a high speed interface

* 400 Mhz differential clock, data transferred on
each edge

* Reduced swing signaling about a reference voltage
— Termination voltageis 1.5 V
— Reference Voltage is 1.0V

— Signals swing +/- 200 mv about reference voltage
— All traces are transmission lines

40



RDRAM Bandwidth

« External bus is 18 bits wide (2 bytes + 2 parity bits)
» External clock cycle is 400 Mhz, but data is clocked
on each edge

— Actually, external clock is a differential pair and data is
sampled at each crossing

* Total Bandwidth is 1.6 GBytes/s
— 2 bytes * 400 Mhz * 2 edges => 1.6 Gbytes
— Initial configurations are 4 M x 18 (72 Mbits)

Maximum Bandwidth

¢ Note that maximum bandwidth with one RDRAM
controller is 1.6GB/s.

— Only one RDRAM chip can be active at a time on
RDRAM bus.

— More RDRAM chips increase capacity, not bandwidth.

+ With normal DRAM and SDRAM, can increase bandwidth by
just adding more DRAM chips in parallel from same DRAM
controller

— To double the bandwidth, would need two separate
RDRAM controllers

41



Normal Bus for DRAM DIMMs

SDRAM DIMM

! ! ! !‘
»

SDRAM DIMM

L

SDRAM DIMM

! ! ! !‘
>

RDRAM Bus

r 3

Signaling Technology
for RDRAM basically
the same as PentiumlII
bus. RDIMMSs must be
connected serially to
avoid stubs.

Termination

Resistors

42



Deep Pipelining - High Latenc

[EEE Micro Nov/Dec 1997
Row 4 Write 6 Fllmad 7 Hlead C 10 Fl|ead
[2:0] address address | address address
Column I I\A 1 Read _ 3 Read 4Wrﬂa EWrim BFIIead 7 Read - 9 Read
[4:0) address address | address | address | address | address address
Dat: : E E : : -IHE d : 3RE d 4\:\;15 smir't eniead
e ] e ! s | 4 [ Spuie [0
/ 16 bytes
Figure 7. Direct RDRANLatErleaved memory transactions at full-memory bandwidth (16 bytes/10 ns).
16 bytes transferred because 4 clocks * 2 edges * 2 bytes/transfer
(external bus 1s 16 or 18 bits wide). 20 clock latency, 20 ns from
column address)

RDRAM Addressing

» 3-Bit Row bus used to give commands to RDRAM

* ROW Activate command used for read

— 4 clocks transfers 8 groups of 3 bits over Row bus due to
dual edge clocking (24 bits total)

— 24 bits in Row Activate command split between device
address (6 bits), bank select (4 bits), row select (9 bits), and
reserved bits

* There are no chip select lines, internal register holds
. device address

— All chips monitor bus - if bus device address matches
internal 1d, then chip is selected.




Row Activate Command

|
CTM/CFM|—l ‘
| |

ROW2 |DR4T DR2| BRO , BR3 |[RsvR, R8 | R5 | R2
|
ROW1 (DR4F DR1|BR1 RsvB|RsvR, R7 | R4 | Rl

| ‘\\
ROWO0 ([DR3 DR0|BR2 RsvB[AV=1] R6 . R3 | RO
¥

. \ ! R bits =row
/l ( ROWA Packet ) select

DR bits = device address \
BR bits = bank select

RDRAM System Arch

RDRAM 1 RDRAM 2 RDRAM n

Controller
IEEE Micro Nov/Dec 1997
nl . " VTEHM
INIT | INITo |
Bus data [18:0] j
RC[7:0]
RCIKk[2]
TCIk[2]
‘ VFIEF
Gnd(32/18)
Vpo(4)
0 MHz

Figure 3. Direct RDRAM system.

18 bit wide external data bus which expands into 128 bit
wide datapath internal to chip




RDRAM Internal Arch

Column DeGods & Mask
DRAM Core PREC RD,WR
64x72
§ BAxT2  S12Bdx1dd *
6ax7z T2 = Internal DOA Data Path
Intermal DQB Data Path | 3 % § Banko }‘—IL' =_| W
i Clnie g w
Bank 1 = B
J= B £ n nl2Eld >
— 6% ® 1
. P Bank 2 & . .
[ L isee — |~
Eas 4 Bank 3
- el - il
i P Bank 4 3
aamaEE g —
5| = Bank5 . B
E — 5 6 ® §
Bl . Py Bank6 : " = e
= 35 ]
- 3 Bank1 H g
_ N = -l - -

Portion of internal architecture ( 4M x 16 or 4M x 18)
16 banks of 512 rows of 64 dualocts (1 dualoct = 16 bytes = 128 bits)
24 (banks) * 2° (rows) * 26 (dualocts) * 27 (one dualoct) = 2% (64 Mbit)

A dualoct 1s the smallest addressable unit.

Reqgular DRAM

* Multiple Banks are key to high throughput

* As one DRAM bank is recovering from read
operation, next bank is being accessed
+ Essentially on-chip memory interleaving
* Goal is to hide latency and bitline precharge time
(recovery time)
— Latency is access to first byte, critical path through
row-decode and word line assertion

— Bitline Precharge time (recovery time to next access)
depends on number of bits in a column (number of
rows)
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Single Bank DRAM

LI LT
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>
TOW access X CO]X co])ccol precharge K row access

N
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Multi-Bank DRAM
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Bank # FOW access X col

X colXcol

precharge

-
>
{ TOW access XCOI

-
Ll

Bank #2 ){

TOW access

colX col

a
»

col X precharge

[

Number of banks required to hire all row latency and
precharge time depends on ratio of latency-+precharge to

column access time.
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Peak Bandwidth
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Fig. 11. Multibank system bandwidth calculations.

“High-Speed Dram Architecture Development™, H. Tkeda and H. Inukai, 1JSSC VOI 34,
No 5, May 1999,
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Pull-up devices

WL[O] lﬁ_'
. l . GND
WL[1] II—I il-r
I—I“' Y I—I‘!
WL[2] I{ IE_
| GND
WL[3]

BL[O] BL[1] BL[2] BL[3]
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Metall on top of diffusion

WL[O0]
GND (diffusion)

WL[1]
R =~ Polysilicon

Basic cell

_

0Ax7r “‘ I & Metan
u ]

WL L] — 2.

WL

Only 1 layer (contact mask) is used to program memory array
Programming of the memory can be delayed to one of
last process steps .
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ROM Layout

wordQ

wordt

T Ran

& e ]

word2
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bit<3>  bit<2>

£
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EEAr

bite1>  bit<Q=

fit "
s r::‘éﬁm:t

I‘I‘/tﬁ:i

GND

- LLl—l B

GND

BL[0] BL[1]

PMOS precharge device can be made as large as necessary

BL[2] BL[3]

but clock driver becomes harder to design. .
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Precharged ROM

_ﬂ%
ég

data-line D T

(a) DRAM

WL floating
gate

(b) SRAM

(c) EPROM
EEPRO

WL

T

|]*—Ecuﬂlng
D

{(d) Mask ROM
Fuse ROM
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Non-Volatile ROM

» EPROM

» Erasable Programmable ROM

» EEPROM

» Electrically Erasable Programmable ROM

I » Flash EEPROM

» Electrically Erasable Programmable ROM

. that is erased in large chunks

» All these devices rely on trapping charge

on a floating gate

Floating gate Gate

Source Drain

nt | P \ n*
Substrate

(a) Device cross-section

\ h &
|

g

(7]

(b) Schematic symbol
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Programming EPROM
ov 5

20V \Y
. ] .

T gv L 1 gv

| [] 10V55V 2V v O o v S

eyl

Avalanche injection.  Removing programming voltage = Programming results in
leaves charge trapped. higher V.
» Higher Vth (around 7v) means that 5v Vgs no
longer turns on the transistor
» SIO2 is an excellent insulator

» Trapped charge can stay for years

Erasing an EPROM

» Erase by shining UV light through
window in the package
» UV radiation makes oxide slightly conductive

» Erasure is slow - from seconds to minutes
I depending on UV intensity

» Also the erase/program cycles are limited
(around 1000), mainly as a result of the UV

B erasing
» But, EPROMSs are simple and dense
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Floating gate Gate |

Source % Drain
V////////////////E//g///é//{]///////////////// Z
-30 nm

] %//////////////////////////////// 1 — 0V ViD
n" _J Substrate /u
P 10 nm
(a) Flotox transistor (b) Fowler-Nordheim I-V characteristic
Floating Gate BL

Tunneling Oxide i

transistor |
Vpbp
4&

(c) EEPROM cell during a read operation

» Thin oxide allows erasing in-system
» Fowler-Nordheim Tunneling

» Two transistors instead of one

» The second keeps you from removing too
much charge during erasure

» Bigger and not as dense as EPROM
» But, more erase/program cycles

» On the order of 10°

» Eventually you get permanently trapped
charge in the SiO2
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Flash EEPROM

Control gate

Floating gate

erasure Th|n tunneling oxide

n SourceJ @*—/ n* drain
programming k

p-substrate
] » Essentially the same as EEPROM
» But, large regions erased at once

» Means you can monitor the voltages and
don’'t need the extra access transistor

Elash EEPROM
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Realistic PROM Devices

EPROM EEPROM Flash EEPROM
[Tomitaol] | Llerada8d, [Jinbo92]
Pashley&9]
Memory size | 16 Mbit (0.6 pm) | 1 Mbit (0.8 16 Mbit (0.6 pm)
prm)
Chip size 7.18x17.39 11.8x7.7 6.3 % 185 mm?
mm? mm?

Cell size 3.8 um’ 30 pm? 3.4 pm?
Access time 62 nsec 120 ngec 58 nsec
Erasure time minutes N.A. 4 gec
Programming 5 usec & msec/word, 5 usec

time/word 4 sec /chip

Erase/Write 100 10° 10%-10°
cycles

[Pashley89]

Data —————»]

CAM Memory Array

N m bit words

|

Match

(b}

Data In —=

Content Addressable Mem

CAM Memaory Array

N m bit words

CAM match lines / RAM word lines

RAM Memory Array

N k bit words

Data Out

» Asks the question: Are there are any
locations that hold this value?

» Used for tag memories in associative caches
» Or translation lookaside buffers
» Or other pattern matching applications




Content Addressable Mem

» Add the Match line
» Essentially a distributed NOR gate

Content Addressable Mem

i g P
i)[:} B E B—*E,Fm
N QDG EJ ] G—frm‘,
] ] ﬂ-—cif%m
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Product Terms

XgX1 (

AND | OR
PLANE | PLANE

RIATAN ¥ ¢
AN co

» Still useful for random combinational
logic

» Standard cell ASIC tools may be replacing
them

» They can generate dense AND-OR
circuits
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Pseudo-Static PLA Circuit

GND GND GND GND e Voo
| | 40 4L GND
5 |
el lndl Nl 12
d = :} GND
e ae g
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aEEEd HE, J,
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Ll
Voo ;<0 Xo X1 X1 X Xz i g
AND-PLANE OR-PLANE

IH—“ I:“- doRr

i | | f f
Voo Xo Xo X1 X1 X X i L

AND-PLANE OR-PLANE
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PLA Layout

- Or-Plane
Vop And-Plane i GND

it

Xo Xo X1 X1 X2 X3
Pull-up devices Pull-up devices

PLA vs. ROM

Programmable Logic Array
structured approach to random logic
“two level logic implementation”
NOR-NOR (product of sums)
NAND-NAND (sum of products)

IDENTICAL TO ROM!

Main difference
ROM: fully populated
PLA: one element per minterm

Note: Importance of PLA’s has drastically reduced
1. slow
2. better software techniques (mutli-level logic
synthesis)

-
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» Field Programmable Gate Arrays
» Array of P-type and N-type transistors

» Sources and drains connected to
» Power and ground
» Metal

» Map gate structures to sea of gates
» Less expensive — only modify metal masks
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