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SUMMARY

The Standard Subject Identification Code (SSIC) is not effectively used by the Navy,
and the potential benefits of accurate message subject coding are not being realized.
This assertion is inferred from SSIC usage rates, information levels, and its use in
aiding internal distribution. The first two measures, when applied to the Yom Kippur
data base at CNA, show that:

® Only 42 percent of all messages and only 58 percent of Navy-originated
messages contained an SSIC. Some of the Navy messages are exempt, yet 35
percent of them were coded, while only 77 percent of the nonexempt messages
were.

e The SC, an alternate subject code, contained 14 percent more information
for all the messages and 47 percent more information for operations-related
messages than did the SSIC, where entropy is used as a measure of information.

e Of the SSICs, 8 percent had only one significant digit; another 20 percent
had only 2 significant digits. When only operational messages are considered,
these numbers degrade to 16 and 16 percent, respectively, for a net of 32 per-
cent with an accuracy of 2 digits or less.

These measures show that the SSIC is not being used to effectively characterize the
traffic. This is substantiated by the variability in use of the SSIC to denote internal
distributions. For the 3 message centers considered, from less than 1 to more than
40 percent of the messages were routed on the basis of the SSIC. Considering that up to
30 percent of the traffic is manually routed, there are undoubtedly messages containing
SSICs that are not automatically routed, simply because some commands do not wish it.
The use of a message subject indicator, however, is a valid concept. More than 77 per-
cent of all messages and 84 percent of Navy-originated messages in the Yom Kippur data
base contained either an SSIC or a recognized flagword or keyword.

An alternate subject code (SC) is considered in this research contribution. It has 7
major categories (compared with 13 in the SSIC) -- operations, intelligence, adminis-~
tration, supply, communications, environment, and special messages -- each divided
into specific functional subcategories. Specific subjects are identified within each sub-
category. This functional, hierarchial arrangement allows grouping similar types of
messages concerning different subjects and, ultimately, eases use of the code and im-
proves its accuracy.
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The SC has been used in earlier OEG studies and, more recently, with the Yom Kippur
data base. This experience indicates that it is fundamentally a good subject code since:

e It can be applied to more than 98 percent of the Yom Kippur messages.

e It contains significantly more information than the SSIC even though it has
fewer major categories.

e Only 0.7 percent of the SCs had just one significant digit, and 21 percent had
2 significant digits, When only operational messages are considered, essentially
none had just one significant digit, and only 8 percent had 2-digit or less accuracy.

An effort is underway to improve the SC by incorporating the experience gained in this
study. Some subcategories, particularly in the administration and supply sections, will be
modified, but its basic format will remain the same. A major uncertainty about the SC
rests in the ease and accuracy of use by message originators. An operational test and
evaluation of the modified SC is proposed to remove this uncertainty.

In conjunction with this test, work should begin to use the information provided by an
accurate message subject code. Such a code would be useful in:

e Improving accuracy -- hence, timeliness -- with which messages could be
routed,

e Providing an easy mechanism for determining what classes of information are
flowing at what precedence in the communications system (a form of "automatic"
screening board; see reference 2),

e Providing a way to file and retrieve messages in addition to the current date
time group-originator method.

Successful implementation of any one of these concepts would give the users an in-
centive to accurately apply a subject code and work toward its improvement.

The methodology developed in this report could serve as a basis for the proposed
testing and evaluation of the SC. However, it can also serve as the basis for the continued
testing of any code that may be ultimately accepted. Any code that is used should be
dynamic, changing in response to users’ needs. A continuing effort as part of the oper-
ational procedures should involve monitoring the frequency of use of the code values, delet-
ing those that are not used, and, consequently, tailoring the code to the average traffic
encountered so that a maximum amount of information is carried in the code.

Finally, this methodology enables objective comparison of different concepts of mes-

sage coding, such as flagwords, office codes, and subject codes. This capability should
prove useful in designing a message code that is acceptable to the joint services.
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INTRODUCTION

The Standard Subject Identification Code (SSIC) is used by the Navy to subject code
its messages., Unfortunately, the full potential of the concept is not being realized,
partly because of inadequacies in the SSIC, and partly because the users receive no
tangible benefits from its effective application.

This research contribution deals with both failings. SSIC shortcomings are identi-
fied and its performance is compared with that of an alternate subject code, and poten-
tial uses of the extra information that a good subject code provides are developed. These
uses include traffic management, data-base formation, message retrieval, and improved
internal- message distribution.

As a result of this analysis, a basis is established for comparing subject codes with
each other and with other schemes of message encoding, such as office codes or flag-
words. This is particularly relevant in the search for a message coding scheme mutu
ally acceptable to the joint services for internal routing of messages.

To achieve these goals, a methodology for evaluating the effectiveness of a subject
code is developed here. Analytical measures are introduced to analyze the code and its
application to message traffic. A point of reference for these measures is formed by
considering the actual use made of the information provided by the SSIC. Since these
measures are applicable to any type of message encoding scheme -- office codes, sub-
ject codes, or otherwise -- they form a basis for comparison between schemes. Their
use as design tools is also discussed.

Five different analytical measures of effectiveness are used: application rate, con-
sistency, appropriateness, entropy, and coding level. Application rate is the percent-
age of messages under consideration that contain a subject code. Consistency indicates
the variety of different codes applied to messages that should have identical codes.
Appropriateness characterizes the use of codes that are totally unreasonable for the mes-
sages considered. These first three measures concern the application of a code to mes-
sages; the last two measures -- entropy and coding level -- describe the amount of
information provided by the code and its utility once it is on the messages. Entropy is a
probabilistic measure of the information level; it is described in appendix A. It has been
used extensively in statistical mechanics and communications theory. Coding level de-
notes the number of significant digits in the code., For example, the SSIC//N03131// has
a higher coding level than //N03000//, and presumably is more valuable for internally
routing the message. The five measures together imply the basic characteristics of a
good message code: It is used, it is accurate, and it contains worthwhile information.




These measures were applied to the Yom Kippur data base at CNA. This base con-
sists of 6265 messages transmitted in the Mediterranean area on 25 October 1973 and
4 November 1973. They were collected at Navy communications stations servicing the
U. S. Sixth Fleet. A copy of each message was delivered to the Operations Evaluation
Group (OEG) and a new subject code (SC) manually assigned to it. This assignment was
based upon the text of the message and was independent of the SSIC on the message. The
SSIC, originator, addressees, and certain flagwords were also recorded for each mes-
sage (see appendix B for a list of these flagwords). A more detailed description of the
Yom Kippur data base and its formation is in reference 1. One of the key features of
the base is that it is formed from real-world, operational, crisis-period data.

The SC used to encode these messages is a heirarchial code with seven major cate-
gories -- operations, intelligence, administration, supply, communications, environment,
and special messages. Each category is divided into specific functional subcategories.
For example, the operations category is subdivided into force activities, casualty reports
(CasReps), operational support, unit movement, and command and control. Specific sub-
jects are then identified within each subcategory. The full SC is listed in appendix C.

This code has its origins in earlier OEG studies. It has been refined and expanded
in the process of being used to encode:

e All messages over EastPac broadcast from 8 through 17 September 1971,

e  All traffic passing through Naval Communications Station (NCS) Morocco
on 25 February, 28 February, and 1 March 1972,

e Sampled traffic through NCS Guam on 15 February 1972.
e Most of the messages passing through NCS Guam on 16 April 1972,

e All traffic passing the message center at Makalapa, Hawaii (which serves
CinCPacFIlt and ComServPac) on 1 July 1972,

e Sampled traffic from the message center aboard USS Oklahoma City.

Thus, the code has been used on a variety of traffic: crisis and noncrisis, exercise
and normal, shore/ship interface, shore-based message center, and afloat message
center (see references 2, 3, and 4).

This report begins with the SSIC evaluation, followed by a discussion of some of the
potential uses of a good subject code. The methodology is then summarized and used to
evaluate the SC, which is shown to be a workable solution to the problem.,




An effort is underway to use the results of this analysis to improve the SC, Some of
its subcategories will be modified, but its basic format will not be changed. It is recog-
nized that the SC was applied after the fact and not in an operational environment, There-
fore, there is some uncertainty regarding the ease and accuracy of use by message
originators, and a test of the modified SC is proposed to remove this uncertainty.




STANDARD SUBJECT IDENTIFICATION CODE

The SSIC is the Navy message subject code. It is evaluated in this section using the
measures described in the introduction. These measures are used to analyze the basic
characteristics of usage, accuracy, and information.

USAGE

Only 42 percent (2, 633) of the 6, 265 messages in the Yom Kippur data base contain
an SSIC. The remainder either have zeros in the SSIC field or the field is left off the
message. (Unfortunately, the SSIC //N00000// is not differentiated from a blank SSIC
in this data base; both are recorded as "00000. ")

These low rates partly result from non-Navy- or non- Marine Corps-originated mes-
sages. About 27 percent (1, 701) of the messages in the data base are non-Navy-originated
and, therefore, are exempt from using an SSIC. The major non-Navy originator is the
Defense Automatic Addressing System (DAAS), which handles MilSTRIP documents mes-
sages for shore-based supply centers; DAAS does not use the SSIC. More than 500 mes-
sages came from DAAS. About 380 Air Force-originated messages are also in the data
base, along with 300 service messages from various non-Navy communications centers.

If these non-Navy originated messages were factored out, the SSIC application rate for
Navy-originated messages would equal 58 percent (2, 633/4, 564).

OpNavlinst 2100. 1 affects SSIC use on these messages by exempting messages such as
operational reports, (OpReps), movement reports (MovReps), and CasReps from SSIC
use, along with messages using key words exclusively to denote subject matter (for exam-
ple, Exercise High Heels). A copy of this instruction is contained in appendix D. These
types of messages, together with communications service messages (for example, re-
quests for retransmission) comprise 47 percent (2, 129) of the 4, 565 Navy-originated
messages in the Yom Kippur data base, and can be construed to be exempt from SSIC
application by virtue of this OpNav instruction.

It is not clear how much effect this OpNav instruction actually has had, since it has
not been uniformly adhered to for these exempted messages. Figure 1 shows the SSIC
application rates for some of these exempted messages. The messages are represented
by their SC values. The number at the top of each column denotes the SSIC application
rate for that particular category. The numbers in parentheses represent the SSIC or
flagword (or both) application rates and are discussed elsewhere in this report. The
MilSTRIP messages in the figure originate at both operational and supply commands that
do not use DAAS. Thus, the SSIC application rate for some of the exempt messages is
essentially 100 percent; for others, it approaches zero.
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An average of 35 percent of all exempt messages have SSICs, compared with 77 per-
cent of the nonexempt messages. (Table 1 summarizes the number of messages in these
different categories.) Consequently, the existence of this OpNav instruction precludes
an accurate estimate of SSIC applicability to all the traffic -- that is, the percentage of
traffic that does not have SSICs because of difficulty in applying the code. However, 23
percent of the nonexempt messages do not contain SSICs, and this figure is used as a
first-order estimate.

TABLE 1

SSIC USAGE SUMMARY FOR YOM KIPPUR DATA BASE

Number of
Number of messages with
Number of messages with nonzero SSIC or
messages nonzero SSIC flagword (or both)
Entire Yom Kippur data base 6, 265 2,633 4, 835
Non-Navy originated 1,701 0 1,010
Navy originated 4, 564 2,633 3, 825
Exempt from SSIC by
OpNavlInst 2100, 1 2,129 751 1,892
Nonexempt from SSIC 2,435 1,882 1,933

For the sake of contrast, more than 98 percent of all the messages had an SC assigned
to them. Most of the uncodable messages had no English text and were purely numeric.

Figure 2 shows a further breakdown of SSIC application by major SC category. The
first digit of the SC is used to determine each message's category, and the number at the
top of each column denotes the SSIC rate for that category. The figure shows that intelli-
gence is the worst category with only a 56-percent rate. The next lowest is environment,
79 percent, with all the rest at least at 80 percent; supply reaches 93 percent. Reasons
for this behavior are covered in another section.

Another measure is the use of any subject indicator on a message -- either an SSIC or
a flagword, or both. These rates are given in figures 1 and 2 and summarized in table 1;
77 percent of all messages and 84 percent of the Navy-originated messages in the Yom
Kippur data base have some sort of subject indicator. Since only the flagwords listed in
appendix B are counted (and our text-searching routine for identifying flagwords tended to

-6-




& LN

S NN

% LA\

-t 4
s & § 8 8 8 8 8

aseq e1ep Jnddiy wo A ui sabessaw Jo Jaquinp

w

[To]

™

[e128dg

JUBLILOIIAU]

SUOIIRIIUNWIWOY

Ajddng

uonensiuwpy

aauabijau|

suonesadq

UMoUNU(

Major
SC

category

FIG. 2: SSIC APPLICATION RATES FOR NAVY ORIGINATED,
NONEXEMPT MESSAGES




miss substantial numbers of them), these values should be treated as lower bounds. Since
these rates are lower bounds, they support the argument that Navy and non-Navy message
originators indeed use subject indicators.

ACCURACY

SSIC accuracy is reflected in the consistency and appropriateness measures. When
there is a wide range of SSIC values for messages having similar contents, the SSIC is
not consistently portraying the subject matter. Likewise, the SSIC used may simply be
incorrect; that is, it could not reasonably be appropriate for the message. The question
of inaccuracy caused by using vague or general codes instead of more specific ones is
dealt with in the information-related measures.

Consistencz

To measure consistency, some benchmark is necessary. Flagwords in the message
subject line were used as datum points, and the various SSICs used with them were tabu-
lated. The results were very consistent even with different originators. An SSIC was
not always applied to messages containing flagwords; but when it was, it was done so
consistently. The only flagword showing any significant variation was CasRep. And even
then, instead of a 3040 operations SSIC, values from the logistics section were used.

Appropriateness

It is very difficult to measure degrees of appropriateness, so only obviously incor-
rect SSICs were considered. For example, a 4490 SSIC (material requirements, advance
planning) was used on a message concerning anchorage assignments. The correct SSIC is
3171, so this SSIC was considered definitely inappropriate.

For the 1,000 or so messages considered, very few inappropriate SSICs occurred.
Some of these could have resulted from transmission difficulties or errors in entering
the values into the data base. Overall, there was no significant use of obviously incor-
rect SSICs. The tendency was to use a more general category SSIC.

INFORMATION

The information characteristic of a code has two facets: How much information is
contained in the code, and what is the utility of this information? The amount of informa-
tion is based upon a code value's probability of occurrence and is measured by entropy;
the utility of the code depends on the use made of it.




To illustrate the distinction between the two, consider this example. Suppose there
are two sets of 100 messages. One set has 90 messages with 3000 SSIC values and 10
with 3124 values. The other set has 10 messages with 3000 SSIC values and 90 with 3124
values. From a probabilistic viewpoint, each code set has two categories with .9 and .1
probabilities of a message being in one or the other category. The entropy of each code
set is therefore identical. However, if the codes were used to internally route messages,
the 3124 value would be much more valuable than the general 3000 code. Therefore, the
second set of code values has greater utility even though both sets have the same amounts
of information.

EntroEX

Entropy is defined in appendix A; its application to message codes is thoroughly de-
veloped there and in the course of this report. For this discussion, it can be viewed as
a useful coding measure because it quantifies some desirable properties of codes.

Suppose 10 different messages are encoded with two different codes. Intuitively, the
code that gives the larger number of distinct code values for this set contains more infor-
mation. If one code were to give all 10 messages the same code value, and the other code
were to give each message a unique value, the latter code would give more information
about the messages. Knowing just the code values, the latter code would tell you there
are 10 different messages; the first code would not tell you whether the messages are
different.

Another way to view this concept of information is to consider the relative frequen-
cies of the code values. If the same value were to occur all the time, there would be no
uncertainty and, therefore, no information in the code. However, if all the code values
were equally likely to occur (for a given set of messages), there would be maximum un-
certainty and a corresponding maximum amount of information in the code.

Entropy incorporates both these intuitive viewpoints -- number of distinct code values
and probability of occurrence -- into quantitative measure. Consider all the messages in
the Yom Kippur data base having an SSIC code in the 3000-3999 category (operations and
readiness), The number of occurrences of SSIC and SC code values for these messages
are given in figures 3 and 4, respectively. Only the number of times a value occurs is
given, not the value itself. For example, in the first row of figure 3, the first SSIC
value occurs 153 times, the second 11 times, and so on (see appendix E to identify which
SSIC values these are). There are 222 different SC values compared with only 62 SSIC
values, and the messages are spread more evenly throughout the SC values than the SSIC.
(Four SSIC values have more than 97 occurrences, while no SC value has that many.) Not
surprisingly, then, the entropy of the SC is 4. 6, greater than that for the SSIC, 3.1.
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The different values of entropy for various sets of messages from the Yom Kippur
data base are summarized in table 2, The rationale behind the choice of these sets is
a desire to compare the SC main categories to the corresponding SSIC categories. Since
there are fewer SC main categories, several SSIC categories correspond to one SC cate-
gory. For example, the SSIC categories of logistics, ordnance, ships design, general
material, and aero material correspond to the SSIC supply category.

TABLE 2
SSIC AND SC ENTROPY MEASUREMENTS

Set of messages from Yom Kippur

data base whose codes are evaluated Message subject code
SSIC SC
All messages in data base 2.4 4.3
All messages with an SSIC 4.1 4,7
All messages with operations SSICs 3.1 4.6
All messages with communications SSICs 2.0 3.0

All messages with mil personnel, gen admin,

medicine, fin mgmt, fac ashore, or civ

personnel SSICs 4.0 3.4
All messages with logistics, ordnance, ships

design, gen material, or aero material

SSICs 2.8 3.0

The SC has a greater entropy for all the sets than does the SSIC, except the admin-
istration category. The main reasons for this behavior are the different distributions of
code values throughout the main categories of the two codes. The SC has 838 possible,
valid code values in its operations, intelligence, and environment categories. Taken
together, these are the counterpart to the SSIC's operations and readiness category,
which has 138 possible valid code values. Considering the emphasis that entropy places
on unique values, it is not surprising that the SC operations codes have greater entropy.
What is surprising is how well the SC does compared with the SSIC for the other cate-
gories. While the SC has 25 more values in the communications category (87 vs. 62),
it has considerably fewer values in the remaining two categories (93 vs. 555) for admin-
istration-type categories, and 47 vs. 586 for supply-type categories. The entropy meas-
urements for the administration-type categories only partially reflect this, while the
supply-type categories are totally opposite of expectations.

-11-




The reason for this behavior is that the potential of the SSIC is not being utilized.
The number of SSIC code values used is only a small proportion of those that are avail-
able; the relative utilization of the different SC code values is much higher. The frequen-
cies of the different SC and SSIC values in the Yom Kippur data base appear in appendixes
C and E, respectively.

When all the messages in the Yom Kippur data base are considered (messages with-
out a code are treated as having a null value and then treated the same as a coded mes-
sage), the SC has 79 percent more information. This value is an upper bound, since
SSICs were not applied to the majority of messages in the base. However, it reflects
the present amount of information given by the SSIC about messages in the Navy communi-
cations circuits.

The SC entropy for all the messages is less than that for just the messages with SSIC
codes. The reason for this is that all the messages, viewed as a whole, are not as ran-
dom as those with SSICs. The SSICs are exempted from 630 MGDATS (which are for-
matted intelligence messages), 537 DAAS-originated messages, and 300 communications
service messages. Since the messages in each of these categories have identical subject
codes, the codes contain relatively little information. Thus, the average amount of in-
formation (entropy) did not increase even though there was an increase in the number of
code values.

Coding Level

Rather than get into subjective estimates of the utility of coding information, coding
level is used here as an indication of this utility. Coding level measures the number of
significant digits, and it is assumed that the more useful code values have higher coding
levels.

There are five levels of coding possible using the SSIC: levels 0 through 4 with val-
ues 0000, X000, XX00, XXX0, and XXXX, respectively, where X represents any non-
zero digit. A level 0 code means that no SSIC is assigned, and a level 4 code means that
the SSIC has 4-place accuracy. Since there are 13 major SSIC categories, it is assumed
that the leftmost digit can have a value between 1 and 13. That is, a 13051 SSIC has ef-
fectively the same level coding as 3051, Similarly, any zero to the left of a nonzero digit
is treated as a significant digit. Thus, 3051 is a level-4 code, not a level-3.

The levels of SSIC coding for the Yom Kippur messages are shown in figure 5. Only

the 2, 633 messages containing SSICs are considered for the SSIC curve. For these mes-
sages, 72 percent had level-3 coding and 92 percent had level-2 coding.

-12-
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By contrast, the SC had distinctly better results, even when more than double the
number of messages was considered. All 6,175 messages with nonzero SC values were
considered; 79 percent had level-3 coding, and more than 99 percent had at least level-2
coding. (There are a number of SCs with the form XX X. These are assumed to be
equivalent to XXX and assigned to level 3).

The significant difference in level-1 coding -- only 41 of 6,175 messages had just
level-1 SC codes, vs. 218 of 2,633 for the SSIC -- implies that the SC had better defined
subcategories. In other words, fewer subject codes are left at level 1 because the proper
subcategory at level 2 is not clear. Similarly, 78 percent of the messages had at least
level-3 SCs, vs. 72 percent for the SSICs. No comparison at level 4 is made, since
neither code has a full set of fourth-position codes.

The contrast is even more dramatic when only messages with an operations category
SC are compared (messages witha 1 SC). There are 1, 460 messages with such SCs,
and 824 of them have SSICs. The coding levels are shown in figure 6. The clear superi-
ority of the subject code at all levels is evident. It is particularly noticeable at level 3
-- 92 percent of the subject codes (1, 342/1, 460) have at least level-3 coding, vs. only
68 percent (557/824) of the SSICs., Again, the implication is that the SSIC does not
have subcategories that relate to the operational traffic and, consequently, does not have
as much utility (value) as the SC.
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USE OF INTERNAL DISTRIBUTION

Thus far in this research contribution, usage, accuracy, and information of the SSIC
have been measured. These measures have attempted to objectively and analytically
evaluate the SSIC. Still another measure is the actual use made of the SSIC value on mes-
sages. The Navy's Local Digital Message Exchange (LDMX) offers an ideal testing ground,
since it allows users to select which parameters should be used to route messages to them.

The LDMX can route automatically on the basis of Address Indicating Groups (AIGs),
referenced messages (incoming or outgoing), flagwords, and the SSIC. The choice of
which indicators to use and the order in which they are effective is up to the individual
commands. When a command specifies that AIGs should be used before flagwords, inter-
nal distribution will be based on the AIG whenever it is found on a message. Only when
an AIG is not found will the LDMX use the flagword-based internal distribution. When
none of the parameters is found, or when there is an error in the message header, manual

routing is used. Consequently, actual use of the various parameters indicates how the
users value the SSIC.

Table 3 summarizes the various parameter usage rates for LDMXs at the Pentagon
(OpNav) and at Crystal Plaza and Hampton Roads, Virginia., These three LDMXs handle
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different types of traffic -- the Pentagon and Hampton Roads are operationally oriented,
and Crystal Plaza is more administrative in nature.

TABLE 3

PERCENTAGE OF MESSAGES INTERNALLY ROUTED
BY VARIOUS LDMX METHODS

Method used to

LDMX SITE
internally route .
messages Pentagon Crystal Plaza  Hampton Roads

SSIC <l 34 22
Flagword 50 35 45
AIG 2 1 3
Reference S 4 5
Drafter distribution 13 12 10

(data pattern, comm service,

SpeCat)
Manual® 30 10b 15

a .
Messages are manually routed when none of the above parameters is found on a mes-
sage, or when there is an error in the message heading,

b80% of the manual routes at Crystal Plaza are based upon the SSIC.

For the operations-oriented Pentagon traffic, the SSIC is not used. (Only 16 out of
more than 54, 000 incoming messages in December 1974 were routed on the basis of the
SSIC.) However, at Crystal Plaza, the SSIC is used for over 40 percent of the messages,
and it is the most popular of the indicators. Perhaps more Navy-originated messages
(hence, more messages with SSICs) are received at Crystal Plaza than at the other loca-
tions. Flagwords are used uniformly throughout these LDMXs.

Two conclusions can be drawn from this table, The SSIC does not relate to
operations-related messages, as evidenced by the total lack of its use at OpNav; and
flagwords are used more often than the SSIC to denote the desired distribution, even
though the main purpose of the SSIC is to aid internal distribution.
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DISCUSSION

All the measures indicate that the SSIC is not well-designed for operational messages.
Its application rate is lowest for these messages. The SC categories of operations, intel-
ligence, and environment fall into the SSIC category of operations and readiness, and
figure 2 shows that these three SC categories (ignoring the special messages category)
have the lowest SSIC application rates. The SSIC's accuracy is satisfactory, but the in-
formation rate and coding level for operational messages are again the worst of all the
categories.

In summary, the SSIC is a concept that is not reaching its potential, It is used to aid
internal distribution, but, at best, more than 50 percent of the messages are routed by
other means for the three LDMXs considered. A significant proportion of the SSIC values
never occurred in the Yom Kippur data base, Figure 7 shows a breakdown of SSIC occur-
rence by major category. Obviously, only three categories are utilized, while the infor-
mation potential of the others is wasted. Appendix E gives a detailed breakdown of SSIC
use within these major categories, Better design of a subject code allow increased use
of the information capability of a code. But before discussing these design questions,
some of the potential uses of a good message subject code are considered.
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POTENTIAL USES OF A MESSAGE SUBJECT CODE
DATA BASE FORMATION AND MESSAGE RETRIEVAL

An accurate subject identification code on a message would ease data base formation,
since the messages could then be automatically scanned for subject matter and incorpor-
ated into data base when desired. The data base could be kept current with minimal
effort, Since all the relevant messages could be scanned, the data base would be accurate.

Systems such as the Naval Communications Processing and Routing System
(NavComPars) and the LDMX maintain journal tapes containing all the messages processed
by them during a given time (usually 6 months), Message files could be built from these
tapes by the commands serviced by the NavComPars/LDMX, and messages could be re-
trieved from these files on the basis of a subject code. If these retrievals were timely and
comprehensive, the commands would not need to maintain as many duplicate and man-
power-intensive message files as they now do.

New programs -- such as the Remote Information Exchange Terminal (RIXT) and the
Consolidation of Telecommunications on Oahu (COTCO) -~ should further reduce response
time, making these computer-based message files even more attractive. A message sub-
ject code is then simply another means of accessing these files, and it may help in further
processing the information.

Consider the naval status of forces reporting systems., Formatted messages such as
NavForStats (naval force status), EmpSkeds (employment schedules), CasReps, and
MovReps deal with the status of forces. Various commands in a fleet will receive copies
of all these types of messages and maintain separate files using them, In addition, Navy-
wide files of these reports are maintained, However, the Navy-wide files are not as
current or accurate as the command files because of time delays in entering the messages
into the system and inaccuracies in the reports themselves. The fleet commands will
check out inconsistencies to ensure accuracy.

But there is quite a bit of duplication of effort in maintaining these files, If instead
the NavComPars/LDMX servicing the fleet were to give prompt, comprehensive retrievals
based on subject matter, some of these files would not need to be separately maintained.
A search for all messages affecting status of forces could be done regularly, thus improving
accuracy with minimal effort. (This will remain true even when the Composite Repoxrting
System, ComPrep, becomes operative,) Ships leaving for sea could verify that any files
they have on boaxd are up to date, Similarly, commands could ensure that their manuals
are up to date by appropriate searches of the message traffic.
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When a ship enters a new command, there can be a time lag until the command has
enough background information to more fully ascertain the ship's status, Procedures
could be implemented using the message files to reduce this time. For example, if the
ship had always included its operational commander as an addressee, it could request
the NavComPars/LDMX to forward its most recent force status messages to its new
command,

These message files need not be maintained necessarily in the NavComPars/LDMX,
With NavMacs (Naval Modular Automated Communications Systems), the ships potentially
will be able to have their own computerized files on board ship.

By the late 1970s, the Navy's automation programs may have matured to the point
where units may be able to talk directly to the Worldwide Military Command and Control
System (WWMCCS), in addition to the NavComPars/LDMX, When the response times of
WWMCCS are too slow, the NavComPars/LDMX/NavMacs may offer a workable command
and control alternative. A message can be viewed as a command and control unit and be
operationally useful because of its retrievability. Responsive data bases for day~-to~-day
use by the fleet could be maintained through the NavComPars/LDMX/NavMacs, while
WWMCCS would maintain more comprehensive, longer-term files suitable for trend
analysis, reconstruction, "big picture," and planning considerations.

The key to the usefulness of messages as command and control units is their re-
trievability. A good subject code adds a significant dimension to this retrievability., See
appendix F for evidence of the desire by users, such as the Navy Command Support Center,
for the techniques discussed in this section, That appendix contains a CNO memorandum
requesting that the requirement to automatically process and file narrative messages be
validated. There is an explicit request for file retrieval by subject. The need for a
message subject code follows accordingly.

TRAFFIC MANAGEMENT

If message subject codes were actually used, it would be possible to monitor the
traffic content over communications channels, With NavComPars, a near real-time dis-
play of this information is possible. This capability would give a new dimension to manag-
ing communications channels and to the command and control of operating forces using
them., For example, screening boards could monitor the precedence levels on the channels
and relate them to the subject matter. Abuses of the precedence system could be reduced
and new precedence assignment instructions determined in real time. (Each operating area
could have its own set of precedence instructions as determined by the operational command.,)
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Consider what the situation was in the Mediterranean on 25 October 1973, Table 4
gives a breakdown of the precedence levels by general subject category for the messages
contained in the Yom Kippur data base. Of the 100 flash operations messages, 68 con-
cerned Air Force-originated schedules for the airlift to Israel. A high percentage of the
flash messages, 48 of 176, were communications related. Table 5 shows further break-
down of these messages, It shows the large number of flash communications services
messages (33 messages fall into the 51 __ category,) Further checking reveals that most
of these flash service messages resulted from airlift messages. Consequently, about
57 percent (100 of 176) of the flash traffic was specifically airlift-related, This amount
of flash traffic considerably slows the speed of service of lower-precedence traffic, The
resulting delays could prove serious enough for the precedence instructions to be altered.

The above kind of information would aid such decisions. For example, if the naval
situation on 25 October had reached a point where speed of sexrvice for Navy operational
messages was of vital concern, these messages would really have had higher priority
than the airlift messages, at least on Navy communications circuits,

But precious time could have been lost in clearing the Navy circuits. An automated
system based on subject codes would allow a screening board, staffed by Navy officers
with the proper authority, to monitor the situation and, if necessary, help them in their
job of screening the traffic. Without a subject code, if would be much more difficult to
filter the messages. Obviously, all Air Force-originated messages could not be delayed,
but the board could decide to delay all those concerning the airlift,

In addition to monitoring the precedence levels, future screening boards may be
required to reduce the amount of traffic to the fleet to a more manageable level, With the
increased capacity of the new communications satellite circuits, traffic may grow beyond
the capability of the ship-based staffs to effectively absorb it. Good message subject
codes would make these screening boards more effective (see reference 2).

INTERNAL MESSAGE DISTRIBUTION

Finally, there is the problem of message distribution -- how to ensure that people
obtain necessary information without burdening them with superflous information., There
are two conceptual approaches: extract the content of the message and distribute on the
basis of this content, or directly indicate the distribution desired. Use of the first concept
assumes that once the content is known, proper distribution of the message follows, Use
of the second concept assumes that the originator knows the proper distribution.

In practice, the Navy uses a combination of these two concepts., The originator is

expected to list the addressees but not necessarily local distributions within the addressed
commands, In the automated world, the LDMX will assign the local distribution using a
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TABLE 4

PRECEDENCE BY CONTENT BREAKDOWN FOR 25 OCTOBER
MESSAGES IN YOM KIPPUR DATA BASE

Precedence Operations Intetligence Administration Supply Communications Environment Special Unknown Total
Flash 100 8 7 3 48 4 1 5 176
immediate 335 220 50 35 260 23 8 6 937
Priority 248 210 21 461 195 78 16 15 1,344
Routine 99 72 170 85 116 12 9 10 573
Unknown 1 0 0 0 0 0 0 0 1
3,031
TABLE 5
DETAILED BREAKDOWN OF 25 OCTOBER FLASH COMMUNICATIONS
MESSAGES IN YOM KIPPUR DATA BASE
Z2DK : Link Special
General Changes/ Broadcast Misroute ZAT/ZDK
A request to ; : Routing 1114 message Total
services corr originator requests action replies support e
Subject code: 5100 5120 5130 6140 5150 5160 5§300 54CD 5620
Number of flash commu-
nications messages 14 2 1 3 12 1 1 1 13 48




variety of indicators. A search is made for AIGs, referenced messages, flagwords, and
the SSIC, When an AIG is found, the message is given the same distribution as other
messages with the same AIG, Likewise, a message is given the same distribution as the
referenced message it contains, Flagwords and the SSIC are content indicators, and local
distributions are assigned on the basis of this content. The choice of which indicators to
use (that is, their priority) is up to the individual commands.

There are some problems with these procedures. In a sense, use of AIGs and
references to indicate distributions are direct distribution concepts, but they are really
only useful in providing consistency once the original distribution is decided. By them-
selves, they do not indicate the correct original distribution. A sizable amount of manual
intervention is still needed because often none of the indicators is found on a message
(see table 3). This manual intervention is undesirable because it can be time-consuming
and inconsistent. If a message subject code were always used, the manual intervention
would be reduced.

However, distribution procedures based solely on codes will encounter the problem of
attaching levels of importance. Travel arrangements to a ship for an admiral and an en-
listed man may have identical content codes, but their desired distributions will differ. A
supply message may have operational significance or be just logistics. Its content is the
same, but its relative importance and resulting distribution shift,

As a result, any automated distribution assignment procedure may require a com-
bination of direct distribution and content-based distribution concepts for effective oper-
ation, Effective application of a good message subject code by itself may not solve the
message-distribution problem. The idea of directly specifying the type of local distribution
through some sort of code along with a subject code is worth considering. For example,
the use of a VIP keyword along with the subject code on the admiral's travel arrangements
could alert the LDMX that a special distribution is required. Or writing "Senior Ops"
after the subject code on the supply message would denote that a high-level operations
officer should see the message.

Another feature worth considering is for the originator to place his office code along
with the subject code. Knowing the originator's office code could aid both internal distri-
bution and assignment of a distribution code to any reply message. This idea has been
used in the CincPacFlt area, apparently with some success.

The potential savings from improving these routing procedures are significant, There
would be a reduction in the communications center effort, since fewer messages would need
to be manually processed. The improvement in overall quality would save time and effort
spent correcting misroutes and, more significantly, cut down the number of messages
"shotgunned" to the staffs.
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While the misroute problem can be serious, the daily flooding of staffs with messages
poses an unnecessary workload., For example, if an LDMX were to receive an average of
2, 500 messages a day, and distribute 50 copies of each message and if it would take 6
seconds to scan each copy and one-third of the copies are of no interest to the reader --
that is, they are scanned and discarded -- then about 70 hours a day, or 9 men, are wasted
scanning the messages. (The input volume and number of copies are representative for the
Naval Telecommunications Center at Hampton Roads.,) Obviously, even a small reduction
in the number of superfluous copies would yield significant savings in staff workload. This
ignores the savings in paper costs and distribution effort.
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CHARACTERISTICS AND DESIGN OF A
GOOD SUBJECT CODE

To realize the benefits that could be achieved from a good subject code, an organized
approach is needed, In this section, the basic characteristics of a good subject code are
restated to serve as design goals, the measures summarized and finally code design con-
siderations discussed. This section is more philosophical than the preceding ones; its
aim is to structure a point of view for designing message subject codes,

CHARACTERISTICS

A good subject code exhibits three basic characteristics:
— It is used,
— It is accurate,
— It contains worthwhile information.

A code is used when the message drafters can find the proper value with reasonable
effort, as opposed to omitting it entirely or using some general category by default, A
code is accurate when it gives the best indication of the message's subject matter (within
the limits of the code) and there is consistency among users in its application. And a code

contains worthwhile information when it aids in some function, such as internal distribution
or traffic management.

The first two characteristics concern application of the code to all the messages; the
last concerns the value or utility of the code once it is on the messages. For example,
when all ship-scheduling messages are consistently given the most appropriate subject
code value, the code is both used and accurate; and when this code value improves inter-
nal distribution, it is worthwhile. A measure of how much information the code actually
contains is covered in the next section,

MEASURES
The extent to which the previous characteristics are present are indicated by these
measures:
— Application rate.
— Consistency.

— Appropriateness.

— Entropy.

-24-




— Coding level.
— Actual Navy use,

Application rate, which is the percentage of messages under consideration that con-
tain a subject code, partially measures the usage of a code. Use of general category
codes as a default is reflected in the entropy and coding level measures, Consistency
measures the percentage of identical messages that should have been assigned the same
codz value, while appropriateness reflects the ability of the encoders to select the most
suitable code value for the given message., Together, they measure the accuracy of a
code. A code may have no really good value for a particular type of message. This will
be reflected in the information-related measures. The accuracy measures simply show
how well the drafters can find the best available code value.

The last three measures concern the worthwhile information characteristics. This
characteristic has two facets: How much information is contained in the code, and how
valuable is this information?

Considering the first facet, if each message were viewed as an information unit, the
mes:sages would have an inherent amount of information, or so-called entropy (see
appendix A), The codes assigned to a set of messages can have no more information than
the messages themselves., (They can, but only when the codes are incorrectly assigned.)
Ideelly, the codes would contain the same amount of information, But this is difficult to
achieve, since the amount of code information is reduced whenever two different messages
are assigned the same code value, Thus, the entropy of a code depends upon two factors:
the inherent information in the messages themselves, and how much of this information is
contained in the code,

If it were possible to measure the inherent entropy in the messages, it would be
possible to compare it with the code's entropy and measure the code's effectiveness,
Unfortunately, there is no way to do this. (If it could be done, it would imply a perfect
code,) The task is then reduced to comparing entropy levels for different codes applied
to the same message sets, The code that has the greater entropy obviously has done a
better job in relaying the information inherent in the messages, The actual code values
are irrelevant in measuring the entropy of a code; they only serve to distinguish different
categories,

Utility of the information in the code depends on how the code is to be used -- for
example, internal distribution, traffic management, or data base formation. Each use may
place special premiums on certain types of traffic, In addition, utility varies between users.
For example, a numbered fleet command would be more interested than a systems develop-
ment command in detailed breakdowns of operations traffic.

-25-




The last three measures relate to utility or value of a code. Coding level measures
the number of significant digits in the applied code values. The number of digits is
assumed to be directly proportional to utility. When the operators find it worthwhile to
have it on a message, then, by definition, it has some utility.

DESIGN

Given these measures and how they relate to the desired characteristics, it is
possible to consider some of the tradeoffs in designing a good message subject code.
The designer has control over four features of a code:

® Total number of unique values,
e Distribution of these values throughout the subject categories.
® Definition of each value,

® Structure of the code.

The design objective is to select the proper combinations of these variables that re-
sult in good subject codes, as defined in the previous two sections.

A basic tradeoff is between the total number of unique code values and the ease of
applying the code. Many unique values, while they permit the code to contain more worth-
while information, can prove cumbersome, The net effect can be a code that is hard to
use; if so, it would be poorly applied and, in practice, would probably not contain much
information. The use of general 3000 SSIC codes is an example.

But a proper code structure can ease the use of many unique values, For example,
the SC operation's category has 784 unique values, but apparently it is not harder to apply
than the SSIC operations and readiness category, which has only 138 values, Thus, the
designer needs to compromise between ease of use and accuracy and the number of unique
values that can be supported by the code structure. For example, concentrating MilSTRIP
messages in one code value may reduce the information level (entropy) of a code, but it
will ease application,

The second design feature is the distribution of code values throughout the subject
categories. A code's entropy or information is maximized when the probabilities of the
unique code values are equalized. The designer strives to do this by allocating the most
code values to those subject categories containing the most messages., The implications
of this approach are significant: a good subject code must be tailored to the type of traffic
encountered. If a subject code were to be designed for general Navy use, the average
(over all the Navy) message traffic profile by subject should be formed and code values
allocated to subject areas on the basis of their relative populations,
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For example, if 30 percent of the traffic were in operations, 30 percent of the code
values should be in operations. Of course, this would be true only when all categories
have equal emphasis. In practice, it may be desirable for some categories to have pro-
portionally more values so their codes would contain more information.

What is better -- more unique values or more equal probabilities for these values?
For example, suppose there are 10 messages to be encoded. When a code results in four
unique categories with probabilities .7, .1, .1, and .1, its entropy is .94; a code with only
three unique categories having probabilities .3, .3, and .4 has an entropy of 1,09, How-
ever, if another code were to give five unique categories with probabilities .6, .1, .1, .1,
and .1, its entropy would be 1,23, the largest of all, In practice, ease-of-use consider-
ations will limit the number of unique values, and the designer will then try to equalize the
prooabilities.

One more point should be made., When code values are not used, they do not increase
the information level of the code; they only serve to make it more difficult to use., There
is a large number of SSIC values that never occurred in the Yom Kippur data base. Admit-
tedly, this data base is operationally oriented; but if this trend were to continue on a larger
scale, it would be a strong argument for eliminating the unused SSIC values,

The final design features are the definition of the code values and the selection of a
code structure. These are obviously important steps, since they are how the designer
ensures that the values will be assigned as intended. Poorly defined values and a poor
structure will result in inaccurate application and different probabilities than expected.
Proper definition and structure also ease the application.,

A well-structured code will have a few major categories with as little overlap between
them as possible, yet be comprehensive enough to cover all subjects, Within these major
categories, subcategories based on functions and subject areas could be established, A
hierarchial structure like this allows similar types of messages concerning different sub-
jects to be grouped together. For example, supply messages concerning inventories could
be in the same subcategory with the next level differentiating the material inventoried, such
as general stores, munitions, etc. This arrangement should improve accuracy by enabling
the user to easily specify a general functional category without necessarily knowing the de-
tailed subject areas for the message.

However, proper definition of the subject areas can simplify the search. For ex-
ample, many messages are sent to fulfill a reporting requirement. Either a subject
code should be indicated when the_Teport format is given, or the subcategories should
be =et up to take advantage of the fact that it is a standard report. This is the case
when flagwords are used to denote subject matter, The format for a movement report
is given in the Navy publication NWIP-10, which specifies that the flagword MovRep is to
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be used., Alternatively, a subject code could incorporate the fact that movement reports
are required and have a particular subcategory established for them,

Finally, a good code structure can support many unique code values that increase the
information in the code without sacrificing ease of application.,
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ALTERNATE SUBJECT CODE

The SC, listed in appendix A, is proposed as an alternative to the SSIC. It has
seven major categories in a hierarchial structure. For example, all supply messages
are contained in one major category with four subcategories distinguishing the common
supply subject areas. The code relates to the reporting requirements and contains flag-
words and keywords, which ease encoding and provide consistency between users.

USAGE AND ACCURACY

Some experience has been gained in applying this code. It has its origins in pre-
vious OEG studies concerning Naval communications, and it has been used to encode
substantial numbers of Navy messages. More recently, it was used to encode the 6, 265
messages in the Yom Kippur data base.

This latter experience indicates that it is a good subject code; it was both used and
iz was accurate, It was ultimately used on more than 98 percent of the Yom Kippur
messages.

Two passes through the messages were necessary to achieve this usage rate. On
tae first pass, 93 percent were encoded, with no code being assigned to the remainder.
During the second pass, 8.3 percent had their codes changed from the original assign-
ment. Some care should be taken in interpreting these usage rates since it was not an
cperational situation and the encoders did not draft the messages or even talk to the
crafters, but simply were presented with the messages to be encoded. They knew that
& second check of the codes was to be made, so they tended to skip a message unless
they were sure of the proper code. Finally, the encoders did not have much operational
Navy experience. Consequently, most of the resulting corrections were whole groups
of messages (for example, MGDATSs) that had not been previously recognized.

The application was consistent when flagwords are used as the benchmark. When
a flagword was recognized by the coders, they consistently found the correct SC value
for it,

INFORMATION

The entropy levels for the SC on the Yom Kippur messages are given in table 2.
Even though it has fewer unique values (1, 069 vs. 1, 356), the SC still has much more
information than the SSIC. For the operations and communications messages, the SC
contains 40 and 50 percent, respectively, more information than does the SSIC. For
these categories, the SC has many more unique values than the SSIC, but its structure
is such that its application is not difficult.
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The superiority of the SC carries over into utility measures. Its coding level is com-
pared with the SSICs in figures 5 and 6. Again the SC dominates, particularly in the oper-
ations type messages.

The SC category utilization in figure 8 sums up the argument. Contrast this with the
SSIC breakdown in figure 7. Considering the number of values in each major category,
the SSIC does a much better job of spreading its values throughout the traffic. Figure 8
covers all the Yom Kippur messages, both Navy and non-Navy; figure 7 covers only
Navy-originated messages.

The experience gained in using the SC for encoding the Yom Kippur messages has
not yet been fully utilized in modifying the code. This experience has shown that the
basic structure is good, but that some specific subcategories are ambiguous. For exam-
ple, when should a 11CE code (air transport schedules) be used instead of a 151 code
(unit movement schedules)? Cross checks between the SSICs and subject codes are being
made to identify other ambiguities. In addition, some of the code values were never used.
Decisions will be made on eliminating some of these values from the code. Finally, the
categories should be renumbered to conform with the standard staff codes (N1 = adminis-
tration, N3 = operations).

While these minor modifications will improve this code, there are some other ques-
tions of operational concern. How should a multicontent message be coded? Since some
messages will deal with separate subjects, it seems that multiple codes are necessary.

Is a purely numeric code the best type? Flagwords and codewords are now used to sub-
ject code messages. They have the advantage of being easy to remember, and they have
enough redundancy so that one or 2 characters can be wrong and the word still recognized.
However, large numbers of flagwords and codewords can be cumbersome. A numeric
code such as the SC allows greater detail even with a large number of categories. Pre-
cise areas can be delineated. But an error in any character can totally alter the meaning.

All these questions have many answers, and it will require further testing and eval-
uation to identify the correct ones,
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JOINT SERVICE MESSAGE CODES

Telecommunications centers are being consolidated, and there is an ever-increasing
need for message codes applicable to joint service use, particularly for internal routing.
Viewing flagwords as a form of subject codes, there are two basic candidates for these
joint service codes: subject codes and office codes.

The first problem is how to extend these codes for the joint services. There is a
straightforward way to do this with the SC. Let the major categories be identical
throughout the services, and let the subcategories be service-specific. A field can be
added to denote the service to which the subcategory applies. For instance, a N11KB
code can denote the general category of operations, force activity, nonexercise, and the
specific Navy subcategory amphibious planning. The Army could use the characters "KB"
to denote a different operations subcategory and identify it as Army by the letter "A" in
the code A11KB. Extension of office codes to joint services requires either similar staff
codes among the services, or for the communicators to thoroughly understand the staff
codes so they can transform an originator-designated staff code into the proper addressee
office code.

Once the procedures are established so that these codes can be extended to the joint
services, testing and evaluation can be performed and the methodology developed in this
research contribution can be applied to quantify the code- selection process. Usage and
accuracy can be measured and compared for the different codes. The amount of informa-
tion can be measured by entropy. But if multiple codes were used on a message, each
different combination would be a unique value.

For example, if an average of 10 office codes were used on each message, and if
each code were to have 30 possible values, there would be at least 3010 possible com-
binations. There would be even more if the different addressees were associated with
the codes. Hence, even though a single subject code has many more possible values,
the multiplicity of office codes may yield more information., (This suggests a normalized
entropy to measure the information per code value.)

Utility of the information will be much more difficult to measure. Coding levels can
be used, but with the understanding that the numbers of significant digits are not directly
comparable; that is, the utility of 3 significant subject code digits may not be the same
as 3 significant office code digits. Most likely subjective estimates of utility will be
necessary because of the difficulty of proper testing.

The usefulness of office codes in traffic management or data base formation is not
clear., It may be that certain patterns of office codes will imply the subject of the message
and thus be useful for these tasks, Subject codes seem to be more versatile, since they
are directly applicable to the above tasks as well as to internal routing and use in the
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message header line. A subject code could be used instead of the Content Indicator

Code in the Autodin header line, whereas only one or two of the office codes on a message
could fit into the 4-character slot. Only testing will tell whether combinations of office
codes are just as satisfactory.

In addition to evaluating subject codes (including flagwords) and office codes, hybrid
codes using flagwords, office codes, and subject.codes should be analyzed. In effect, a
cesign effort in conjunction with an evaluation is proposed.

The outcome of such an effort would be procedures for obtaining uniform coding be-
tween the services; a single code, a hybrid, or simply transformations between codes
could result. For example, patterns of office codes could be transformed to subject
codes in much the same way as an LDMX now transforms subject codes to office codes.
The code that contains the most information (entropy) should be applied and then auto-
matically transformed to the necessary type of code.

The key is that the methodology introduced here forms a quantitative basis for this
effort. Once the designers decide how to weight the different measures (for example,
effort required to apply one subject code instead of many office codes for a message vs.
the code value's relative usefulness), the codes can be evaluated and compared directly.




CONCLUSIONS

The first conclusion that can be drawn is that the SSIC should be abandoned and a
new message subject code used. The SSIC in its present form is simply not used effec-
tively by the Navy, and the potential benefits of accurate subject coding are not being
realized.

The SC is a potentially usable alternative. It has been used to encode a sizable num-
ber and variety of messages. Its basic structure is such that it could be applied to more
than 98 percent of the messages with a good deal of accuracy. It needs some fine tuning
and interaction with fleet users, A test program should be initiated to provide this fleet
input to the code in addition to feedback on the virtues of flagwords, multicontent codes,
numeric vs. alphabetic, etc.

The new code should be dynamic, changing in response to users' needs. However,
if its initial version were not acceptable, this essential feedback process would never
get started. Hence, the objective of the initial test program should be to ensure that
any new subject code has the basic features necessary to gain initial acceptance.

Once the new code is in use, a continuing test program could keep the code tuned.
Frequency of the different code values can be monitored along with the use made of it
for internal routing, Values not used would be periodically deleted and emphasis (that is,
more code values) placed on the categories of traffic most frequently occurring. This
way, the code would be continually tailored to the type of traffic encountered and thus keep
pace with the changing needs of the users.

Ultimate acceptance of a subject code does not rest with the code itself, however.
The user must obtain some benefits from its accurate application. If improved distri-
bution, more thorough message searches and retrievals, or reduced file maintenance
were attainable through use of the code, there would be incentives to use it. However,
if the majority of the message originators were to perceive no positive benefits, the
code would be simply another burden on them and would be paid lip service only. The
SSIC is an example of this. It is not effective, and one of the reasons why this is so is
that the users see no tangible benefits from its use.

Consequently, in conjunction with any testing to evaluate the code, there should be
an effort made to ensure that the users obtain some tangible benefits from its use. In
today's automated world, this means designing (adjusting) systems such as NavComPars,
LDMX, or the Fleet Command Support Center to utilize the information the code gives
them to better serve the Navy.
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APPENDIX A

ENTROPY AS A MEASURE OF CODING INFORMATION







Entropy is commonly used as a measure of uncertainty in statistical mechanics and
communications. This appendix attempts to give the reader an intuitive feeling for the
irformation theoretic approach to entropy, and then develop the rational behind its appli-
cation to message codes. In particular, it shows why the code with the maximum entropy
is the best code from an information point of view.

Consider an example to gain some appreciation of the usefulness of entropy. Suppose
there is a set of 100 messages and two different codes, A and B, applied to each message.
Let the codes have 2 and 10 values, respectively, and assume code A has 90 and 10 mes-
sages in each of its categories whereas code B has 10 messages in each category.

Code B tells you more about the messages; when you know only the codes, code B
tells you there are 10 different messages, code A lumps them into two types. Further-
more, if you were to randomly select a message and look at its A code, 90 percent of
the time it would have the same value, giving you little new information.

Entropy can be viewed as just a quantitative measure of the average amount of infor-
mation each code gives you. In this example, code B gives more information than code A,
but it is often not so clear-cut. Suppose code C has 20 categories; four of them have 21
messages each, and the remaining 16 categories have one message each. Entropy is use-
ful then because it shows that code A gives more information, on the average, than code C.

BACKGROUND

Consider an experiment that has an outcome chosen from a set of possible alterna-
tives (al. Ay ees ak). This set of outcomes is called the sample space; each outcome

occurs with probability Py» Py cvv Ppo respectively. The probabilities are all nonnega-

tive and sum to one. The sample space and probabilities are called an ensemble, and
are denoted by a capital letter; a general outcome is denoted by the same letter, but
lower case. For example, for an ensemble X, the probability of an outcome x is
denoted by Px(x). When x = ap then Px(al) = pl.

The purpose of these definitions is to prepare for a definition of entropy. For a
given ensemble X, the entropy, H(X), is defined as:

K
H(X) = - P_(a, ) log P_(a
12;1 x3) o8 Py(a)

-3 P(x) log P(x) , (A-1)
X




where the base for the logarithm is commonly 2 or e. This paper uses e exclusively.
The entropy is defined for an ensemble, which consists of a set of outcomes and their
probabilities.

This function, H(X), has a number of properties that make it a reasonable measure
of uncertainty in the outcome x . First, H(X) = 0 if and only if one of the probabilities
Py» PyeeePy is one, and all the others are zero. This is reasonable since there is no

uncertainty in the outcome; only one value will ever occur. Conversely, H(X) takes its
maximum value, log K, when all the values are equally likely; that is, Py=P,=---=
PK = 1/K. Again this is reasonable, since there is maximum uncertainty when any out-
come is equally likely to occur. Finally, H(X) is always greater than or equal to zero.
Entropy can thus be viewed as simply a quantitative representation of these intuitively
reasonable properties.

Uncertainty and information are related in that the more uncertainty there is in an
experiment, the more information is contained in its outcome. For example, if a coin
were biased so that heads comes up 99 times out of 100, there would be little uncertainty
in the outcome of an experiment that consists of tossing the coin. Usually the outcome
is just what you expect, and you get little information from it. Thus, the larger the un-
certainty, the larger the amount of information obtained by removing it.

APPLICATION TO MESSAGE CODES

To apply the concept of entropy to messages, it is necessary to assume that all the
inherent information in a message can be codified -- that is, all the information in a mes-
sage's originator, addressees, date-time-group, subject matter, office codes (if any),
etc., can be represented in a single code value. We assume that such a code exists, but
not that we know the form of the code or its values.

In theory, then, the entropy of the ensemble formed by this supracode and its proba-
bilities of occurrence exists, even though we cannot evaluate it. We denote this ensemble
by X. The probabilities of the code values depend on the type of messages considered, so
that there is an underlying entropy for any given set of messages.

In practice, we end up assigning messages codes such as ‘subject codes, office codes,
and date-time-group-originator codes. Let Y denote the generic ensemble formed by the
set of assigned code values and their corresponding probabilities of occurrence. The
entropy of this ensemble H(Y) can be evaluated using equation A-1. We have done this
for the SC and SSIC by using their values and estimating the corresponding probabilities
from the relative frequencies of occurrence in the Yom Kippur data base. (For example,
if SSIC code value 3124 were to occur 78 times out of 2,633, it would be assigned a proba-
bility equal to 78/2633. This is done for all the different values and the SSIC entropy
evaluated using equation A-1.)
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The question is: How well do these assigned code values represent the actual mes-
sages or, in terms of our notation, given y for a message, what do you know about x?
What you would like to do is choose the assigned code so that you have a maximum amount
o? information about the supracode. The measure for the information that y gives about
x is I(x;y), where

1(xy) = logﬂ;z—i)z) : (A-2)

When this is averaged over x and y, the average mutual information I(X;Y) is
formed:

X)) = 3 Y P(x,y) log%%l ‘ (A-3)
Xy

Thus, the design goal is to choose a code so that the resulting ensemble Y maxi-
mizes I(X;Y). We shall now see that this implies maximizing H(Y) subject to the constraint
that the assigned codes, y, accurately portray x.

If the joint ensemble XY is considered to be a single ensemble whose elements are
xy pairs of the joint sample space, the entropy H(XY) is given by:

H(XY) = - ¥ P(xy) log P(x,y) . (A-4)
x5y

Using equations A-1, A-3, and A-4:

1(X;Y) = H(X) + H(Y) - H(XY) . (A-5)

Since H(X) is fixed, the design goal to maximize I(X;Y) is equivalent to maximizing
H(Y) while minimizing H(XY). Consider H(XY) in equation A-4. When x is totally
dependent on y -- that is, x =y -~ H(XY) equals H(X), its minimum value, However,
when x and y are independent, H(XY) equals H(X) plus H(Y), its maximum value.
Therefore, H(XY) is minimized by making y as dependent upon x as possible (see
raference A-1 for a more rigorous argument).

In terms of the measures developed in this paper, that means consistent and appro-
priate assignment of code values. Since x is not known, a qualitative assessment of
this accuracy is necessary. Thus, when, on the average, y accurately represents X,
H(XY) is minimized. Accordingly, I(X;Y) is maximized by maximizing H(Y) so long as
Y accurately represents the messages encoded. The need for this restriction on Y be-
comes apparent by considering randomly assigning y to messages. This random
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assignment would result in a large H(Y). But y would not really give any information
about the message, x, and, consequently, the average mutual information between x
and y would be zero.

Practically, all this means is that the assigned code with the greatest entropy is the
best from an information level point of view. Another way to look at this is to assume
each set of messages has an inherent entropy, H(X), and search for the assigned code
that "captures" as much of it as possible while still accurately representing the messages.

IMPLICATIONS

Some of the implications of maximizing the coding entropy are discussed in the char-
acteristics and design section of the main text. They are all intuitively reasonable im-
plications; the principle of maximizing the entropy just places them in a quantitative
framework. For instance, if 2 messages were assigned the same values by a code in-
stead of unique values, the entropy of the code would be reduced from what it could be.
This is reasonable since this code does not give as much information as possible. There
are 2 unique messages; but knowing just the code, you would not realize this. Further
discussions of these design implications are in the main text. The point is that this
principle of maximizing coding entropy has practical use in designing better codes.

It has some limitations, too. Utility of the codes is not necessarily reflected in their
entropy. Utility concerns the use made of the code. For example a date-time-group-
originator code may be extremely useful in retrieving a message, probably better than
subject or office codes. However, its entropy may be lower than subject or office codes,
since the probabilities of the different values are far from equal. It is the combination
of usage, accuracy, entropy, and information utility that determines the ""best" code,
not any one property.

APPLICATION TO INFORMATION COMPRESSION

The rationale developed here can also be applied to measuring effectiveness of
information-compression techniques. For example, a Fleet Command Support Center
(FCSC) in concept receives a great deal of message traffic destined for the fleet, and
then summarizes it for retransmission to the fleet. If the entropy of the messages
into an FCSC, H(Y,m), were compared with the entropy of the messages coming out of

the FCSC H(Yout)’ an indication of the effectiveness of the information-compression

capability of the FCSC would be available. The entropies could easily be calculated by
observing the relative frequencies of the code values of the traffic in and out. A greater
H(Yout) than H(Ym) implies information compression and better utilization of the com-

munications channels.
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APPENDIX B

FLAGWORD LIST







This appendix contains a list of the flagwords searched for in the Yom Kippur
messages., The assumed explanation follows each flagword., Other interpretations are
posisible, Only the subject lines and reference lines of the messages were scanned for
flagwords in this list; the message text was not scanned.

This list is not all-inclusive of Navy used flagwords. A sample of 600 messages from
the Yom Kippur data base showed that about 10 percent contained recognizable flagwords
that are not on this list. This restricted list was chosen to save time and cut computer

cocsts,
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Assigned

code #

[
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11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

FLAGWORD LIST

Flagword Explanation

AO oiler

AOG gasoline tanker

AOE fast combat support ship

AE ammunition ship

AF store ship

AFS combat store ship

AAW anti-air warfare

ADP automatic data processing

AFRTS Armed Forces Radio & Television Sys
AIG address indicator group

ALNAV all Navy

ARFCOS Armed Forces Courier Services
ASM air-to-surface missile

ASW anti-submarine warfare

BCT communication data in a MoveRep
BOBCAT keyword on MilSTRIPs

CASCOR casualty corrected report
CASPER surface ship reporting system
CASREP casualty report

CASREPT casualty report

SITREP situation report

STATREP status report

CFN confirmation of # groups in a MoveRep
CHG change in a MoveRep

CIA Central Intelligence Agency

CIM civilian information manpower
CcOoD carrier on-board delivery

con daily U.S. EW anal eval worldwide
COMSEC communications security
COMSPOT special communications reports
COMSTAT communications status report
COMSTATREPT communications status report
COMSTATREP communications status report
DATREP tactical communications data report
DIA Defense Intelligence Agency

DIG Delivery Indicator Group

EAM Emergency Action Message
ELINT Electronic Intelligence

B-2




Assigned
_code #

40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
1%
76

FLAGWORD LIST (Cont'd)

Flagword

EOB

EW

FBIS

FFN
FORSTAT
FOSIC
FOSIF
HFDF
HICOM
HYDROPAC
INTSUM
IPIR
JOPREP
JIFFY
LOG
HELO
LOGREQ
MAIRS
MANREP
MERSHIP
MEREP
MS5L
MGDAT
MIJI
MILCON
MILST AMP
MILSTRIP
MIRE
MOD
MOTU
MOVEREP
MOVREP
MRO
MS3L
MS6L
MSCMR
3-M

E:_cglanation

Electronic Order of Battle
Electronic Warfare

Foreign Broadcast Information Svc
Fleet Flash Net

force status

Flt Ocean Surveillance Infor Ctr
F1t Ocean Surveillance Infor Fac
high frequency direction finder
high command

Hydrographic Office Pacific
intelligence summary

initial photo intelligence rpt

keyword for operational reports

logistics helicopter

logistics requisition

maritime air service

tactical commun management rpt
merchant ship

mexrchant ship report

merchant ship report

msg data sys (part of Rainform)
classified explanation

military construction program

mil stand trans & movement proced
mil stand requisition & issue pro
classified explanation

misc operational details

mobile technical unit

ship movement report

ship movement report

movement report office

ship report

ship report

(USNS) merchant ship cont move rpt
stand Navy main & mat Manage sys




Assigned

code #

77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114

FLAGWORD LIST (Cont'd)

Flagword

NAV
INT

SUM
NGFS
NICKEL
GRASS
NORS
NOTAM
OPORD
OPORDS
OPREP-1
OPREP-2
OPREP-3
OPREP-4
OPREP-5
OPREP
PINNACLE
OPSEC
OPSTAT
ORG
OTC
POM
QSY

R+R

RPS

SAR
SHARPS
SKDCHG
SID
SITSUM
SONAR
SOP
SPECAT
SPECOPS
STS
SUPIR
svc
TACAMO

E@lanation

{ naval intelligence summary

naval gunfire support
;special operations keyword

not operationally ready - supply
notice to airmen

operational order

operational orders

operational report - 1
operational report - 2
operational report - 3
operational report - 4
operational report - 5
operational report

keyword used with OPREP
operational security

operational statistics
participating units in a MOVEREP
officer in tactical command
Program Objective Memorandum
comm code concerning freq change
rest and relaxation

registered publications system
search and rescue

ship & helo acoustic rng pred sys
schedule change

standard instrument departure
situation summary

sound navigation & ranging
standing operating procedures
special category

special operations

change of status in a MOVEREP
supplemental photo intell report
service

take chg & march off (Strat comm sys)
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Assigned
_code #

115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151

FLAGWORD LIST (Cont'd)

Flagword

TACCOM
TGO
UNREP
VERTREP
Z-GRAM
ZDK

ZFK

ZAT

ZFW

ZFX

RI

ZUI
HYDROLANT
BLUE
DOT
BLUEDOT
SPECOP
COMBLOC
POSREP
AFSCC
SUBNOT
ZDF

ZFF

DOD
TACSATCOM
TAC
SATCOM
LOGREP

GREENSHEET

GREEN
SHEET
NAVFORSTAT
CASANOVA
Cv

CVA

NOSIC
GAPFILLER

Explanation

tactical communications

task group Orestes

underway replenishment

vertical replenishment

message from CNO

comm code for repeated message
comm code for msg doesn't concern
comm code "am preparing for trans"
comm code concerning channel no
comm code for channel no - is open
routing indicator

comm code for your atten is invited
Hydrographic Office Atlantic

{operational identifier

special operation

Communist Bloc

position report

Air Force Sys Command Center
submarine notice (movement)
comm code for msg received at...
comm code for inform me when msg rec
Department of Defense

Tactical Satellite Communications
Tactical Satellite Communications
Tactical Satellite Communications
logistics replenishment

{ operational identifier

naval force status

keyword

attack aircraft carrier

attack aircraft carrier

Naval Ocean Surveillance Info Ctxr
Navy Communications Satellite
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APPENDIX C

SUBJECT CODE







This appendix lists the subject code, SC, used to encode the Yom Kippur messages.
Each category is defined by a progressively finer classification sequence so that, for
example, code 211 indicates an intelligence message (2) concerning photoreconnaissance
(1) requesting a mission (1), Alphabetical characters are sometimes used in the third
ard fourth columns; for example, code 11E]J indicates a message concerning operations
(1) in the force activities, nonexercise area (1) concerning surface (E) directed action (J).

The numbers in parentheses following the codes indicate the number of times that
the value occurs in the Yom Kippur data base. For example, code 1000 occurs once,
code 1100 occurs 8 times, code 11A- 65 times, and code 11B- 15 times. In this listing,
a further breakdown of the 65 occurrences of code 11A-, for example, into the number
of times 11AA, 11AB, ... etc., occurs is not given; instead, a summary of the number
of times the last digit is A, B, ... etc., is given. Since there were only 23 exercise
messages, no fine breakdown of them is given; they are all treated as 1200 codes. Con-
sequently, the fine breakdowns in the operations, force activities section are only for
nonexercise messages; that is, they are all 11-- codes.

In order to learn more about the applicability of the SC, statistics on its accuracy
were kept during the data reduction phase. Three people did the coding, one of whom
had been in the Navy and had prior experience using the code. On the first pass through
the messages 93 percent had codes assigned. No code was assigned to the remainder.
A second pass through the messages was made during the proofing of the base. After
this second pass 98. 6 percent of the messages had been assigned codes. However, dur-
ing this second pass 8.3 percent of the messages had their codes changed from the
original assignment.

Care should be taken in interpreting these results. It was understood by the coders
that a second pass was to be made so unless they were relatively sure of the subject
matter they left the message uncoded. Since none of the encoders had any operational
experience in the Navy, quite a bit of learning took place during the first coding phase.
Consequently, most of the resulting changes were whole groups of messages (for exam-
ple, MGDATS) that had not been previously recognized. Since a message drafter would
know the subject matter of the message, this situation would not occur in an operational

situation.




1. OPERATIONS (1)

1. Force Activities
Non- Exercise (8)

2. Force Activities
Exercise (23)*

- (87)

Air Strike (65)

Air Transport (344)

Surface Other (57)
EW (6)

SAR (8)
Interdiction

NGFS

Mine (3)
Amphibious (3)
Submarine (5)
AAW (1)

ASM (Missiles) (3)
ASW (18)

Ships Training (2)
Other Services (9)
All Forces (28)

3. CASREP

)

Weapons Systems (8)
Sensors (11)
Communications (29)
Plant/Structure (54)
Aircraft (3)
Personnel (1)
General (5)

Unknown (15)

FEQEIRPOPEp

POIOZEZr T

IQEMEUORy

4. Operational Support

Air Intelligence/Surv (79)

Surface Intell/Surv (48)

AEQEmRUOPp

B W

POPOZEr AT OAmDOW

*All operations exercise messages are counted here.

occurrence is given.

C-2

- (366)

SOP & SOP Modifications (1)
Planning (15)
Readiness/FORSTAT (74)
OPORDS/Tasking (14)
Schedules (33)

OPREP-1 (17)

OPREP-3 Pinnacle (3)
Intended Action (7)
Directed Action (35)
SITSUM's/SITREP's (103)
Completed Action (4)
OPREP-3 (10)

OPREP-4 (20)

OPREP-5

Other OPREP's (43)
Summary Reports (4)

@)

- (19

Initial-C1 (4)

Initial-C2 (25)

Initial-C3 (11)

Initial-C4 (4)

Initial-C5
STATREP's/SITREP's (39)
CASCOR (33)

Assistance

)

- (598)

Towing/At Sea tender service (3)
Docking Svs. /Repair/LOGREQ's (43)
OPSTAT's (1)

Technical Support/MOTU (31)

No further breakdown of their




5. Unit Movement

6. Command &
Control

7. (3
INTELLIGENCE (8)

1. Photo Reconnaissance

2. Ocean Surveillance (Air)

3. Ocean Surveillance
(Surface)

4, Ocean Surveillance
(Subsurface)

]

&

»=>

.

« e . . . . e s e o N

BN b
. .

C-3

- (13

Schedules & schedule changes (129)
MO VEREP (126)

Port Visit Notifications &
Clearances (61)

Fleet Locator Information (33)
Underway Delays (3)

MRO Queries

- (16)

On-scene commander designation
Change in OTC (2)

TF/TG Organization (22)
Embarkation/Debarkation (2)

(1)

- ()

Requests for missions
IPIR's (4)

SUPIR's

Other

= ()
Spot Reports/Warning (4)
Over-flights (2)

- (61)
Free World MERSHIP Summaries (22)
COMBLOC MERSHIP Summaries (11)
MERSHIP Spot Reports (14)

Enemy Warship Summaries (16)
Enemy Warship Spot Reports (20)
Friendly Forces Disposition (8)
Transit Support (CASPER)

- (1)

MGDAT's (630)
Spot Sightings (26)
Warnings (2)




Electronic Warfare

(9]

6. HFDF Spot Reports (4)
7. FOSIC/FOSIF

8. General

ADMINISTRATION (6)

1. Personnel Matters

2. Public Affairs

3. Navy Affairs

-
.

e r e

W N =

=W N

:DCD.\IO\UI

p—
L]

U N

C-4

~ (34)

MIJI Reports (10)

COMFY COAT (Radar Reports) (10)
(AFSCC is orig.)

Electronic Order of Battle (EOB) (1)
Warnings (1)

ELINT Reports (13)

Warnings (9)
Summaries (28)

- (44)

NAV INT SUMs (166)
DIA (26)

CIA

FBIS (15)

- (52)

Orders, promotions, transfers, etc. for
individuals (37)

Orders to officers (4)

Promotion lists (1)

Visit requests, notifications; itineraries;
transportation, clearances, etc. (102)
Requirements & allowances (2)
Emergency leave (14)

Family matters-no leave requested (35)
Legal (8)

Medical (26)

- )

Announcements (3)
Guidance (19)

News Release Requests

- 3

ALNAV's, Z-Grams

Policy - other (3)

Basegrams (1)

Protocol (3)

Conferences, Schools, briefs (5)




Financial = ()
S Budgets/POM (10)
o5 Contracts - Procurement (4)
3. Contracts - Construction (4)
(MILCON)
4, Other Funding (3)
S. Personal

Support )
1. Publications/charts/photographs/plans/
drawings (11)

2, ARFCOS/RPS (4)

3. Mail Services (37)

4, ADP Support & Programs
Requirements & - 1) - (6)
Deficiencies A. Personnel (14) A. Requests (9)

B. Material (9) B. Reports (2)

C.  Support (3) C. Discussion (10)

Morale - (3

1, New Services (32)
2, Bravo Zulu's Congratulatory (4)
3. Class E. Telegrams
4, Recreation/R &R /Religious Serv. (6)
Notices - (12)
A.  Safety (29) A, Air (14)
B. Material & B. Electronics (2)
Maintenance (8) C. Plant &
C. Tests & (2) Structure (9)
Evaluations D. Weapon Sys. (1)
D. Publications (1) E. Computer
F. General (2)
Reports - (21)

Request for (16)

Replies (2)

Comments and Dis Discussion (19)
Changes in

W N

C-5




SUPPLY (6)
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